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Executive summary 

This working paper explores the principles and implications of using artificial 

intelligence (AI) in high stakes marking, specifically within the context of 

qualifications regulated by Ofqual in England. It considers the nature and capabilities 

of current AI technology, characteristics of the high stakes marking context, different 

models for AI integration, and frameworks for evaluating AI use in marking 

processes. It emphasises the importance of assessment validity, transparency, 

fairness and accountability for maintaining the integrity of qualifications and public 

confidence in them, while considering the potential benefits and risks of AI use in 

marking. 

The motivation for publishing this working paper is to support thinking and foster 

constructive discussion about the potential applications of AI in marking, 

acknowledging that use of AI as the sole mechanism for determining a student’s 

mark does not comply with Ofqual’s regulations – as previously clarified in Ofqual’s 

policy approach to regulating AI use in qualifications (Ofqual, 2024). This paper 

underlines the need to go beyond technological perspectives on AI and to integrate 

ethical, social and assessment validity concerns to inform future policy decisions.  

Current AI technology 

Current leading AI models, including large language models (LLMs) such as GPT 

models and BERT1, are deep neural networks (DNNs) with advanced capabilities. 

Most notably, LLMs can generate human-like text in response to prompts but lack 

true semantic understanding and the capacity of human-like judgment. These current 

AI models function as ‘black boxes,’ making it difficult (even for experts) to explain 

how specific outputs are generated. This poses a challenge for transparency, and for 

reliably predicting the performance of AI on new tasks. These current AI systems 

also exhibit variability and unpredictability in outputs, with confidence measures that 

do not necessarily reflect real-world accuracy, which can complicate their use in high 

stakes contexts.  

AI and regulation 

AI regulation in the UK is based on 5 principles: 

• safety, security and robustness   

• appropriate transparency and explainability   

 

1 BERT (Bidirectional Encoder Representations from Transformers) is an open-source deep learning 

language model developed by Google for language processing tasks.  

https://www.gov.uk/government/publications/ofquals-approach-to-regulating-the-use-of-artificial-intelligence-in-the-qualifications-sector/ofquals-approach-to-regulating-the-use-of-artificial-intelligence-in-the-qualifications-sector
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• fairness  

• accountability and governance   

• contestability and redress.  

Achieving appropriate transparency and explainability, especially for complex AI 

models, is essential. However, it is also a significant challenge due to differing 

stakeholder needs and technical limitations. 

In the context of qualifications and assessment, Ofqual has emphasised the need to 

ensure fairness for students, maintain the validity of qualifications, protect security, 

maintain public confidence and enable innovation. These are Ofqual’s priorities in 

shaping its regulatory approach to AI, and they connect to the overarching UK 

government principles.  

Current high stakes marking 

Current marking for high stakes qualifications depends on academic judgment by 

trained experts, who apply mark schemes to assess candidate responses against 

assessment criteria. Markers draw upon strategies including matching, scanning, 

scrutinising and evaluation. Different marking tasks demand different types of 

judgment, and features of tasks and mark schemes influence the easiness or 

difficulty of marking. For example, tasks which are less constrained and offer 

students greater freedom can result in a very wide range of student responses and 

tend to be more difficult to mark consistently.   

It is important to understand high stakes marking in its social context. Marking takes 

place within structured social systems and processes, including the wider education 

sector, policy and regulatory frameworks, and operational processes designed by 

awarding organisations. Qualifications are part of the social contract of education 

and are also social contracts in themselves.  

Marking quality 

Marking quality encompasses accuracy and reliability in the application of 

assessment criteria. In particular, fairness requires consistent application of criteria 

regardless of marker or candidate identity. Transparency and fairness in marking are 

not only ethical obligations but also functionally needed to uphold trust in 

qualifications.  

AI and automated mark generation 

AI and automated systems for generating marks vary widely. They range from rule-

based deterministic engines to deep learning models using LLMs, which may be 

fine-tuned on human-marked responses or operate via prompting without specific 
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training. These systems differ in explainability, consistency, reliance on training data, 

and susceptibility to bias, and Table 1 summarises some key differences.  

The terms “AI marking”, “traditional AI marking”, and “automated marking” are used 

differently by different authors and organisations. This working report uses “AI and 

automated marking systems” to include all approaches shown in Table 1 collectively. 

In addition, hybrid marking systems may combine different AI and automated 

approaches, or combine them with human marking for approaches such as 

similarity-based marking.  

The integration of an AI or automated marking system into an overall marking 

process can also follow multiple designs. For example, rather than serving as the 

primary marker, an AI or automated system may be used to quality assure human 

marking. Different designs have different implications for efficiency, oversight, and 

fairness. A significant attraction of using an LLM-based generative AI system is the 

possibility of a single system for different tasks and populations, rather than building 

or fine-tuning a dedicated marking system for each task. 

Table 1: Some properties that vary by AI or automated marking system. 

Type of AI or 
automated marking 
system 

‘Classical’ 
feature-based 
engine trained 
on human-
marked 
responses 

DNN trained on 
human-marked 
responses 

LLM fine-tuned 
on human-
marked 
responses 

Generative AI 
based on pre-
trained LLM  

Mark generation 
fully interpretable, 
for experts 

Yes No No No 

Mark generation 
based on 
construct-relevant 
features 

Under the control 
of system 
designers 

Unknown – must 
be investigated  

Unknown – must 
be investigated  

Unknown – must 
be investigated  

Consistency: same 
candidate response 
leads to same 
output every time 

Yes Yes Not necessarily Not necessarily 

Reliability of marks 
generated 

Empirical 
question 

Empirical 
question 

Empirical 
question 

Empirical 
question 

Training data fully 
specifiable 

Yes Yes No No 

Training data under 
control of those 
building the 
scoring system 

Yes - fully Yes - fully Data for fine-
tuning - yes; data 
to train LLM - no. 

No 

Potential bias 
learned from 
human marking 

Yes Yes Yes No 

Potential bias from 
other training data 

No No Yes Yes 
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Evaluating AI use in high stakes marking 

Validity frameworks 

Evaluation of AI use in high stakes marking must be grounded in assessment 

validity. Established frameworks for evaluating validity in automarking remain 

relevant, and offer a constructive route forward. This involves systematically 

gathering and weighing evidence that marks reflect the intended assessment 

construct. Recent research has demonstrated use of these frameworks with current 

AI technologies (for example, Casabianca et al., 2024).  

Both research and industry guidance emphasise that agreement with human marks 

alone is insufficient for assuring validity. Important topics to consider include: 

• Relationship to human marking 

An AI or automated marking system may have one of several different 

relationships to human marking. The intention may be to predict the results of 

human marking, complement human judgment, replicate human marking 

(including its flaws), or improve upon human marking. The intended 

relationship impacts the logic of the validity argument, and therefore the 

validity evidence needed. 

• Stakes and implementation 

The level of validity evidence required increases with the stakes of the 

assessment and the extent to which AI influences final assessment outcomes. 

Use of AI as a sole marker requires more robust evidence than AI used for 

quality assurance.  

• Transparency and explainability challenges 

Both responsible AI principles and assessment validity frameworks stress the 

need to understand how and why AI systems generate particular marks. AI 

systems based on deep learning and LLMs are difficult to interpret, which 

complicates the collection of validity evidence. Explainable AI (xAI) methods 

like saliency analyses offer some insights but have some limitations for the 

assessment context. In particular, they can produce misleading explanations.  

• Bias and fairness  

AI models can perpetuate biases present in or arising from training data. In 

marking specifically, empirical studies have identified variable AI marking 

performance across demographic groups, emphasising the importance of 

fairness evaluations. For some current AI technologies, limited transparency 

about the sources of training data poses additional challenges for bias 

mitigation.  
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• Accountability and oversight 

Maintaining meaningful human oversight and responsibility for AI use in high 

stakes marking is critical. However, integrating human review in this context 

without negating potential efficiency gains is challenging. If an AI system were 

implemented as a primary marker, possible models could include human 

second marking of all or a subset of responses. Alternatively, it could involve 

human experts only at a higher level of oversight, for example in monitoring 

the statistical properties of autoscored items. For any implementation of AI in 

high stakes marking, monitoring should consider the overall marking process, 

including both human and AI inputs and their effectiveness in combination. 

The type and degree of human involvement considered sufficient for 

accountability remains a key regulatory question. 

Consequences 

Motivations for using AI in marking can include increasing efficiency, speeding up 

marking, and improving the quality of marking. These potential benefits are 

significant but require empirical validation within specific qualification contexts and 

taking account of the entire marking process.  

Use of AI in marking also has the potential for negative consequences. It is important 

these are investigated, monitored and, if necessary, mitigated for. Potential risks 

include loss of assessment expertise due to reduced human marking, negative 

washback effects such as gaming, and a narrowing or stagnation of assessment 

constructs. Public perception and trust may also change where AI use reduces – or 

is perceived to reduce – transparency or accountability.  

The environmental impact of AI use is another type of consequence to consider. AI 

systems require significant energy and water consumption, and it is important to 

weigh the overall resource implications of marking processes with and without AI 

use.  

Finally, data security and candidate privacy, especially regarding the use of student 

work for AI training, are also critical concerns. These will be a factor in weighing 

potential AI implementations, and particularly choices between in-house AI 

development and use of third-party AI models.  

Conclusions 

This working paper explores the potential role of AI in high stakes marking, 

emphasising the importance of upholding assessment integrity and public trust in 

qualifications.  

Principled arguments exist for accepting AI and automated marking in high stakes 

assessments, in the right conditions and with the right safeguards in place. Current 
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evidence does not support an overall or general case for the validity of AI marking in 

high stakes qualifications, and at present points to the need for context-specific 

evidence (that is, specific to the particular qualification, in terms of the relevant 

candidate population, constructs and item types involved). Established assessment 

validity frameworks can support the design, documentation and evaluation of AI and 

automated marking. AI use may continue for now to be more viable in some 

qualifications than others, particularly where repeated use on similar tasks and 

candidate populations supports appropriate investment in evidence gathering.  

While the use of AI as a sole marker is currently non-compliant with Ofqual 

regulations, there are promising applications of AI in marking, including in quality 

assurance. Ofqual is particularly supportive of work to explore such use of AI. To 

support responsible innovation in this area, it is important to continue research that 

addresses the challenges and unanswered questions identified in this working paper. 

In particular, these relate to the transparency and explainability of current AI, 

appropriate methods for assuring human oversight and accountability, and the 

relationship between AI use, public trust and qualification value.   
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Introduction 

Purpose 

This working paper explores the principles of using AI in marking and the 

implications for the context of high stakes qualifications in England. In particular, 

these include GCSEs, AS and A levels, and vocational and technical qualifications 

included in performance tables. Ofqual has previously published its policy approach 

to regulating AI use in qualifications (Ofqual, 2024). This makes clear that use of AI 

as the sole mechanism for determining a student’s mark would not comply with 

Ofqual’s regulations. However, we consider it very important to continue our thinking 

on AI and potential applications.  

The paper looks at the nature and capabilities of current AI, the key characteristics of 

the marking context, different models for the integration or application of AI to high 

stakes marking, and the questions that should be used to evaluate potential AI use in 

this context. The paper is not a review of AI models, nor does it review the 

performance and capabilities of different models and systems with regard to different 

marking tasks. Rather, the purpose of this working paper is to consider the principles 

involved, to signpost informative areas of research (including some from different 

disciplines), and to try to synthesise insights from these areas into constructive and 

principled thinking about the use of AI in marking.  

Understanding the implications of AI use in high stakes marking is necessary to 

inform our future policy in this area. While research on technical developments is 

very important, it is also necessary to go beyond thinking about AI as a technology 

question, not least because the details of technical developments are changing 

rapidly. Our thinking on this important topic is ongoing, and the work presented here 

includes questions that are not yet resolved. The aim in sharing this working paper is 

to be open and transparent about thinking on this topic and continue to foster 

constructive discussion. 

Background 

This paper focuses on marking for high stakes qualifications in England, particularly 

those qualifications regulated by Ofqual. Ofqual’s General Conditions specify that 

students taking a regulated qualification should be differentiated by criteria that are 

understood by assessors, accurately applied, and consistently applied (Ofqual, 2017, 

Section H).  

Currently, marking for high stakes qualifications is underpinned by the application of 

academic judgement by a trained expert. The marking process involves assessors or 

https://www.gov.uk/government/publications/ofquals-approach-to-regulating-the-use-of-artificial-intelligence-in-the-qualifications-sector/ofquals-approach-to-regulating-the-use-of-artificial-intelligence-in-the-qualifications-sector
https://www.gov.uk/government/publications/ofquals-approach-to-regulating-the-use-of-artificial-intelligence-in-the-qualifications-sector/ofquals-approach-to-regulating-the-use-of-artificial-intelligence-in-the-qualifications-sector
https://www.gov.uk/guidance/ofqual-handbook/section-h-from-marking-to-issuing-results
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markers applying their academic judgement to determine what marks to award a 

candidate response against the assessment criteria in the mark scheme. Marker 

judgement is informed by the marker’s knowledge, expertise, experience, and their 

training, especially standardisation activities training them in application of the mark 

scheme.  

As noted, the use of AI as a sole or primary marker in our context would not comply 

with Ofqual’s current regulations. The published policy approach explains that this is 

due to the requirement for human judgment in marking decisions, as well as 

awareness of AI risks relating to bias, inaccuracy and transparency (Ofqual, 2024). 

In this working paper, however, we consider it important to address the hypothetical 

case of AI as sole or primary marker in thinking through the principles of AI use in 

marking. 

Use of AI in marking 

The motivations for using AI in a marking process can include improving the 

consistency of marking (for example, Foltz et al., 2020), increasing the perceived 

fairness of marking (for example, Figueras et al., 2025), and – most commonly – 

improving efficiency by reducing marking time, marking cost and the number of 

human experts required (Clauser et al., 2024; Rotou & Rupp, 2020).  

AI systems may be used in various ways as part of a marking process. AI can be 

used to generate marks, but AI systems can also perform other roles in a marking 

process – for example, identifying responses likely to be atypical. Where an AI 

system is used to generate marks, that might be as the primary marker, but equally, 

the AI could be generating marks in a support or monitoring role, as part of a quality 

assurance process that still has people as primary markers. Besides performing 

different roles, AI systems used in a marking process may be based on diverse 

models, trained on varying datasets, and designed to produce different outputs. For 

example, a rule-based system differs significantly from a fine-tuned classifier or a 

generative AI model, and each has distinct properties and risks (see Section 3: AI 

and automated mark generation). 

The immediate background to this work includes the rapid development of AI 

technologies over the past few years, most notably large language models (LLMs) 

and generative AI systems. LLMs and generative AI systems represent genuinely 

new possibilities for marking, but the use of AI in marking is far from new.  

There is a long history of research and development in automated marking 

technologies, generally subdivided according to the type of assessment task. 

Research dedicated to automated marking of short-answer items is well established 

and known as ASAG (automated short answer grading). Short-answer questions can 

be thought of as a middle ground between closed questions (such as multiple-choice 
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items) and open-ended questions (such as essay questions) and will generally 

require up to 2 or 3 sentences in response to a specific question. To mark such 

questions, the human marker or automated marking system must be able to 

recognise paraphrasing and identify different sentences with equivalent meaning, but 

does not need to assess complex arguments or quality of writing (Kortemeyer, 

2024). Useful surveys of ASAG methods are given by Haller et al (2022) and Clauser 

et al (2024). Kortemeyer (2024) notes that most models are still fine-tuned or 

explicitly trained for marking particular tasks in ASAG, but research is now exploring 

the use of general-purpose pre-trained LLMs without fine-tuning (for example, 

Henkel et al., 2024). The difficulty of automarking short-answer items relates to the 

variability (both in terms of type and extent) and predictability of the possible student 

responses (Zesch et al., 2023). The most difficult items to mark are those where 

students produce a wide range of different responses, not all of which can be 

predicted in advance, including a wide range of potential correct responses that may 

be formulated differently but essentially convey the same meaning. 

While ASAG aims to award marks for correct answers and not writing ability, the field 

known as AES (automated essay scoring) deals with the inverse: the ‘essays’ that 

are the focus of AES research and development are most commonly fairly short 

pieces of writing (about 300 words) scored for quality of written communication 

rather than their content (in many cases, the assessment context is English as an 

additional language). A helpful overview of AES systems is provided by Ifenthaler 

(2022), and there is a great deal of recent research investigating the use of deep 

learning and LLMs for AES (Flodén, 2025; Lottridge et al., 2024; Mizumoto & Eguchi, 

2023; Pack et al., 2024).  

Current AI 

Currently leading AI models, including large language models (LLMs), are forms of 

deep artificial neural network models (DNNs) that demonstrate capabilities far in 

advance of earlier generations of AI. Most notably, LLMs, trained on text prediction 

tasks, respond to natural language inputs or prompts and are able to produce 

human-like text outputs. Whereas earlier AI models were constructed and trained 

using specific data to achieve specific ends, foundation models such as LLMs are 

pre-trained using very large quantities of text data to produce a general-purpose 

model, which can then be fine-tuned or adapted to carry out different specific tasks. 

The process of fine-tuning involves taking the original pre-trained model and training 

it further on new data (typically, focused on a particular task or domain). This 

additional training refines the model’s original learned representations of language to 

be more attuned to the nuances of the language used in the new task or domain – 

the model is not re-trained from scratch (IBM, 2024). For example, the LLMs BERT 

and GPT-4 are foundation models produced by Google and OpenAI respectively. 
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BERT has been adapted for many scientific purposes by taking the pre-trained 

BERT model and carrying out additional training and fine-tuning on domain-specific 

texts (for example, the BioBERT model for biomedical tasks, Lee et al., 2020). 

Meanwhile, the much larger model GPT-4 is particularly good at generating text, and 

underpins user-facing applications such as ChatGPT, Duolingo Max and Khanmigo 

(Jones, 2023)2. 

Current AI models also differ from earlier AI and machine learning technologies in 

the extent to which we can explain their working. In particular, the structure of an 

LLM is sufficiently complex that it functions as a ‘black box’ and neither users nor 

expert model designers are able to straightforwardly explain why particular inputs 

result in particular outputs. The field of ‘explainable AI’ (xAI) is concerned with 

improving model explainability, and includes various techniques to help provide 

explanations of ‘black box’ model functioning (see Section 1: Current AI, and 

discussion in the context of assessment validity in Section 4: Evaluating AI use in 

high stakes marking).   

AI and regulation 

In the UK, regulation of AI is underpinned by a principles-based framework which 

sector-specific regulators interpret and apply to their contexts (UK Government, 

2023). The framework has 5 core principles, which build on the OECD principles for 

responsible use of AI (OECD, 2019). The 5 principles are: 

• safety, security and robustness 

• appropriate transparency and explainability 

• fairness 

• accountability and governance 

• contestability and redress 

(UK Government, 2023, page 26) 

Many frameworks for responsible and ethical AI use exist. They can differ in 

terminology and emphasis, and may define key terms with different scope, but there 

is significant overlap in the core dimensions referenced (Papagiannidis et al., 2025).  

While adherence to responsible AI principles is increasingly sought and in some 

places required by law, the operationalisation and realisation of principles in practice 

may be challenging (Gajjar & Brione, 2024). Transparency and explainability, for 

example, are widely accepted as principles of responsible AI, with major ethical and 

social implications. However, judging how much transparency and explainability is 

 

2 At the time of writing, GPT-5 is the latest model and is being adopted by major applications.  

https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
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needed, and for whom, is not straightforward. The appropriate, proportionate and 

necessary level may differ for designers of an AI implementation, decision-makers, 

regulators, operational staff running and maintaining it, and end users. Achieving the 

functional and ethical outcomes intended means carefully considering the specific 

context in which AI is used (Vredenburgh, 2024). This is one of the motivations for 

the ongoing work described in this report.  

Structure of this report 

Sections 1 to 3 aim to provide a baseline for the remainder of the report, by 

summarising important concepts, results, and arguments that are relevant to the 

question of AI use in high stakes marking. Section 1 aims to highlight relevant 

characteristics of current AI. Section 2 discusses the important characteristics of the 

high stakes marking context, and section 3 outlines different methods of using AI in 

marking processes. In particular, it summarises the major approaches to automated 

generation of marks, and contextualises use of current AI against other automated 

marking technologies. Section 4 outlines validity frameworks relevant to the use of AI 

and automarking systems. These are research-based, principled approaches that 

offer constructive ways to think through and evaluate the use of AI in high stakes 

marking processes. 
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Section 1: Current AI 

The section aims to highlight relevant characteristics of deep artificial neural network 

(DNN) models, and particularly large language models (LLMs), which underpin 

currently leading AI systems.  

Artificial neural network models are a form of machine learning, and the terms ‘deep 

learning’ and ‘deep neural networks’ refer to models constructed from multiple layers 

of network nodes. Current leading LLMs are ‘transformer models’, a subset of DNN 

models with a particular architecture that allows them to learn context from the 

relationships in sequential data (like words in a sentence). Good summaries of LLMs 

and foundation models are given by Bommasani et al. (2021, pages 3 to 5) and the 

Ada Lovelace Institute’s explainer ‘What is a foundation model?’ (Jones, 2023), while 

a more in-depth technical account of deep learning and neural network models can 

be found in Wolfram (2024). In theoretical terms, what LLMs (like other language 

models) do is predict “the conditional probability of a token—which might be a 

character, word, or other string” given its context (Liao & Wortman Vaughan, 2024, 

page 5). 

As noted in the introduction, deep neural network (DNN) models generally, including 

LLMs, differ from other technologies – and specifically earlier forms of machine 

learning technologies – in the extent to which we can explain their working (Zerilli et 

al., 2019). The structure of a DNN is sufficiently complex that it functions as a ‘black 

box’ and without further work (for example, using the techniques of explainable AI) is 

impenetrable not just to ordinary users but to model designers. The structure of a 

DNN model is made up of layers, each containing parameters (weights and biases 

which shape how the model processes data to make predictions). These parameters 

are automatically adjusted by an algorithm as it learns from the training data. For a 

complex task a DNN may have millions or billions of parameters. The result is that 

“humans, even those who design them [the models], cannot understand how 

variables are being combined to make predictions” (Rudin & Radin, 2019, page 3).  

Capabilities 

A distinguishing feature of LLMs is that they appear to demonstrate capabilities well 

beyond solving the next-token (for example, next-word) prediction task that is the 

basis of their training (Lu et al., 2024; Vafa et al., 2024). The extent to which LLMs 

demonstrate emergent abilities is a matter of ongoing research and often heated 

debate, not least because it relates to whether or how far LLMs represent (or are 
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interpreted as) a step towards Artificial General Intelligence3. There is, further, 

longstanding philosophical debate about the relationship between being 

hypothetically able to accurately model semantic understanding, and true semantic 

understanding (see, for example, Durt, 2022). 

LLMs can often complete tasks in ways that appear to demonstrate functional 

linguistic skills. Research continues to emphasise, however, that “despite their 

usefulness in various tasks, current AI models fall short of understanding language” 

(Dentella et al., 2024, page 1; see also Bottazzi Grifoni & Ferrario, 2025; Floridi, 

2023; Hicks et al., 2024). Analysing LLMs from the perspective of semiotics (the 

study of signs, representation and meaning) is a useful way to think about how and 

why in more detail. Drawing on Charles Peirce’s theory of signs, Legg for example 

notes that LLM training allows the models to learn (important) aspects of language 

meaning, but not grasp the full meanings of human concepts “because their [LLMs’] 

learned associations between terms, however rich and fine-grained, are insufficiently 

scaffolded by robust indices to real-world objects and also insufficiently disciplined 

by iconic structures – most crucially, logical form” (Legg, forthcoming, page 2). 

Current AI models can excel at advanced tasks, but also continue to falter, and this 

includes generating some factually inaccurate outputs. Many have pointed out that 

this should be expected as a result of how LLMs are designed and trained, namely, 

to “predict the likelihood of different next utterances based on prior utterances”, 

which does not reliably or necessarily relate to factuality (Weidinger et al., 2021, 

page 22, see also Hicks et al., 2024; Webb, 2023; Waldo & Boussard, 2025).  

A range of recent studies have highlighted gaps between successful task 

performance by current AI systems, and what these tasks may have been expected 

or assumed to demonstrate about AI capabilities. Route-finding problems in New 

York city, for example, revealed interesting results about the ability of AI to deduce 

structural representations of a domain or problem (Vafa et al., 2024). The research 

found that successfully completing route-finding problems did not imply that the AI 

model had deduced or constructed a valid working model of the city’s street plan. 

Relatedly, recent studies have shown that completing reasoning tasks need not 

mean that AI systems are in fact using analogic or mathematical reasoning 

processes (Lewis & Mitchell, 2025; Mahdavi et al., 2025; Mirzadeh et al., 2024; 

Shojaee et al., 2025; see also Shanahan, 2024). It is important to stress that current 

AI systems can achieve excellent results on reasoning and mathematics tasks. What 

increasing numbers of studies show, however, is the importance of not assuming 

 

3 Engaging in this question is clearly out of scope of this report. Some experts argue that AGI, or 

indeed substantial improvements to current AI abilities, will not emerge from connectionist systems 

such as DNNs without incorporating some use of explicit symbols (for example, a hybrid between 

language-based and symbol-based AI, see Lenat & Marcus (2023); see also the long history of 

connectionism vs computationalism debates).  
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(from task performance) that the means used resemble human-like mathematical or 

algorithmic reasoning (Zhao et al., 2025). The steps reported by AI systems as a 

‘chain-of-thought’ or ‘reasoning’ do not necessarily reflect the actual processes used 

to reach a task solution (Chen et al., 2025; Turpin et al., 2023). 

There is not yet consensus on a scientific or principled answer, nor overwhelming 

empirical evidence, to divide tasks into those that are definitely and reliably solved by 

current AI, and those that are not. Currently, users and potential users require 

empirical evidence to find out what AI systems can reliably achieve. This presents 

challenges for those trying to apply AI, since without understanding how AI succeeds 

at a task, the empirical evidence has limited generalisability – the key matter of 

which task features will cause changes in task performance (a major component of 

AI robustness) remains as a separate empirical question. In the route-finding task for 

example, Vafa and colleagues found that performance was fragile and dropped 

substantially when any detours were introduced; in assessment and reasoning tasks, 

studies have shown sensitivity to surface level features such as replacing a word 

with a synonym (Aloisi, 2023; Mirzadeh et al., 2024).  

There are several factors that cause variable behaviours in current AI systems. 

Some researchers have referred to the idea of “capability unpredictability”, which 

describes “the idea that an LLM’s capabilities cannot be fully anticipated, even by the 

model’s creators, until its behavior on certain input is observed” (Liao & Wortman 

Vaughan, 2024, page 6). Variations in AI system performance can also occur due to 

updates to underlying models, which providers may not explain or announce (Liao & 

Wortman Vaughan, 2024; Tate et al., 2024). Furthermore, non-determinism in LLM 

models themselves can mean that the same prompt or input results in different 

outputs. Interestingly, this has been observed even with LLM model settings 

intended to maximise determinism (that is, with the ‘temperature’ parameter set to 

zero) (Atil et al., 2025).  

Current AI systems can report levels of confidence to users, but these – like their 

outputs more generally – are not always accurate or reliable (Liao & Wortman 

Vaughan, 2024; Wang, 2024). For LLMs, the likelihood assigned to a particular ‘next 

token’ provides one built-in measure of uncertainty. However, this is typically not the 

measure of uncertainty that a human user needs: the ‘next token’ probability 

corresponds to something more like ‘lexical confidence’, that is, how likely it is that 

that token follows, rather than how likely it is that the meaning of the resulting text is 

factually accurate (Kuhn et al., 2023; Liao & Wortman Vaughan, 2024). These ‘next 

token’ probabilities are therefore not well calibrated to real-world probabilities. Other 

techniques for reporting levels of confidence to users include fine-tuning an LLM to 

describe its own confidence, and asking the LLM to evaluate multiple different 

answers to the task or query, but again, these are not always accurate or reliable 

(Liao & Wortman Vaughan, 2024, pages 27 to 28). Achieving calibration – the ability 

to produce probabilities associated with model outputs that correspond to reality – 
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would support trust, and enable users to make informed, appropriate and safe use of 

model outputs. This is clear if we consider the alternatives: an ‘underconfident’ 

model that produces accurate outputs but with low confidence, or an ‘overconfident’ 

model that rates the likely accuracy of its own outputs more highly than is warranted. 

Better calibration of LLMs would improve their real-world usability, since users take 

into account both the accuracy of predictions and the confidence associated with 

predictions as part of decision-making (Wang, 2024; Zhu et al., 2023).  

AI capabilities and judgment 

The apparently intelligent output that is produced by generative AI systems can 

cause difficulty in grasping the nature of current AI. In particular, it is “increasingly 

tempting” to anthropomorphize current AI, frame AI capabilities in human terms, and 

attribute human-like powers to the AI system as an explanation for its output, despite 

the fact that AI need not use the same means as humans (Shanahan, 2024, page 

68; Dentella et al., 2024; Durt, 2022).  

The use of anthropomorphizing language may hinder users in accurately 

understanding AI systems, and contribute to over-trusting their outputs (Liao & 

Wortman Vaughan, 2024; Shanahan, 2024; Weidinger et al., 2021). Describing non-

factual AI outputs as ‘hallucinations’ is an example of well-established but probably 

unhelpful language that lacks accuracy. Specifically, “Since an LLM has no 

awareness and no senses or cognition, it cannot be said to perceive and thus its 

outputs cannot qualify as hallucinations” (Graydon & Lehman, 2025, page 15). 

Relatedly, Shanahan argues that it does not make sense to talk about an LLM 

believing or judging:  

Only in the context of a capacity to distinguish truth from falsehood can we 

legitimately speak of belief in its fullest sense. But an LLM—the bare-bones 

model—is not in the business of making judgements. It just models what words 

are likely to follow other words. (Shanahan, 2024, page 73).  

The distinction between reckoning and judgement can be helpful in discussing 

current AI: the term ‘reckoning’ describes a calculation-like process, while 

‘judgement’ can be reserved for the deliberative process (see, for example, Pamuk, 

2023; OED, 2025). 

Transparency, explainability and interpretability 

The related terms ‘transparency’, ‘explainability’ and ‘interpretability’ do not have 

fixed agreed meanings (Vredenburgh, 2024). This report uses the terms 

‘transparency’ and ‘explainability’ in line with the working definitions provided in the 

UK Government’s principles-based framework for AI regulation, which in turn reflect 

https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper
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the OECD principles (OECD, 2019, Principle 1.3). Transparency refers to “the 

communication of appropriate information about an AI system to relevant people (for 

example, information on how, when, and for which purposes an AI system is being 

used)” (UK Government, 2023, page 28). Transparency is a core part of responsible 

AI frameworks because it is a necessary foundation for public accountability, 

effective governance and further scientific progress in AI. Specifically, unless there is 

transparency, “stakeholders cannot understand foundation models, who they affect, 

and the impact they have on society” (Bommasani et al., 2025, page 2). 

Explainability refers to “the extent to which it is possible for relevant parties to 

access, interpret and understand the decision-making processes of an AI system” 

(UK Government, 2023, page 28). The main motivations for trying to explain the logic 

of an AI model include to justify (especially, to improve the justifiability of AI-

generated decisions in sensitive or high stakes contexts); to improve control and 

allow debugging; to improve the model by refining its accuracy and efficiency; and to 

discover new domain knowledge (Ali et al., 2023; Marcinkevičs & Vogt, 2023; Vilone 

& Longo, 2021). The concept of explainability and the field of explainable AI research 

are necessary because current AI models are generally not explainable in 

themselves, and their design and training do not themselves guarantee the 

properties human users are likely to want them to have. Above all, machine learning 

models including current AI locate and exploit associations in data, which may or 

may not relate to real-world causal relationships.  

The AI literature discusses both ‘explainability’ and ‘interpretability’ at length. While 

sometimes used interchangeably, ‘interpretability’ is generally used to describe the 

potential for (some expert human) to understand the decision-making model itself 

and how AI model outputs are generated (Ali et al., 2023; Bommasani et al., 2021; 

Rudin, 2019). Where used in this report, this is the sense intended by ‘interpretable’. 

The broad definition of ‘explainability’ expressed in the UK Government principles 

makes interpretable models a subset of explainable models. It is worth noting, 

however, that usage in the research literature can differ: for example, ‘explainable’ is 

used by many to describe AI models whose working can only be explained to users 

by a separate post-hoc model, in contrast to ‘interpretable’ models where the model 

itself must be understandable, namely, “built from a small set of clearly defined and 

comprehensible variables, where these variables stand in a linear or other easily 

graspable relationship with the outcome variable” (Vredenburgh, 2024, page 3).  

As noted in the Introduction, there is consensus that transparency and explainability 

are important for responsible use of AI, but translating these principles into practice 

and achieving them may not be at all straightforward. It may require balancing the 

needs and competing priorities of different groups, where risks and power are 

unequally distributed. Decisions may need to be made in a rapidly-changing context 

with significant unknowns, and where levels of necessary transparency and 

explainability are agreed it may still be technically challenging to achieve them. 

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
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Recent research has observed that the best way to improve transparency in AI 

remains unclear, despite widely recognised rising concerns about opacity in AI and 

use of AI (Bommasani et al., 2025, page 3). Relatedly, Laux et al note that measures 

to increase transparency with the aim of strengthening trust can have “ambiguous 

effects”, and in some contexts even “backfire” (Laux et al., 2024, pages 9, 27). 

Considering explainability, a key point is that not all proffered explanations of AI 

models are equally accurate, appropriate or effective. In particular, there is 

consensus among regulators and those issuing guidance that automatically 

generated explanations must be carefully assessed, not just accepted (Ali et al., 

2023, page 30; see for example Information Commissioner’s Office, 2023; Leslie, 

2020).  

Bias 

Unfairness caused by bias is a major risk to the responsible and ethical use of AI. 

Like other forms of machine learning, current AI models can both encode and 

perpetuate biases of multiple types, from a range of mechanisms (Liao & Wortman 

Vaughan, 2024; Mehrabi et al., 2021). Foundation models can have intrinsic biases 

(such as misrepresentation, underrepresentation and overrepresentation) that result 

in harm when the foundation model is used or adapted. They may also have 

properties that result in biased performance or other harms when the model is used 

in certain contexts (for example, performing less well for some subgroup of people 

compared with others). Bias is especially concerning for foundation models because 

these models are precisely intended to be used widely and in diverse applications, 

meaning that both positive and negative properties can be highly leveraged. In so far 

as problematic intrinsic bias exists in a foundation model, it may be perpetuated very 

widely through any application built using that model (Bommasani et al., 2021, pages 

5, 131 to 132).  

As many have pointed out, the risk of bias from training data can be anticipated for 

foundation models, given that the data sources used to train the models (so far as 

these sources are known) are not representative of all societies, regions and groups 

(for example, Bender et al., 2021). However, the precise relationship between 

training data, data practices and intrinsic biases in the resulting foundation model are 

not fully understood (Bommasani et al., 2021, page 132). For most current AI models 

there is low transparency about training data (Bommasani et al., 2025), presenting 

challenges for both research and suggested mitigation strategies that involve 

evaluating training data.  
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AI and decision-making 

The way in which AI is incorporated into decision-making processes matters for both 

risk and accountability. In particular, the risk of an inaccurate or unacceptable output 

from AI is not the same as the risk that this output will be implemented but depends 

on the checks in place – including the design of the ‘human in the loop’.  

Thinking in terms of responsibility, legal researchers have argued that AI takes a 

decision-making role in a process if and only if the decision generated by AI is 

automatically implemented. The implementation mechanism may in fact involve a 

human, but the AI is still the decision-maker if a human agent automatically 

implements or waves through the decision generated by the AI without challenging it, 

for example if instructed to do so by their employer (Tjong Tjin Tai, 2022, page 3). 

One consequence of this point is that phrases such as ‘human oversight’ and 

‘human-in-the-loop’ need very clear specification if they are to be meaningful. It is 

useful to note here, too, that the term ‘automated decision-making’, used in UK 

government guidance and documentation, includes “both solely automated decisions 

(no human judgement involved) and automated assisted decision-making (assisting 

human judgement)” (Cabinet Office, 2023, cited by Bhatnagar & Gajjar, 2024). 

Human review is often cited as a method to reduce risk and improve accountability 

where AI is involved in decision-making. Besides the already-noted need to define 

what qualifies as a human-in-the-loop or human review in a given process, there is 

ongoing debate about whether human review should be included by default in all 

automated decision-making, or only for contested decisions (Bhatnagar & Gajjar, 

2024, pages 11 to 12). Either way, Laux et al conclude that, overall, the empirical 

literature “contains ample support for humans remaining in the AI-supported decision 

loop” (Laux et al., 2024, page 27). Gajjar and Brione (2024) observe that “It remains 

unclear if it is technically possible to successfully render such systems safe and 

responsible without direct human oversight.” 

An important consideration for the design of processes integrating AI and human 

work is that human performance at checking may not equal their performance on the 

original task (Graydon & Lehman, 2025). This is particularly so when the materials to 

be checked are largely correct, and the process design permits or encourages the 

human involved to omit the thinking required by the original task. Achieving well-

calibrated AI models would help in the design of effective decision-making processes 

that integrate AI and human review, by enabling effort to be directed to where it is 

most needed (Shen et al., 2024). For example, process designers could build in 

additional support and checking of AI outputs on the basis of accurate confidence 

estimates indicating where AI outputs were more likely to be inaccurate. 
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Section 2: Characteristics of high stakes 

marking 
This section aims to highlight important characteristics of high stakes marking as an 

activity and a context. It considers marking tasks, cognitive activity by human 

markers, the ways in which academic expertise and academic judgment is input into 

the marking process, and the types of judgments that use of AI might supplement or 

replace.  

Marker judgments 

With human markers, the marking process is underpinned by the application of 

academic judgment4 by a trained expert. Not all human judgments made during 

marking are the same, however, and academic judgments are not always involved in 

the same way or at the same point in the marking process. To think through the 

implications of using AI in a marking process, it is useful to think precisely about 

what human judgements we would be replacing or supplementing.  

The process of marking has been extensively researched, primarily in the context of 

research into marker agreement (for example, Baird et al., 2013; Black et al., 2011; 

Bramley, 2009). The first point to make is that different marking tasks (that is, 

different items to be marked, which may vary in terms of item type, constructs 

assessed, and mark scheme) ask markers to make different types of judgement. A 

top-level distinction can be made between objective, points-based and levels-based 

mark schemes (Massey & Raikes, 2006). An objective mark scheme for an item is 

one that specifies a single correct answer (such as a single number, or a multiple-

choice answer option); the marker must verify whether the student’s response 

matches. A points-based mark scheme, meanwhile, asks the marker to judge 

whether specific credit-worthy elements are present in the student’s response, and 

award points for the number that are located. A levels-based mark scheme, finally, 

asks the marker to judge which level descriptor in the mark scheme best describes 

the student’s response. An analytic levels-based mark scheme separately describes 

levels of performance for different aspects of the response (for example, different 

assessment objectives) while a holistic levels-based scheme incorporates all aspects 

 

4 ‘Academic judgment’ is a subset of judgment involving specific expertise (in addition to the 

capabilities supporting judgment in general). In an article unpacking the idea of academic judgment, 

Hinchcliffe (2020) draws on Geach’s philosophy of mind in which judging is construed as “the exercise 

of mental concepts”. Academic judgment is then classed as “a cognitive activity that has … as its 

object the product of the cognitive activity of another (e.g. a student)” and could not be carried out by 

an entity or system that does not have cognitive activity or concepts.  
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into one holistic performance description per level (Ahmed & Pollitt, 2011). Having 

identified the level that best describes the student response, markers using a levels-

based mark scheme must then make a finer-grained judgement to determine the 

exact mark to award within that level’s mark range. 

The nature of marker judgement in terms of psychological activity is contested 

(Brooks, 2012). Empirical research with markers of high stakes qualifications has 

identified matching, scanning, evaluating and scrutinising as cognitive marking 

strategies markers draw upon to varying extents in the process of reaching a mark 

(Suto & Greatorex, 2006, 2008). The matching strategy is invited by an objective 

mark scheme, and by a points-based mark scheme that specifies a visually 

recognisable pattern (for example, a word or pair of words, a letter, a number) for a 

specific and constrained response space. In this situation, the “examiner looks at a 

short answer line or another predetermined spot in the answer space for that 

question part, and simply compares what the candidate has written there with the 

correct response, making a judgement about whether or not the two match up” (Suto 

& Greatorex, 2008, page 220). The scanning strategy is often similar, except that the 

marker must scan the whole of the response space to determine whether the sought-

for element is present or absent. The evaluating strategy is characterised as the 

marker considering a whole response or response part, and “evaluating its meaning 

in at least one of a number of ways” (page 223). This involves semantic processing, 

and may also involve considering the “structure, clarity, factual accuracy and logic” of 

the response, as well as “whether it meets the criteria, descriptors and targets 

specified in the mark scheme” (page 223). These strategies differ5, and in particular, 

evaluating and scrutinising strategies “rely on subject knowledge, past marking 

and/or teaching experience, and on advice from the Principal Examiner” (Suto & 

Greatorex, 2006, page 10). While there are differing views on the psychological 

explanations, Brooks notes that confidence can be drawn from the fact that different 

studies have produced similar characterisations of marker judgement processes 

(Brooks, 2012, page 67).  

The judgments and strategies required by a marking task are not directly determined 

by the item type or sophistication of the construct being assessed. However, there 

are relationships, not least because certain types of items are more frequently used 

to assess certain types of knowledge, skill and understanding, and certain mark 

scheme designs are more frequently used for certain item types (Ahmed & Pollitt, 

 

5 As Suto and Greatorex note, some psychologists reject the ‘dual-processing’ theory of judgment, 

and the idea that types of judgment qualitatively differ at a cognitive level. From this perspective, the 

slower, more effortful and reflective strategies of evaluating and scrutinising – which Suto and 

Greatorex explain as underpinned by ‘System 2’ thinking – are in fact collections of rapid ‘System 1’ 

type judgements, of which only the combined results are reported by markers (Suto & Greatorex, 

2008, pages 224 to 225).  
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2011). The strategy employed by a marker may also change depending on whether 

they are marking a strong or weak student response. For example, where a 

matching strategy might be sufficient to mark a strong response that is well aligned 

with the mark scheme, scrutinising or evaluating may be necessary for a response 

that is less well aligned to the mark scheme, for example one that is “long or 

unexpected” (Suto & Greatorex, 2006, page 10).  

Academic judgment specifically is not implemented in the same way across all 

marking tasks. At one extreme, for objectively marked items such as multiple-choice 

questions, academic judgment is necessary to construct a high-quality item and 

corresponding mark scheme, but not required in the moment of marking itself. The 

marking can be performed by any person or system that is able to ‘read’ the answer 

option indicated by the student, whether on paper or on screen, and has been 

provided with the right answer key. Similarly, for some items where the marking task 

is essentially a matching task, the major part of the academic expertise and 

judgment has been input at the earlier stages of designing the item, designing the 

mark scheme, and in standardisation (which includes refining the mark scheme, and 

should address upfront questions of judgment – such as which synonyms or 

alternative terms should be judged as equivalent to the specified correct answer). 

The point of marking itself requires relatively less academic judgment than these 

prior stages. By contrast, for other items such as an extended piece of writing 

marked by an analytic levels-based mark scheme, the marking task itself involves 

significant evaluation of quality or qualities. Hence, a significant degree of academic 

judgment is required at that point of marking itself, as well as at earlier stages.  

Despite a good deal of research, there are limits to how finely we can describe 

marker cognition. This is of course not specific to marking; for human decision-

making generally, it is widely understood that we cannot give complete and faithful 

cognitive accounts of the processes underlying decisions (Nisbett & Wilson, 1977; 

Zerilli et al., 2019). It is clear, however, that not all marking tasks ask markers to 

make the same type of judgment, and empirically, there are features of tasks and 

mark schemes (as well as of people and systems) that help predict the easiness or 

difficulty of a marking task (Black et al., 2011). 

Marking as categorisation 

The views of marking noted so far begin from the perspective of marking as 

judgment. There is evidence, however, for markers drawing on processes other than 

the application of written assessment criteria in the process of reaching a mark. In 

particular, there is evidence for markers drawing upon internalised understandings of 

levels of performance as reference points, and using heuristics (Brooks, 2012; Elliott, 

2017). This aspect of marking is something that a human category learning (HCL) 

perspective incorporates more naturally. From an HCL perspective, marking with 
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objective and points-based mark schemes corresponds to rules-based category 

learning, that is, where rules of belonging (to a category) can be straightforwardly 

verbalised (Bauer & Zapata-Rivera, 2020, page 17). ‘Information integration’ 

category learning, on the other hand, more accurately describes the process of 

marking with a rating scale or holistic levels-based scale, which the marker must 

learn to apply using a ‘best fit’ approach (2020, pages 17 to 18). There is an 

interesting question about the extent to which more complex levels-based mark 

schemes (implicit and explicit analytic schemes) do and do not resemble rating 

scales. A rating scale describes a single ordered set of levels of performance 

(typically, around 3 to 7 levels) and requires the marker to categorise the response to 

one of these levels (integrating complex information to do so). Implicit and explicit 

analytic mark schemes ask the marker to think about the level of performance 

demonstrated across multiple dimensions or criteria and to integrate these according 

to rules to reach the final mark – for an explicit analytic mark scheme, marking 

involves determining a ‘best fit’ category for multiple criteria then applying 

combination rules. The overall mark tariff for items marked by complex levels-based 

schemes may be high (for example, 40 marks), and a particular mark point can 

represent different profiles of performance across the different criteria, lessening the 

likelihood that mark points themselves represent coherent categories. Notably, the 

HCL perspective agrees that marking tasks are not all the same; they make different 

demands on markers in terms of the cognitive activity required for successful 

performance. Further, while a HCL perspective emphasises the similarities between 

human and machine learning, it is still not the case that the psychological activity 

underpinning human scoring is the same as automated scoring (Bauer & Zapata-

Rivera, 2020). 

Availability of understanding 

For all the marking tasks described above, it is useful to make explicit that there is a 

fundamental fall-back or underpinning provided by human understanding. Whatever 

the strategies or heuristics employed by a human marker, and whether or not they 

are a very good or very weak marker, they have the capacity to understand the 

content of the sentences they are reading in a response (Williamson, 2013).  

Assessment context 

This report is focused on marking in the context of high stakes qualifications in 

England. These are largely curriculum-based qualifications, and though it is not 

always foregrounded, they are underpinned by a distinct logic. In particular, 

“Curriculum-based assessment has often been contrasted with psychometrics in the 

literature and simply termed ‘examinations’ or ‘assessment’” (Baird & Opposs, 2018, 
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page 11). For curriculum-based assessments, the interest is in the knowledge and 

skills the student has gained through studying the curriculum (2018, page 12).   

Baird and Black (2013) stress that for marking in a curriculum-based qualification, 

“There is no fully blossomed theory of learning and progress constituting a latent trait 

underlying our examination scores” (page 12). Rather, marking is understood as a 

values-based activity: “examiners assign scores on the basis of their values, arising 

from a number of sources, including disciplinary knowledge, understanding (from 

theory and practice) of learning of that discipline and educational and cultural values” 

(Baird & Black, 2013, pages 12 to 13). There may be no assumption of 

unidimensionality, and assessment constructs may be “very weakly described” (page 

5). One consequence is that the kinds of validity evidence that are relevant and 

available, and the process of evidence accumulation to support a validity argument, 

may be different and more complex than in a psychometrics paradigm.  

Another important aspect of the assessment context of focus is that items are almost 

never pre-tested. Exam papers for high stakes qualifications in England are written 

specifically for each assessment session, and items are not generally re-used.  

Social context and purpose 

High stakes qualifications in England can be understood both as examples of and 

components of implied social contracts. Focusing on the assessment aspect of 

qualifications, Baird et al describe the implied contract whereby “individuals submit 

themselves to normative, standardised testing on the promise of their results having 

currency in the labour and education markets” (Baird et al., 2024, page 6). Newton, 

meanwhile, emphasises the role of qualifications within the larger social contract of 

education, describing how “the implicit social contract rules that students will be 

celebrated and rewarded for the breadth and depth of the competence that they are 

able to acquire” – specifically, with “more, or better, opportunities” (Newton, 2023, 

page 231). 

Maintaining public confidence matters for social contracts generally, since without it 

“expectations of fulfilment of the social contract are broken, bringing critique and 

calls for reparation” (Baird et al., 2024, page 6). Even more directly, however, 

qualifications (and other forms of currency) depend heavily on public confidence to 

hold their value. Ofqual and awarding organisations have important roles in ensuring 

that both public confidence and the value of qualifications are maintained. 

Transparency is critical for assessment and qualifications in this context. Baird and 

colleagues note the importance of transparency around the content of the 

curriculum, and the tradition of publishing past exam papers in order that students 

have full visibility of what they will be assessed upon and how (Baird & Black, 2013; 

Baird & Opposs, 2018). Newton’s account reiterates this point:  
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To be fit for a purpose of this sort, qualifications need to be designed so that their 

assessment procedure and learning outcomes are as transparent as possible, 

and so that teaching, learning and assessment arrangements follow the 

established ‘rules of the game’ without partiality, prejudice or blatant malpractice. 

(Newton, 2023, page 231).  

Baird et al also stress the importance of transparency and shared understanding of 

qualification standards; a situation where stakeholders have different understandings 

“poses problems for the fulfilment of the contract and management of the system” 

(Baird et al., 2024, page 6).  

Marking quality and properties sought 

Ofqual’s General Conditions state that the criteria differentiating candidates taking 

regulated qualifications should be accurately and consistently applied, in particular, 

applied consistently “regardless of the identity of the Assessor, Learner or Centre” 

(Ofqual, 2017, Condition H1.1). This formulation foregrounds the major aspects of 

validity and fairness in marking, namely, that students taking a qualification should 

be differentiated by the qualification’s assessment criteria and not something else, 

and that the way in which the criteria are applied should not depend on the identity of 

the marker, the student or where they are taking the qualification. 

A broad term that appears in much of the research on marking is ‘marking quality’, 

defined in previous Ofqual research to mean “the accuracy and reliability of marking” 

(Ofqual, 2014, page 5). The terms ‘accuracy’ and ‘reliability’ are especially common, 

but Bramley (2007, page 22) notes that “reliability, accuracy, agreement, association, 

consistency, consensus, concordance, correlation” are all used in discussions of 

marking quality, and not always related with precision to particular definitions or 

metrics. Core questions include “Is there a known ‘correct’ mark with which we are 

comparing a given mark or set of marks?” and “Where does this marking situation 

fall on the continuum from completely objective (e.g. multiple-choice item) to 

subjective (e.g. holistic high-tariff essay)?” (page 22). Where there is an objectively 

correct marking decision, it is straightforward to talk about the ‘accuracy’ of a marker 

in achieving this correct marking decision. Where there is subjectivity involved, there 

may be a range of legitimate marks (Ofqual, 2014). A single ‘definitive mark’ can be 

defined by taking the most experienced or senior examiner’s mark (for example, the 

principal examiner’s mark), but this has a different status to an objectively correct 

mark, and in these scenarios it is more appropriate to measure the ‘agreement’ of 

the marker (with the principal examiner) than ‘accuracy’. Bramley (2007) avoids the 

term ‘reliability’ for a single marker, reserving it strictly for describing a set of marks, 

since the theoretical definition in classical test theory is the proportion of variance in 

marks explained by systematic variation in the test-takers, or equivalently, the ratio 

of true-score variance to observed score variance.  

https://www.gov.uk/guidance/ofqual-handbook/section-h-from-marking-to-issuing-results#:~:text=Condition%20H6.,3(b)%20below.
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As suggested in the previous section, ‘transparency’ and ‘fairness’ – principles 

central to responsible AI frameworks – are particularly critical for high stakes 

marking, in the sense that they matter not just ethically, or for social good in a 

general sense, but functionally6. That is to say, transparency and fairness, and the 

perceptions of transparency and fairness, are important factors in high stakes 

marking fulfilling its task of upholding the meaning and value of high stakes 

qualifications as currency.  

Newton offers an analysis that links the contractual understanding of high stakes 

qualifications to important observations about public views on marking quality. 

Specifically, Newton notes “that parents, students and members of the public more 

generally tend to be less tolerant of systematic, non-random error (bias) and 

therefore more tolerant of unsystematic, random error (unreliability)” (Newton, 2023, 

page 233). Newton’s explanation is that the social contract implicit in high stakes 

qualifications represents a collective decision to reject other means of distributing 

opportunities, such as bribery or nepotism. Newton argues that assessment errors 

which “appear to arise from partiality, or prejudice, or blatant malpractice” are for this 

reason likely to be viewed extremely negatively, because “Bias of this sort 

undermines the most fundamental purpose of a qualification system when viewed 

from the contractual perspective.” (page 234) The same is not true of marking 

unreliability, because this unreliability does not threaten the core contract’s rationale. 

In fact, Newton notes, “it is only slightly ironic to say that unreliability (unsystematic, 

random error) is almost fair by definition in the sense of demonstrating neither 

prejudice nor partiality” (page 234).  

Practical context 

High stakes marking takes place in a structured wider decision-making process. 

Markers take part in training and standardisation to align their judgements with the 

mark scheme and the assessment’s principal examiner, and during live marking, the 

marks given by human markers may be monitored statistically. This wider decision-

making process can be understood as an illustration of the “social and institutional 

character” of many practical human decision-making processes, which are intended 

to mitigate against many of the known weaknesses of individual human cognition 

(Maclure, 2021, page 430).  

The decision-making process has not been designed to achieve perfect marks in 

abstraction but to optimise marking within constrained timescales and affordability. 

For high stakes summative assessments, marking must usually take place in a 

 

6 The justice system, clearly, is another context in which transparency has a critical functional purpose 

and has been extensively theorised (Garrett & Rudin, 2023).  
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narrow window, and it is not considered efficient or feasible for all scripts to be 

double-marked or checked by a principal examiner. Consequently, the mark given by 

a human marker is not likely to be checked by a second marker unless selected for 

additional quality assurance checks during live marking, or as part of an investigation 

after a post-results enquiry. 

A final practical aspect to note is that although examiners often mark responses 

onscreen, most student responses in Ofqual’s context are handwritten and scanned. 

Few of the high stakes qualifications regulated by Ofqual are currently on-screen 

assessments, and in paper-based assessments, students would only produce a 

digital text response as a result of an access arrangement (such as use of a word 

processor or scribe).   

Summary 

Section 2 set out to clarify important characteristics of high stakes marking as an 

activity and a context, a critical step in considering the use of AI. It highlighted 

differences in marking tasks, outlined what we understand about the cognitive 

activity of human markers undertaking these tasks, and noted differences in how 

academic judgement is input into overall marking processes. Perhaps most 

importantly, Section 2 considered the specific assessment context and social context 

of high stakes marking for regulated qualifications in England. Understanding high 

stakes marking in these terms is essential for informed future policy decisions.   
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Section 3: AI and automated mark 

generation 
This section considers different automated and AI systems that can be used to 

generate marks. The use of current AI in marking is contextualised by setting it 

alongside existing methods of automated marking, which are still in use.  

Approaches, models, features 

The phrases ‘AI marking, ‘automated scoring’, ‘AI mark generation’ and other similar 

terms do not have fixed technical meanings. They can refer to quite different 

methods for automatically generating marks or scores, which share some properties 

in common, but differ in other important ways. As noted in the introduction, research 

and development on automated marking technologies was traditionally divided into 

automated essay scoring (AES) and automated short answer grading (ASAG), 

according to the targeted item type.  

Marking using AI systems, more generally referred to as automated scoring, has 

already proven successful in some high stakes assessments as well as in formative 

products (Richardson & Clesham, 2021). AES for example is well established in the 

Graduate Record Examination (GRE) and in Test of English as a Foreign Language 

(TOEFL) assessments.  

At the highest level, human markers and AI marking systems both take a candidate 

response as an ‘input’ and generate a mark or score. The view taken in this working 

paper is that no current AI system can be described as exercising academic 

judgement, for the reasons discussed in Section 1 and 2. In brief, this report uses the 

ordinary meaning of ‘judgment’ that implies some deliberative aspect, and takes 

academic judgment to be a cognitive activity about the cognition of others. At the 

point of writing, current AI systems lack the required cognitive abilities. However, 

there are various ways in which an automated system can be designed and trained 

to approximate human judgment (if the judgment has been operationalised into a 

rules-based system) or generate scores that closely align with the outcomes of 

human judgments. In the first case, an AI system could be described as 

implementing the academic judgment of human experts. Where AI scoring systems 

are built upon DNN and LMM models, they inherit the ‘black box’ characteristic, 

making it very difficult to understand exactly how marks have been generated. The 

evidence we have, however, does not support the idea that current AI systems reach 

their outputs using the same means as humans, and it is probably helpful to avoid 

anthropomorphic language. 
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All automated marking systems base their mark generation on mathematical 

representations of the input response text. The descriptions of the automarking 

methods that follow all assume that student responses are available in a digital text 

format. As noted in Section 2, most high stakes marking in Ofqual’s context currently 

involves handwritten student responses, meaning that a preliminary phase of 

handwriting recognition (such as using optical character recognition or OCR 

methods) would be necessary before automarking7. In the future, it is likely that more 

written assessments will be computer-based and more student responses therefore 

in digital text formats already. The current reality of handwritten exams and the 

details of handwriting recognition technology are important considerations and 

should not be overlooked, but they are not the focus of the current report. In what 

follows, we assume that student responses can be obtained in a digital text format.  

In the simplest kind of automated marking (which we might nowadays refer to as a 

‘scoring engine’, rather than AI), the system applies a determinative rule that 

contains the academic human judgement operationalised as a scoring rule. The 

major question for these systems is how well the rules capture the assessment 

construct. For an item requiring a single word response, specified in the mark 

scheme, this would mean looking at how effectively the scoring engine assigns one 

to everyone who wrote “oxygen” (for instance) and zero to everyone who did not 

write “oxygen”. If there are no permissible synonyms, the rules will focus on 

implementing the principal examiner’s judgments of acceptable and non-acceptable 

misspellings, and whether the chemical symbol for oxygen is acceptable. 

In the systems we would more typically label AI, marks are generated using a trained 

machine learning model. The model is trained via supervised machine learning on 

human-marked responses: during this process, it learns to predict marks that align 

with the human markers, on the basis of ‘features’ or variables derived from 

mathematical representations of the response text. AI marking systems may use lists 

of manually selected text features (for example, variables developed on the basis of 

natural language processing (NLP) and linguistics research) or ‘decide’ on features 

itself (the case in deep learning approaches). Some features may be interpretable 

and explainable (for example, a manually selected measure of vocabulary 

complexity, or the length of the response text), but features can also include 

abstractions of the response text that are not interpretable by humans and do not 

 

7 Though not within the scope of the current report, it is worth noting that recent developments in 

handwriting recognition include use of AI, and LLMs specifically. The probabilistic approach involved 

in LLM-based methods can cause different errors than in older OCR methods, including preferring 

common words over exact transcription, "correcting" perceived errors, reordering information based 

on learned patterns, and producing different outputs for the same input due to sampling. The potential 

for these error types is especially relevant for assessment contexts, where we want to evaluate what 

students have actually written in their response – whether or not it appears likely or correct.  
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have any substantive meaning when viewed through human eyes (Bennett & Zhang, 

2015). The way in which features are combined to predict human marks also varies 

significantly. A simple model may combine features in a simple logistic regression 

model, which is fully interpretable: a suitably trained person can understand how 

different features are being combined to produce the predicted mark. At the other 

extreme, features may be combined within a many-layered DNN, in which (as noted 

in section 1) it is not possible – even for experts – to grasp how features are 

combined within the model to produce its outputs. However complex, these AI 

systems have in common that they have been trained using machine learning on 

human-marked responses to generate marks that align with human-assigned marks.  

Current foundation models can be used to generate marks in several ways. One 

approach involves taking a pre-trained LLM and fine-tuning it using human marked 

responses. For example, a BERT model can be fine-tuned on marked responses so 

that it ‘learns’ how those responses are classified into different score points assigned 

by humans, and can then classify new (unmarked) responses to a score point (for 

example, Ludwig et al., 2021). Alternatively, current AI systems can also be used to 

generate marks without training on human-marked responses at all. Instead, a 

generative pre-trained LLM (such as GPT-4) can be given a mark scheme to apply to 

response texts (for example, Henkel et al., 2024). It may also be given a few 

example marked responses as prompts, but the approach avoids building, training or 

fine-tuning a model specific to the assessment task being marked. The flexibility and 

anticipated cost-saving of such an approach is a very significant attraction (Tate et 

al., 2024).  

Figure 1 shows a high-level view of 5 kinds of automated marking for text responses, 

focusing on the path from response text to mark generated. The text in red highlights 

the places where human academic judgment is input into the marking process.  

Route A, at the top, represents a simple rule-based scoring engine route. Human 

academic judgment is encapsulated in the scoring rules, and the system applies 

these rules in a deterministic way.  

Route B represents a feature-based machine learning approach. Supervised 

machine learning on human-marked responses is used to develop an algorithm that 

generates marks based on manually selected response features (for example, 1,500 

NLP variables); the trained model assigns marks to input text in a deterministic way. 

Human academic judgement enters route B indirectly via the human-marked 

responses in the training set (which in turn should represent the judgement in the 

mark scheme). Human judgment is also input via the decision about which features 

to include and exclude from the model. In particular, one important decision is 

whether to include non-meaningful and construct-irrelevant feature variables (such 

as length of response) that may improve the accuracy of the model, in terms of 

generating marks that more closely align with human marking.  
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Route C represents a deep learning approach in which a DNN is trained (from 

scratch) using marked responses. Human judgment enters this route only indirectly, 

via the human-marked responses in the training set. 

Route D represents a deep learning approach in which a pre-trained LLM is fine-

tuned using marked responses. Human academic judgment enters this route 

indirectly via the human-marked responses in the training set used for fine-tuning. 

Route E represents a deep learning approach with no training on human-marked 

responses. A generative AI system based on a pre-trained general purpose LLM 

(such as GPT-4) is given a mark scheme and/or a specific prompt requesting the 

generation of marks for response texts. Human academic judgement is included in 

the mark scheme and/or prompt. Directing the AI model to apply this does not mean 

that the mark scheme becomes incorporated into AI model itself. 

There are also hybrid approaches that combine aspects of feature-engineering and 

deep learning. One approach is to use feature engineering to extract (possibly 

thousands of) known features and then input these into a deep learning neural 

network (for example, Kumar & Boulanger, 2020a). This offers more certainty about 

what is fed into the ‘black box’, but further work (using xAI) is needed to understand 

which of the features influence the marks generated, and to what extent, and how 

the ‘black box’ links those variables to the output marks. Another approach is to use 

deep learning to assist with the feature extraction and feature identification stage. 

The features identified this way can then become the inputs into a more traditional 

machine learning approach; for example, marks could be generated using a logistic 

model (fully interpretable), where the inputs are features developed through deep 

learning such as LLM embeddings. 

Other hybrid approaches combine AI or automated systems with human marking by 

using the AI or automated system to identify where new responses match an existing 

response that has already been marked by a human. Known as similarity-based 

approaches, these have proven very successful for marking tasks where marks 

depend on the presence of specific concepts, and they have been extensively 

researched in ASAG. The methods used to determine similarity between student 

responses range from the simple matching of responses to a key or dictionary, to 

calculating similarity using a fine-tuned BERT model (Clauser et al., 2024, pages 211 

to 215).  
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Figure 1: Types of automated and AI mark generation, and input from academic judgement. 

Properties of different types of automated and AI 

marking 

Figure 1 showed which of the different automated or AI marking systems incorporate 

DNNs or LLMs (routes C, D, E and hybrid approaches). This can be a useful dividing 

line due to the significant impact it has on the prospect of explainability for a marking 

system.  

Another useful classification is whether the automated or AI marking system is 

general-purpose (also referred to as a ‘cross-prompt’ system), or specific to one 

assessment item (‘prompt-specific’ or ‘task-specific’). As already noted, the potential 

to use generative AI systems as general-purpose marking systems is a very 

significant attraction. For high stakes curriculum-based assessments, the relevance 

of general-purpose solutions is even greater, since the tasks set in exam papers are 

rarely re-used or pre-tested (and hence, task-specific responses are rarely available 

to use in training). However, general-purpose automated marking systems are not 

yet the norm. For short-answer questions, in particular, “most models used for ASAG 

still have in common that they are explicitly trained or fine-tuned for particular 
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grading tasks” (Kortemeyer, 2024). In AES, recent research has found that prompt-

specific models (trained to mark a particular assessment item) still tend to 

outperform general-purpose or cross-prompt solutions (Nam, 2025; Yang et al., 

2024). In between general-purpose and task-specific automarking models are 

‘domain adaptive’ models, which are trained on responses to multiple tasks in a 

related area (Nam, 2025). These models are more flexible and cost-effective than 

task-specific models, but also tend to achieve higher accuracy than general-purpose 

models (Nam, 2025).  

Fairly clearly, the characteristics of high stakes marking mean that the reliability and 

robustness of any AI system used in marking will be important, as they can directly 

impact the reliability and validity of marks produced. The concept of reliability in 

marking is not the same as the concept of reliability in AI. To achieve reliability of 

marking, it is necessary to have both AI system reliability (that is, the system will 

continue to generate marks in the expected way, under the expected conditions of 

use, without changing or breaking) and AI system robustness (that is, the system 

can successfully handle inputs not present in the training data; in particular, can 

handle unexpected student responses, and not generate different marks for equally 

valid responses that differ in surface-level features).  

It can also be helpful to classify automated and AI marking systems according to 

whether or not they are deterministic. For deterministic systems, the same input (that 

is, the same response text) always leads to the same output. This is true for rule-

based systems (routes A and B), but this is not true for all AI marking systems, 

particularly those using generative AI to output marks (such as route E). This point 

may be very obvious to AI experts but less so to non-specialists, who may expect 

(based on experiences with earlier technologies) that automated systems will provide 

consistent, even if flawed, output. Earlier generations of AES systems, in particular, 

could be compared to human markers in these terms: “the most notable distinction 

between human and AES scoring is that with human scoring we have greater 

confidence in the potential for the construct to be well-represented but less 

confidence in the conscientiousness and consistency of scoring, while AES scoring 

may entail some inadequacies in construct representation but provide highly 

conscientious measures and complete consistency” (Williamson, 2013, page 174). 

Table 2: Some properties that vary by automarking route. 

 Route B Route C Route D Route E 

Type of 
AI/automarking 
system 

‘Classical' feature-
based 

DNN trained on 
marked responses 

Fine-tuned LLM Pre-trained LLM 
genAI system 

Mark generation fully 
interpretable (for 
experts) 

Yes No No No 
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Decisions based on 
construct-relevant 
features 

Under the control 
of system 
designers 

Unknown. 
Investigation 
required (for 
example, with xAI 
methods) 

Unknown. 
Investigation 
required (for 
example, with xAI 
methods) 

Unknown. 
Investigation 
required (for 
example, with xAI 
methods) 

Consistency: same 
candidate response 
leads to same output 
every time 

Yes Yes Not necessarily 
(but more 
deterministic than 
Route E) 

Not necessarily 

Reliability of marks 
generated 

Empirical question Empirical question Empirical question Empirical question 

Training data fully 
specifiable 

Yes Yes No No 

Training data under 
control of those 
building the scoring 
system 

Yes - fully Yes - fully Data for fine-
tuning - yes; data 
to train LLM - no. 

No 

Potential bias learned 
from human marking 

Yes Yes Yes No 

Potential bias from 
other training data 

No No Yes Yes 

In their work on the validity of AI use in marking, Casabianca et al (2024) group 

automarking approaches according to their assessment of their transparency and 

explainability, and training. Their definitions and rationales for grouping together are 

summarised in Table 3: 

Table 3: Definitions and groupings of automarking approaches from Casabianca et al (2024). 

Marking approach Transparency Rationale for grouping 

Human marking Most transparent Baseline for comparison 

Feature-based marking model using hand-

crafted construct-related features 

More transparent Trained on human-marked 

responses, and features in model 

are interpretable. 

1. Feature-based marking model using 
general linguistic features (for example, 
n-grams) 

2. Marking model trained to predict human 
marks using LLM embeddings 

Less transparent Trained on human-marked 

responses, but features used in 

model are not readily interpretable 

for humans. 

LLM-based generative AI, with prompting  Least transparent No training on human-marked 

responses at all, no principles-

based mechanism for generating 

marks 
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Integrating AI  

Automated and AI marking systems can be implemented into an overall marking 

process in different ways. The ITC and ATP guidelines for technology-based 

assessment list 5 different approaches for combining automated and human marking 

(ITC & ATP, 2025, page 64): 

1. Fully automated marking with no human review 

2. Fully automated marking with some human review 

3. Partially automated marking with some responses routed for human marking 

4. Combined automated and human marking whereby each response receives a 

mark from both sources 

5. Fully human marking 

In their framework for the evaluation of automated marking, Williamson et al. (2012, 

page 5) also describe 5 routes, ranging from fully human marking to use of an 

automated marking system as the sole marker (the most liberal use of automated 

marking technology). In between, Williamson et al. list 3 approaches in which 

responses receive both a human and automated mark. All 3 can be read as more 

finely-specified subcategories of the fourth ITC and ATP approach: 

1. Automated quality control of human marking 

The mark from an automated marking system is compared against the mark 

from a single human marker. A discrepancy of a certain magnitude means 

that the response is then sent to a second human marker. 

2. Equally weighted human and automated marks 

The marks from a single human marker and the automated marking system 

are averaged or summed. Again, discrepancies over a certain magnitude 

could cause the response to be routed to a second human marker. 

3. Composite scores 

The mark from a human marker is treated as an additional ‘feature’, then 

weighted and combined with the automated mark to produce a composite 

score. 

To add to this list, it would of course also be possible to implement fully automated 

marking with full human review, an admittedly expensive approach. It would also be 

possible to implement an automated or AI marking system as part of quality control 

for human marking, but in slightly different ways than as described by Williamson et 

al here. For instance, a discrepancy of a certain magnitude could flag a marker for 

further standardisation training.  
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In all these cases, it is essential to make clear who holds accountability for the final 

mark awarded, the relative status of human and AI marking systems as decision-

makers and checking tools, and to fully specify the role of any human intended to be 

a ‘human in the loop’ alongside AI mark generation. The extent to which different 

monitoring arrangements would be classified as human review is one part of this; for 

instance, to what extent would the monitoring of item parameters and statistical 

properties by expert psychometricians (for example, Cardwell et al., 2024) be 

considered human review of the automated marking of these items? 

Table 4 lists some initial observations for the different approaches. 

Table 4: Observations on different models of AI use in marking. 

AI input Observations 

AI generates marks, 
human checks sample 

Large burden on awarding organisation to prove validity, reliability, 
and lack of bias; lack of consensus so far on what would constitute 
sufficient evidence. 

Effectiveness of human checking needs ongoing monitoring  
If inappropriate mark identified (without a satisfactory explanation as 

to why), would a human re-mark of all responses be required? 
If inappropriate mark identified, and if a satisfactory explanation is 

achieved for why inappropriate mark was assigned, possible for 
human re-mark of the affected responses only– or re-mark by 
alternative AI? Affected responses would then be marked 
differently to other responses; unless an objective item, they would 
in practice be assessed with slightly different criteria. 

AI generates marks, all 
responses reviewed by 
human 

No efficiency gain 
Anchoring effect and/or risk of uncritical human review 
Disagreement should occasion review by second marker 
Potentially very helpful for research and development of automarking 

in our context; great deal of opportunity to learn from the resulting 
data. 

AI generates marks in 
parallel to human 
marker, discrepancies 
flag a response for 
review 

Avoids anchoring  
Useful additional QA / marker monitoring tool 
Reviewer(s) must be confident weighing merits and likely risks from 

human and AI-generated marks 
Ongoing monitoring of discrepancies required to establish whether 

certain subgroups systematically more affected (for example, due 
to different prevalence of certain error types, or construct-
irrelevant language patterns) 

AI marks most 
responses, a human 
marks certain flagged 
responses (for 
example, with features 
associated with lower 
AI marking accuracy) 

Risk to fairness as responses would be marked differently, and unless 
an objective item, they would in practice be assessed with slightly 
different criteria; careful evaluation required to establish fairness 
not reduced by this approach; careful communication also 
required. 

Ongoing monitoring of flagging/routing mechanism required, both in 
terms of effectiveness (correctly identifying responses not suited to 
AI marking), and fairness across subgroups. 

AI marks some 
assessment objectives 
and human marks 
others 

Combination of AI and human marks needs careful design and 
evaluation to avoid undesirable artefacts (for example, double-
crediting). 
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Section 4: Evaluating AI use in high stakes 

marking 

As in other contexts, evaluation of AI use in high stakes marking has to weigh both 

potential benefits and risks (Weidinger et al., 2021, page 7). The principles of 

responsible AI frameworks are somewhat helpful but perhaps more so are the 

principled approaches already in existence for evaluating the use of automated 

marking systems.  

This section outlines these existing and well-established approaches to evaluation, 

which address many of the major questions raised by the prospect of AI use in high 

stakes marking. Current AI systems do introduce new considerations, and alter some 

of the emphases in existing frameworks, but experts in the field have stated clearly 

that earlier work on validity arguments for automated marking systems remains 

relevant to today’s current AI (Johnson & Zhang, 2024, page 7). Not least, this is 

because the earlier work was principles-based, and readily adaptable to changes in 

technology. The latest research in autoscoring validity demonstrates how existing 

frameworks can be built upon to evaluate use of current AI in marking on well-

grounded principles (Casabianca et al., 2024; Lottridge et al., 2024).  

This section begins by explaining the most relevant existing frameworks. It then goes 

on to address some particular considerations that arise or take on new dimensions 

when using current AI: these include both core measurement topics, as well as 

considerations relating to consequences and the wider social context.  

Evaluating automated marking system use 

Evaluating the use of automated marking systems in assessment requires an 

assessment validity perspective, for the straightforward reason that “scoring and 

validity cannot be meaningfully separated” (Bennett & Zhang, 2015, page 142).  

Modern discussions of assessment validity broadly support the definition of validity 

given by the Standards for Educational and Psychological Testing8, and argument-

based approaches to validation (Kane, 2006, 2013). There is, however, variation in 

how different accounts propose collecting, organising and evaluating the relevant 

 

8 “Validity refers to the degree to which evidence and theory support the interpretations of test scores 

for proposed uses of tests” (AERA, APA & NCME, 2014, page 11). Ofqual’s formulation is more 

explicit: “The validity of a particular qualification is the degree to which it is possible to measure 

whatever that qualification needs to measure by implementing its assessment procedure” (Newton, 

2017, page 16). 
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evidence. As a reference point, Table 5 shows the framework designed by Shaw and 

colleagues for traditional curriculum-based examinations (Shaw et al., 2012; Shaw & 

Crisp, 2015). Evidence supporting validity and evidence identifying threats to validity 

should be assembled against each of the validation questions; weighing up the 

strength of evidence at each of these logical stages is then a structured way to 

approach the overall validity question.   

Table 5: Revised framework for the argument of assessment validation (Shaw & Crisp, 2015, page 

36). 

Interpretive argument – 

Inference 

Interpretive argument – 

Warrant justifying inference 

Validity argument – 

Validation questions 

Construct representation Tasks elicit performances that 

represent the intended 

constructs 

1. Do the tasks elicit performances that 

reflect the intended constructs? 

Scoring Scores/grades reflect the quality 

of performances on the 

assessment tasks 

2. Are the scores/grades dependable 

measures of the intended constructs? 

Generalisation Scores/grades reflect likely 

performance on all possible 

relevant tasks 

3. Do the tasks adequately sample the 

constructs that are set out as important 

within the syllabus? 

Extrapolation Scores/grades give an 

indication of likely wider 

performance 

4. Do the constructs sampled give an 

indication of broader competence 

within and beyond the subject? 

Decision-making Scores/grades give an 

indication of likely success in 

further study or employment 

5. Do scores/grades give an indication 

of success in further study or 

employment such that they can be 

used to make appropriate decisions? 

Frameworks for automated scoring 

The proposed use of an automated marking system is obviously relevant to the 

‘scoring’ step of the interpretive argument in Table 5 and the corresponding 

validation question of whether scores are dependable measures of the intended 

constructs. However, it is necessary to go beyond this, because the use of 

automated scoring introduces validity challenges that are absent or manifest very 

differently in the case of human marking (Williamson et al., 2012). Besides construct 

under-representation and construct misrepresentation, Williamson et al list 

vulnerability to cheating, impact on test-taker behaviour and “score users’ 

interpretation and use of scores” as challenges in this category (page 4). 

Williamson et al present a framework for evaluating the use of an automated marking 

system (Table 6), targeted particularly at use of an automated system as a second 

marker, where the marks will be combined with those from a human marker. Their 

framework is organised around the inference stages in an argument-based validity 
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framework, though with terminology that differs from Table 5. Fairness is 

operationalised as “comparable validity for identifiable and relevant groups” (2012, 

page 4; following Xi, 2010), and is therefore a facet of the areas already listed in 

Table 6. It is incorporated into the framework by specifying that analyses for certain 

criteria (those asterisked) should be repeated at subgroup level to check for 

subgroup differences.  

Table 6: Summary of the evaluation framework (Williamson et al., 2012, page 5, Table 1). 

Emphasis area Corresponding 

inference in an 

argument-based 

validity framework 

Guidelines and criteria 

Construct relevance and 

representation: evaluating the fit 

between the capability and the 

assessment 

Explanation Construct evaluation 

Task design 

Scoring rubric 

 

Empirical performance – 

association with human scores 

Evaluation  Human scoring process and score quality 

Agreement with human scores* 

Degradation from human-human 

agreement* 

Standardized mean score difference* 

Threshold for human adjudication 

Human intervention of automated scoring 

Evaluation at the task type and reported 

score level* 

Empirical performance – 

association with independent 

measures 

Extrapolation Within-test relationships* 

External relationships* 

Relationship at the task type and reported 

score level* 

Empirical performance – 

generalizability of scores 

Generalization Generalizability of scores across tasks and 

test forms* 

Prediction of human scores on an 

alternate form* 

Score use and consequences –  

impact on decisions and 

consequences 

Utilization Impact on the accuracy of decisions* 

Claims and disclosures 

Consequences of using automated scoring 

The next existing framework to note is the ETS best practice guide for scoring 

constructed-response items (McCaffrey et al., 2022). This framework is extremely 

comprehensive, and addresses the principles, standards and collection of evidence 

recommended for validating both human marking and automated marking of 

constructed responses. An outline of the framework, listing the questions to address 

and relevant forms of evidence, is provided in the Appendix of this report. The ETS 

framework is informed by the Standards, and work on validity and autoscoring by 

Bennett and Zhang (2015). 
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The final framework to specifically note here is the most recent, again developed by 

ETS researchers to address the validity of scoring constructed responses 

(Casabianca et al., 2024). This framework is presented as a table for the structured 

organisation of validity evidence, and it compares the potentially available and 

appropriate evidence for four different marking approaches: 

1. A human marker or markers 

2. Automated: construct feature-based 

3. Automated: based on general linguistic features and/or embeddings 

4. Automated: marks produced by generative AI 

The framework uses the high level guidelines of the Standards (AERA, APA & 

NCME, 2014) but the detail has been developed by building upon the more concrete 

recommendations laid out by Bennet & Zhang (2015), McCaffrey et al (2022) and 

Williamson et al (2012). It is organised by evidence type: the Standards’ 5 sources of 

validity evidence, plus ‘Fairness’. 

In addition to these frameworks, other highly relevant guidance can be found in the 

‘roadmap’ for the validity of autoscoring detailed by Dorsey, Michaels and Ferrara 

(2024), and the guidelines on autoscoring of constructed response items within the 

ITC and ATP guidelines for technology-based assessment (ITC & ATP, 2025). Both 

can be found in the appendix to this report. The roadmap by Dorsey and colleagues 

is a practical guide designed to help ensure the necessary thinking and collection of 

evidence for validity arguments for the automated marking of essay questions and 

short-answer questions. It includes considerations that are new or altered by the 

characteristics of current AI. The ITC and ATP guidelines again have a practical 

focus, with clear recommendations. 

The appendix contains an example by Williamson (2013) of the kind of reasoning 

involved in using these frameworks; the example lays out in detail the backing of the 

scoring warrant for use of a feature-based AES system. Another highly instructive 

example is the example given as a demonstration by Casabianca et al (2024), 

considering the use of using generative AI to mark a high stakes writing assessment. 

The example is lengthy and not repeated in this report, but highly recommended as a 

working example that illustrates the principled thinking applied to current AI.  

The following sections summarise some foundational themes from these frameworks 

for evaluating autoscoring: 

• the relationship to human marking 

• human marking validity 

• the significance of the assessment stakes and implementation model 

• metrics and thresholds 
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• consequences 

Relationship to human marks 

At the outset, it is helpful to be precise about what relationship is claimed between 

the assessment construct, human marks, and the marks produced using an 

automated system. Different relationships can imply a different purpose for the 

automated marking system, and consequently “the nature and degree of evidence” 

needed in validation (Williamson, 2013, page 177). The potential roles of AES scores 

that Williamson lists are the following (page 177): 

1. “Prediction. The automated score predicts the human score that would have 

been provided. 

2. Complement. Automated scores represent some aspect of the construct of 

writing better than human raters, and other aspects less well than human 

raters. 

3. Replication. Automated scores do exactly what human raters do, replicating 

both the positive aspects and the negative elements of human scoring. 

4. Improvement. Automated scores represent the construct of writing better than 

human raters, having incorporated all of the desirable characteristics and 

eliminated the undesirable characteristics of human raters.”  

Roles (1) and (3) differ, because role (1), prediction, does not specify how the 

automated scores or marks are produced. Any method that achieves good 

agreement rates with human markers meets the description, although this method 

used by the automated system may be entirely different to the means used by 

human markers, and may not be construct-relevant or even meaningful in human 

terms.  

Where agreement between automated scores and human scores is the only validity 

evidence presented, the validity argument must by default be for a prediction model, 

since there is no basis for making any of the other 3 arguments (Williamson, 2013, 

page 178). The best practice guidance is clear that agreement with scores from 

human markers should not in fact be the only evidence provided; McCaffrey et al, for 

example, state unequivocally that validity evidence for automated scores “should 

include more” than the level of agreement with marks from human markers 

(McCaffrey et al., 2022, page 8).  

The use of AES scores for high stakes assessment in combination with scores from 

human markers is commonly supported by an appeal to the complementary model. 

Typically, this “references the contributions of human raters to ensure full construct 

representation and the contributions of AES for specificity and consistency of 

scoring” (Williamson, 2013, page 178). Since the replication model means the 
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continuation of both good and bad aspects of human marking, including the 

inconsistencies that AES could improve upon, the replication model is not usually 

cited as a goal (page 178). The improvement model, by contrast, is considered the 

ultimate AES goal. The ITC guidelines for technology-based assessment state that 

automated marking systems are typically designed to “emulate” human marking, 

which seems closest to the replication model (ITC & ATP, 2025, page 56).  

Human marking validity 

The fact that human marking is not completely understood is fully recognised by the 

autoscoring validity literature (for example, Bennett & Zhang, 2015, pages 151 to 

154). Validity for automarking of constructed responses begins with the validity of 

human marks, since they are either the target for training the automated system, or 

the criterion measure for evaluating it, or both. In particular, the correspondence of 

automated scores to those from human markers is “by far” the most important source 

of evidence for the construct relevance of automated scores, and often the only 

source provided (McCaffrey et al., 2022, page 7) – meaning that the strength of 

validity evidence for the human marking often represents a ceiling for the possible 

strength of the argument for the automated marking system.  

McCaffrey et al stress that strong evidence for the validity of human marking and 

strong correspondence between human and automated marks is still “not sufficient 

for concluding that automated scores support the desired inferences” (McCaffrey et 

al., 2022, page 7). Without further evidence, there is no reason for confidence that 

the 2 sets of marks are measuring a common construct. 

Bennett and Zhang suggest that with a perfect validity argument for human marking 

(that is, all relevant validation questions evidenced fully, clearly and positively) and 

automated scores that agreed “close to perfectly” with the human scores, then the 

automated scores could be considered “exchangeable” with the human scores for 

that qualification. However, they go on to stress the unlikeliness of these conditions: 

“In reality, however, the answers to those questions are not very likely to be 

unequivocally ‘Yes’ …if the answers are known at all, precluding the use of human 

rating as the sole (or, arguably, even the primary) validation criterion” (Bennett & 

Zhang, 2015, page 153). Furthermore, even if the criteria were fully met at a given 

moment in time, there remains the need to monitor and update validity evidence for 

automarking over time. The evidence for validity at one moment in time could 

become less relevant due to changes that potentially occur to a qualification over its 

lifespan. These include updates to the curriculum, changes in the assessment 

design, changes in teaching and learning, and changes to the student cohort taking 

the qualification. 
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Stakes and implementation 

Two major factors affecting the need for validity evidence are how the automated 

scores will be used, and their weight in consequential decisions. There is consensus 

that more robust evidence is needed when the stakes are higher – which is a product 

of both the stakes of the assessment, and the way automated marking is 

implemented. In particular, “more support is needed when automated scoring is the 

sole score than when it is employed as a check score” (Bennett & Zhang, 2015, 

page 162). Williamson et al spell out that this means “a higher burden of both the 

amount and quality of evidence” (2012, page 5). In particular, when an automated 

marking system is proposed as a sole marker, this “demands a much greater degree 

of congruence between the automated scoring features and the construct of interest” 

compared with its use in combination with human markers (Williamson et al., 2012, 

pages 6 to 7). 

Bennett and Zhang (2015) also note that the level of supporting evidence required 

depends on the impact the automated score will have on a candidate’s final score, 

for instance, whether the automated score will be combined with a heavier-weighted 

assessment component that is objectively marked, or whether the automated score 

largely determines the final score and is separately reported. They describe it as 

“obvious” that there is greater need for “broad and deep evidentiary support” in the 

latter case compared to the former (Bennett & Zhang, 2015, page 162). 

Metrics and thresholds 

The agreement rates between human markers and automated marking systems and 

the accuracy of automated marking (for items with objectively correct marks) are 

commonly reported using simple statistical measures including: 

• percentage agreement between marks from human and automated markers 

• kappa  

• quadratic weighted kappa (QWK) 

• mean squared error (MSE) 

• percent reduction in mean squared error (PRMSE) 

• correlation coefficients 

Some frameworks stress the importance of looking at score distributions, and the 

size and nature of marking discrepancies (including outliers), not just correlations or 

mean differences (for example, ITC & ATP, 2025, page 57). For evaluating fairness 

and bias in automated scoring, Johnson & Zhang (2024) demonstrated a useful and 

testable operational definition of fairness. Their straightforward approach compared 
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the raw mean difference between automated and human marks, across different 

demographic groups. They also compared an adjusted mean score difference 

conditioned on (human) true score (following Johnson et al., 2022).  

The ETS best practice guidelines state that the evaluation metrics listed (including 

measures of agreement with human markers) do not generally have a single 

threshold for acceptability. Instead, an appropriate threshold needs to be defined and 

justified depending on the assessment design, assessment construct, intended use 

of the constructed response scores and overall assessment scores, and potential 

unintended and negative consequences (McCaffrey et al., 2022, page 4).  

Thresholds may be defined in relative terms (compared with human markers) or 

absolute terms. Schneider and colleagues, for example, state that in terms of 

accurate marking decisions for short-answer questions, “at least human-level 

performance should be aimed for in general” (Schneider et al., 2023, page 113). 

Williamson et al. (2012), meanwhile, suggest appropriate thresholds for use of an 

automated marking system to quality control human marking or to contribute scores 

alongside human marks in a high stakes assessment. They also note that “more 

stringent criteria may be advisable” if the automated scoring system is implemented 

as a sole marker (Williamson et al., 2012, page 9).  

In terms of interpreting disagreements between marks, the ETS guidelines stress 

that discrepancies between automated marks and human marks are “not parallel” to 

the discrepancies between marks from 2 human markers. In the case of human 

marks, discrepancies indicate the “idiosyncratic judgments” of individual human 

markers. In the case of an automated system compared to human markers, 

however, the discrepancies include these idiosyncratic aspects in combination with, 

potentially, “systematic differences between human ratings and automated scores” 

(McCaffrey et al., 2022, pages 7 to 8). Systematic differences between human and 

automated marks are not just a technical issue − they can have implications for 

construct validity (discussed later). There can also be implications for fairness, if the 

systematic difference means that responses from certain subgroups of students are 

more likely to be relatively over- or under-rewarded in comparison with the marks 

they would receive from human markers (for example, due to greater sensitivity to 

spelling and grammar).  

While evaluating autoscoring systems, it is important that test-taking conditions are 

consistent with the intended implementation model. If they are mismatched, 

evaluation metrics “may misrepresent the quality of the automated scores” 

(Williamson et al., 2012, page 9). Williamson et al state that this issue has “largely 

been ignored” in the literature, but judge this to be a mistake, since students are 

“very likely to adapt their test-taking behavior” if aware that their responses will be 

automatically marked. In particular, they may divert their energy to those aspects of 
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the construct that the automated marking system is able to analyse (that is, ‘game’ 

the assessment) (Williamson et al., 2012, page 9).  

Consequences 

The evaluation frameworks are clear that the consequences of using automarking 

systems in a qualification should be systematically considered. For the cases of 

replacing a human marker with an automated marking system, or using an 

automated marking system as quality control for human marking, the following areas 

of consequences are specifically mentioned:  

• possible changes to the nature of the construct assessed (due to use of the 

automarking system) 

• possible changes to the reliability of assessment results 

• perceptions of the assessment by users and stakeholders 

• possible changes to the meaningfulness and usefulness of the reported 

results 

• how the assessment results are interpreted and used for decision making 

• how students prepare for the assessment 

• teaching and learning of the knowledge, skills and understanding targeted by 

the assessment 

• the feasibility of implementing the automarking system, especially noting the 

requirements of ongoing maintenance 

(McCaffrey et al., 2022, page 4; Williamson et al., 2012, page 10)  

Impact of (non) understanding 

In the literature on validity of automated marking, there are relatively few direct 

discussions of understanding and its impact on validity. Dorsey et al argue that 

where there is an absence of human-level understanding of natural language in 

current AI systems, “we should ask ourselves, “how does this fundamentally limit our 

validity claims involving such models?” (Dorsey et al., 2024, page 481). This is an 

interesting point to raise, given that earlier automarking systems (for example, 

feature-based scoring engines) also lacked human-level understanding of natural 

language. Pack and colleagues, for instance, note that the fact that automated 

scoring engines do not (and cannot) “read essays, nor analyze them, as a human 

would” has invited doubt over their validity for many years (Pack et al., 2024, page 

2).  
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Bennett and Zhang connect understanding to the extent of validity evidence 

required, and seem to argue that there is a limit on the extent of authority that can 

defensibly be given to AI and auto-scoring systems until understanding is present. 

They recommend: 

unless a broad base of validity evidence justifies the sole use of automated 

scoring, [awarding organisations should] incorporate well-trained and carefully 

monitored human raters into the process. The main reason for incorporating 

human raters is that human raters can understand what they read. Computers, at 

least as yet, cannot. (Bennett & Zhang, 2015, page 170)  

Where the marking task requires evaluative judgements from human markers, the 

prospect of using AI and automated marking can be met with particular doubts from 

stakeholders (Wood, 2020). One reason may be because they qualitatively differ 

from other marking judgements: Bearman and colleagues, for example, argue that 

“Evaluative judgement takes on particular significance with respect to AI, because of 

the role that humans play as the arbiters of quality” (Bearman et al., 2024, page 

894). 

Specific validity considerations for use of current AI 

systems 

This section aims to highlight specific considerations that arise or alter significantly 

when automated marking is carried out using DNN, LLM-based and generative AI 

approaches.   

Transparency, explainability and interpretability 

There is strong agreement from assessment experts that students should be 

informed when AI scoring systems are used, and that AI scoring systems ought to be 

explainable (Dorsey et al., 2024; ITC & ATP, 2025; Lottridge et al., 2023, page 21). 

For classical feature-based automated scoring systems, explanations of how scores 

are generated are possible, though they may be complex and challenging to 

communicate, and need to deal with the unwillingness of commercial stakeholders to 

disclose proprietary details of their models. Achieving explainability and 

interpretability for AI systems based on DNNs and LLMs is much more difficult, with 

practical consequences for users. Lottridge and colleagues give a good summary of 

the specific implications for assessment:  

transformers [i.e., DNN models with a transformer architecture, including LLMs] 

have “implicit features” learned during engine training …These features are not 

readily interpretable because they are not manually crafted; rather, they are 
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model values generated after the engine training process and are low-

dimensional representations of the language used by examinees. This makes 

describing how the engine produces scores difficult to explain and vet, except at 

a theoretical level. This is a validity concern and a logistical concern; if there are 

difficulties in matching human scoring, there is very little recourse in addressing 

this issue other than by hyperparameter tuning [i.e., altering the parameters that 

control the training process, such as the rate at which model weights are 

updated] or adding data. (Lottridge et al., 2024, page 499) 

Casabianca and colleagues note specific consequences of opacity for the task of 

validation. The first is that, both for generative AI and automarking engines using 

LLM embeddings, there is greater reliance on the validity of human marking. For an 

automarking engine using LLM embeddings, the lack of interpretability of the model 

weights means validity of the marks produced “relies more heavily on the quality of 

the human ratings used to train the models” (Casabianca et al., 2024, page 15). For 

automarking using generative AI, there is again no way to decompose the model 

itself, and as a result “we must rely heavily on the link between human ratings and 

the LLM scores” (page 19). The second consequence of the opacity is a general 

increase in the need for validity evidence. The lack of explainability means “we must 

be even more diligent with fairness checks when using an LLM rather than other AI 

scoring models” (page 19). They also note that automarking using generative AI 

specifically is “distinctly different” in the sense that “there is no principled or explicit 

system of deriving a model or selecting features and the score is not based on a 

prediction of a human rating”. As such, they conclude that “the types of validity 

evidence we might collect for feature-based AI scoring should be expanded for 

generative AI applications” (Casabianca et al., 2024, page 15).  

Table 7 lists the additional pieces of validity evidence that Casabianca et al. suggest 

should be collected for automarking systems involving LLMs: either where marks are 

produced by a trained machine learning model using general linguistic features and 

LLM embeddings (column 2), or where marks are produced by prompting an LLM-

based generative AI system (column 3). Table 7 excludes the validity evidence that 

is also recommended for classical feature-based scoring or human marking or has a 

direct parallel for these methods (for example, “expert review of scores and 

responses at all score levels”).  

A validity challenge specifically relevant to Ofqual’s context is that for any AI marking 

system with a black box component, it would be difficult to show that mark 

generation depended on or took account of all admissible evidence (Condition H5.2). 

The assessment process could guarantee to input all allowed response evidence 

into the AI system but further work (such as investigations using post-hoc methods) 

would be needed to build an evidence base showing that all admissible evidence 

was being considered. For example, without additional evidence it would be 

https://www.gov.uk/guidance/ofqual-handbook/section-h-from-marking-to-issuing-results
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impossible to know if the AI system was basing its score only on the first half of a 

particular student’s response, disregarding the rest. 

As explained in Section 2, transparency is critical for the successful functioning of 

high stakes curriculum-based qualifications. It is therefore especially important that 

transparency and explainability are considered from the perspectives of students and 

members of the public as well as those designing, implementing, and regulating AI 

systems. As in other contexts, it is possible that AI could achieve accurate and 

appropriate outcomes in high stakes marking with evidence that satisfies some 

groups (for example, assessment designers, psychometricians, regulators) while 

being fundamentally opaque to students and the users of qualifications. This point 

and the implications for trust are discussed further under ‘Consequences’.   

Before considering some possible solutions to the transparency and explainability 

challenges of AI, it is worth briefly noting here that some researchers consider the 

relationship between AI capabilities and non-explainability to be either 

misunderstood or frequently mis-represented. Specifically, some describe it as a 

“widely-held myth” that black box systems are always or usually more accurate, and 

that there is necessarily a trade-off between interpretability and accuracy (Garrett & 

Rudin, 2023; Rudin & Radin, 2019). In assessment specifically, it is interesting to 

note that ‘black box’ scoring systems do not always perform better than other 

automated marking systems (see Johnson & Zhang, 2024, pages 2 to 3).  

Table 7: Additional validity evidence for scoring methods incorporating LLMs and generative AI, 

adapted from Casabianca et al. (2024, Table 1). 

Type of validity 

evidence 

General linguistic features-based 

and embeddings-based AI scores 

Generative AI scores 

Internal structure Document the support for the 
selection of the scoring 
engine/feature set and/or LLM 
embeddings  
 

Documentation on prompting 

strategy, in-context learning, and 

finetuning decisions. 

Document the support for the 

selection of the LLM 

Studies showing reproducibility and 

consistency of LLM scores over time.  

Documentation of the variability of 

LLM scores and how that affects 

reported score reliability. 

Analysis of chain-of-thought output 

from LLM to consistency with 

construct definition. 

Relations to external 

evidence 

(no additional evidence listed) (none – same analyses as for other 

methods) 

Response processes (no additional evidence listed) Expert evaluation of chain of thought 

feedback and comparison to expert 

annotation, if available. 
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Test content (no additional evidence listed) (no additional evidence listed) 

Consequence of use (no additional evidence listed) (no additional evidence listed) 

Fairness Consult with subject matter expert on 

saliency results to understand if the 

scores are biased. 

Use saliency methods to understand 

differences in responses and 

assigned scores for different 

subgroups. 

Report on the data used to pre-train 

the LLM. 

Consult with subject matter expert on 

saliency results to understand if the 

scores are biased. 

Use saliency methods to understand 

differences in responses and 

assigned scores for different 

subgroups. 

Report on established fairness 

metrics for the LLM. 

Report on the data used to pre-train 

the LLM. 

 

Possible solution 1: avoid or reduce use of non-

explainable systems 

One possible solution is to limit the role of deep learning in automarking systems, 

either by insisting on the use of interpretable models only, or taking a hybrid 

approach that uses deep learning to construct features, but then incorporates those 

into a ‘classical’ scoring system (that is, a feature-based scoring engine) (Lottridge et 

al., 2023, page 22). This hybrid approach could still leave considerable non-

interpretability (since the features constructed using deep learning would not 

necessarily be interpretable, even if their subsequent combination within a scoring 

engine was). There are, however, options that can improve the interpretability of 

features created this way. One is to train the deep learning model to predict human-

understandable concepts first, and use these as the features for the subsequent 

feature-based model; models created this way are known as ‘Concept Bottleneck 

Models’ (see Koh et al., 2020). Another option is to investigate the features created 

through deep learning using explainable AI methods.  

Possible solution 2: re-think understanding of validity 

Another approach is to seek an achievable level of explainability that is less than full 

interpretability, but appropriate to the context of high stakes marking. Dorsey and 

Michaels, looking ahead in 2022, wrote that: 

If the field moves from automated scoring models that involve relatively 

straightforward regression models to those involving deep learning neural 

networks that calculate functions of functions across millions and billions of 

parameters, we must be prepared to identify the levels of transparency and 
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explainability that will be sufficient to build robust validity arguments. (Dorsey & 

Michaels, 2022, pages 389 to 390).  

More directly, Ferrara and Qunbar argued that AI scoring will not be possible if we 

maintain the current insistence that scoring be transparent and reflect only construct-

relevant features: “we must accept validity arguments that leave room for degrees of 

opaqueness, limited explainability, and what we call for now indirect construct 

relevance” (2022, page 289). The amended view proposed is that scoring should be 

considered valid if (1) “significant portions of the engine’s features are explainable 

and construct relevant” and (2) “the automated scores produced by the engine are at 

least as accurate as human scoring” since the conjunction of these facts together 

mean that “evidence exists to support the intended interpretations of the automated 

scores in relation to the targeted construct” (Ferrara & Qunbar, 2022, page 292).  

The main attraction of this approach is that it is achievable. Its challenges, 

meanwhile, include pinning down exactly what counts as “significant portions of the 

engine’s features”, and what counts as “explainable”. If consensus could be reached 

on a working definition of “explainable” that is suitable for the context, then 

“significant portion” could be defined in terms of the proportion of variance explained 

by explainable features9. Researchers in the field of explainable AI are working on 

methods that quantify the extent to which AI model outputs are explained, and if 

successful, these could form the basis of turning this approach into a working 

standard. This is not yet resolved. Dorsey et al. (2024, page 476) note that the field 

has indeed moved towards use of DNNs and DNN-based technology, but that 

agreeing the validity requirements remains work for future research.  

Possible solution 3: develop use of explainable AI 

methods 

Another approach to improving explainability is to empirically investigate the validity 

of marks after they have been generated, making use of techniques from explainable 

AI to try to demonstrate what aspects of student responses the AI system either has 

rewarded or tends to reward. This approach is the only one of the 3 outlined that is 

suitable for automated marking via pre-trained AI models, with no element of training 

on human-marked responses or feature-engineering.  

As an example of validity reasoning of this type, Bulut and colleagues (2024, page 

14) suggest a combination of saliency methods and qualitative analyses by subject 

 

9 At face value, Ferrara and Qunbar’s wording suggests it is about the number of explainable (versus 

non-explainable) features but this makes little sense, since the manner in which different features are 

combined into a scoring algorithm means that features can have widely varying levels of influence on 

the score assigned (Williamson, 2013, page 168). 
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matter experts to provide evidence about what AI-generated scores have rewarded. 

Saliency methods fall within the broader area of explainable AI, and include SHAP 

and LIME - a further demonstration in the context of AI marking can be found in 

Kumar and Boulanger (2020b), and good explanations of explainable AI methods are 

given by Molnar (2025). There are also other methods to be found in explainable AI. 

Even where explanations fall short of what users consider a full explanation (of how 

the AI system generated scores), explainable AI methods could still be used to 

produce helpful quantitative information about which features (which may or may not 

be interpretable) are more and less closely aligned with the AI-generated scores. 

These analyses can only be carried out once some student responses have been 

collected and marked (by the automarking system). If the automarking system was 

task-specific, this would mean a need for pre-testing the task.  

It is important to note there is a possible disjunct between what assessment experts 

want or expect from ‘explainable AI’ and what it is able to deliver. Drawing on their 

research specifically addressing the psychometric considerations of AI use in 

marking, Lottridge et al. (2024) judged that the “field of explainability for deep neural 

networks is nascent and there are no solutions available yet that provide excellent 

results” (page 500). In particular, they noted that saliency values (which summarise 

the importance of individual features, such as particular words, in determining an AI 

system’s output) were not yet capable of satisfactorily explaining AI-generated 

marks. Some explainable AI methods can be actively unhelpful (Bommasani et al., 

2021; Watson, 2022). In particular, many approaches to AI explanation consist of 

separate models that are designed to explain how outputs were generated in the 

original AI model (for example, the black box model generating assessment scores). 

Unfortunately, due to being produced by separate models, the explanations 

generated “can lack faithfulness, by being unreliable and misleading about the 

causes of a behavior” – posing an obvious problem for those trying to establish how 

assessment marks have been generated (Bommasani et al., 2021, pages 125 to 

126).  

The reasoning reported by generative AI and ‘chains of thought’ produced by AI 

models, similarly, do not necessarily correspond to the process used to produce the 

model output (Turpin et al., 2023). In marking specifically, Naismith and colleagues 

note that “GPT-4’s rationales may not accurately reflect the process used to assign 

the ratings”, and that “rationales may present rationalizations for decisions actually 

grounded in biasing features” (Naismith et al, 2023, page 399). The authors remind 

readers that “Rationales should therefore not be treated as offering insight into the 

process of generating ratings” (page 399), even though their presentation as a 

method for demystifying the ‘black box’ of an AI scoring system seems to strongly 

invite this interpretation.  
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Possible solution 4: re-design assessments and 

automarking together 

A final idea to note is that of re-designing assessments and automarking systems 

together, using the principles of evidence-centred design (ECD, Mislevy et al., 2003; 

Bennett, 2004). This approach ensures – by design – that the evidence for assuring 

the validity of an automarking approach is present and collected.   

In essence, Bennett proposed re-designing assessments simultaneously with an 

associated expert-informed feature-based scoring engine. Human expert judgment 

remains within the overall marking process but is simply used differently. In 

particular, human judgment is used in defining the characteristics of good 

performance, the behaviours that evidence it, and the tasks that should elicit those 

behaviours, as well as the response features to include in marking and the direction 

of their relationship with the assessment construct (Bennett, 2004, page 3). As 

written, the ECD approach seems to assume an assessment process similar to our 

current high stakes assessment context. It also seems to implicitly exclude features 

that are not interpretable or do not have substantive meaning as viewed by humans.  

Some commentators, however, expect that AI will reach its full assessment potential 

in more radically re-imagined assessments (Swiecki et al., 2022). Principled 

approaches to this kind of assessment already exist, not least in the form of 

computational psychometrics. Computational psychometrics is entirely aligned with 

ECD, and represents a natural extension of Bennett’s proposal for the validity of 

AES, since it incorporates machine learning and the benefits of data-driven methods, 

but within a strongly expert-driven, psychometric framework (von Davier et al., 2021). 

Further research exploring constructs (for example, within such a computational 

psychometrics framework) might identify and characterise new features, and thereby 

expand the range of features that experts understand to have substantive meaning.  

The explainability ‘double standard’ 

Within the literature on AI use, some have argued that current AI systems are being 

held to an unfairly higher standard than humans when it comes to transparency and 

explainability (for example, Zerilli et al., 2019). There is agreement that transparency 

and explainability of automated decision making is socially important, but strong 

disagreement about what this should mean for regulation, what levels of 

explainability should be mandated, and how this relates to existing standards of 

transparency and explainability in decision making carried out by human actors. For 

instance, Zerilli and colleagues are clear that DNN-based AI systems are opaque, 

but argue that they are not substantially more opaque than humans. They state that 

“If human decision-making represents the gold standard for transparency, we think 
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AI can in some respects already be said to meet it” (2019, page 664). From this 

perspective, those voicing concerns about the lack of transparency in machine 

learning and AI models appear to be holding machine learning and AI models to an 

“unrealistically high standard” (2019, page 661).  

This position has been named the “argument from the limitations of human 

reasoning” (Maclure, 2021, page 428). It is worth noting here because both this 

argument and critiques of this argument are relevant to transparency and 

explainability in marking. Maclure offers one such critique. Maclure’s case is that the 

“argument from the limitations of human reasoning” is atomistic, with “crude” and 

unwarranted individualism and internalism. That is, the argument implicitly assumes 

that reasoning is best understood by focusing on the properties of individuals, and 

assumes that the mind can be understood by focusing only on facts internal to the 

brain or mind. Maclure argues that this approach is inadequate for comparing AI and 

human decision-making, because “the significance of the social and institutional 

dimensions of human reasoning and cooperation is lost from sight” (2021, page 

430). Maclure’s critique stresses that there are strong social and intersubjective 

aspects to reasoning, and we build institutional processes precisely to assist with 

consequential decision-making. Using the case of judicial decision-making as an 

illustration, Maclure explains:  

A particular judge, as I will try to show below, may be influenced by noise or 

biases, but judicial reasoning, as an institutionalized form of social reasoning, is 

designed with the purpose of neutralizing to the greatest extent possible the 

cognitive limitations of individual judges. (2021, page 430) 

There are, clearly, parallels to the context of high stakes marking (see section 2). 

The cognitive processes of any individual marker are not fully transparent, and the 

human potential for fallibility is known. The details of high stakes marking processes 

(including the design of materials, training, standardisation, professional 

development and marker monitoring processes) are designed with these limitations 

in mind. As far as the available resources allow, the intention is to prevent, detect 

and resolve likely human errors and biases. The logical conclusion from Maclure’s 

argument is that acknowledging the limitations of reasoning in individual humans 

“does not vindicate leniency with regard to the regulation of AI” (2021, page 430). 

A related critique of the “argument from the limitations of human reasoning” is given 

by Adams (2023). Adams, like Maclure, observes that the “argument from the 

limitations of human reasoning” fails to account for social factors, and draws 

attention to the role of internalised social norms. Adams notes that those who assert 

equivalence between the opacity of AI and human decision-making “tend to focus on 

their shared inability to present reasons for their decisions themselves” (2023, page 

621). However, there is no obvious reason why we should prefer or demand a self-

explaining system: “in terms of intelligibility and accountability, it is difficult to tell why 
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an explanation that we are given would be preferable to one that we find” (2023, 

page 621). Furthermore, Adams argues that “Epistemically, our having access to 

knowledge about social norms that explain human decision-making processes 

seems to make them straightforwardly more intelligible than their AI counterparts” 

(2023, page 621). 

Ability to represent the construct 

Dorsey and colleagues state outright that “In our view, it is generally accepted at this 

point that automated scoring engines typically evaluate only a small fraction of 

elements within construct definitions (e.g., writing)” (Dorsey et al., 2024, page 471). 

They specifically emphasise that “high correlations can be achieved even when 

humans and machines focus on different features” (2024, page 471). This directness 

seems to contrast with earlier statements in the literature, which often appeared 

more optimistic about the ability of automated scoring engines to achieve full or near-

full construct representation. The validity approach described by Williamson (2013), 

for example, explained that the warrant “AES covers the construct appropriately” 

required collecting evidence to show that “AES measures the aspects of writing that, 

in the aggregate, embody the meaning of writing for the assessment” (2013, page 

166). Earlier accounts seemed to imply that construct representation would be 

solved by further research and technological developments, as in this comment from 

Wood (2020): “the ability of an engine to adequately represent the important 

constructs of interest are also unique issues for AES algorithm developers and data 

scientists to address through advances in technology.”  

One of the most important points for the validity of automated scoring using DNN 

and LLM approaches is that construct representation, along with marking 

consistency and marking fairness, remains an empirical question. Current AI 

systems using DNN and LLM methods cannot ‘ensure’ that the assessment 

construct is represented by the scoring, or that non-construct-relevant features are 

not represented. Empirical investigation is required to find out what response 

characteristics have impacted the score generated, in the specific assessment 

context. 

Reliability and robustness 

As noted in section 1, LLMs exhibit what human users interpret as inconsistency and 

unreliability, including changes to outputs following trivial (to humans) changes in 

input. The ‘black box’ aspect of LLMs makes it more difficult to anticipate what 

changes will occur, to understand and explain the changes that do occur, and to take 

steps to avoid or mitigate them.  
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There are multiple causes of variability when using LLMs, and this poses a challenge 

for marking reliability (Casabianca et al., 2024; Henkel et al., 2024). A primary cause 

is the in-built element of randomness or non-determinism in an LLM’s internal 

algorithms, and further variability for users arises when proprietary LLMs are 

updated by their owners; Tate et al. observe that currently, models may be “changed 

without warning or notice” (2024, page 3). Systematic marking investigations have 

confirmed that “all models are subject to fluctuations in their performance” (Pack et 

al., 2024, page 1).  

Some qualities of the variability in current AI that are important for marking include: 

1. That the ‘errors’ made by LLMs are not the same as the errors made by 

humans (Dentella et al., 2024). In marking, for example, an automated 

marking system based on generative AI may produce a non-numerical score 

such as a punctuation character (Johnson & Zhang, 2024, page 7).  

2. That changes to AI system parameters and prompts may result in different 

changes than expected. Tate and colleagues, for instance, found that 

reducing the ‘temperature’ of the LLM-based scoring engine (which reduces 

the inherent randomness, and was expected to improve the consistency of 

marks generated) in fact led to more variable marking for some AI models and 

some populations, for reasons that are not clear (Tate et al., 2024, pages 3 to 

4).  

Another issue is that AI output may appear (more) inconsistent and unreliable due to 

expectations that implicitly assume too much similarity between AI and human 

understanding. In marking, this means that assessment users can be surprised by 

the effect of differences in responses that are trivial to human readers. This is 

particularly evident from research on adversarial examples, that is, examples 

specifically designed or modified to exploit (and expose) the weaknesses of an AI 

system, such as an essay that contains a paragraph repeated multiple times, or a 

short answer response where the word order has been shuffled (Aloisi, 2023, page. 

102). Results may also be surprising in comparison with earlier feature-based 

automated scoring. Lottridge and colleagues have found in comparisons of LLM and 

‘classical’ automated scoring that the “BERT engines are more susceptible than a 

classical engine to word shuffling, on-topic, non-sense essays using complex 

language, and off-topic essays, giving higher scores than warranted” (Lottridge et al., 

2023, page 26). Overall, Lottridge et al. judge that the robustness of deep learning AI 

scoring systems in live scoring situations remains “unclear”, with particular doubt 

over how they perform on “adversarial writing or on unusual writing”, and research 

evidence suggesting that they are vulnerable to gaming behaviours (page 26).  

As noted in section 1, achieving better-calibrated AI models (where the probabilities 

associated with model outputs accurately correspond to reality, rather than reflecting 

overconfidence or underconfidence) would significantly benefit users. For 
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assessment designers and regulators, calibrated AI models would be very useful for 

accurately understanding the reliability of AI output. Calibration for current AI models 

is more challenging than for earlier machine learning methods, however, and is still a 

developing field.  

Context specificity 

Bennet and Zhang make a strong case that the validity of automated scoring is 

context specific. They write:  

for any given application, the validity argument for automated scoring should be 

particularized to the testing program in question (i.e., purpose and claims, task 

types, populations). In other words, that argument cannot be made in general for 

the scoring engine. That engine may not behave invariantly across task types or 

populations …; its performance may be simultaneously adequate for one purpose 

but not for others; and there will always be purposes, populations, and task types 

that differ significantly from past experience and for which sufficient evidence has 

not yet been gathered. (Bennett & Zhang, 2015, page 162)  

Although Bennet and Zhang’s account was written before the advent of current AI 

systems, the characteristics of current AI suggest that much of the same argument 

would apply. While the great attraction of applying the latest AI models to marking is 

precisely that they are general-purpose and do not have to be constructed anew for 

each question, the current extent of ‘capability uncertainty’ and potential for 

variability suggest that validity evidence for an AI scoring system in one assessment 

context should not be assumed to give backing to use in another assessment 

context.  

More recent guidance is still clear that validity evidence should relate to the relevant 

student population (for example, McCaffrey et al., 2022). The question of when 

validity evidence must be task-specific, however, is less clear-cut. Like the question 

of whether the automated marking system itself is task-specific, this is an important 

practical question for Ofqual’s context, because so few of the assessment items in 

this context are re-used or pre-tested. 

The aim of general-purpose and domain-adaptive automarking systems is that they 

can mark a range of items, but their performance (in terms of any of the previously-

mentioned metrics) may vary across items due to item-specific features (Schneider 

et al., 2023). If evidence from trialling, operational use, or dedicated generalisability 

studies shows that automarking performance is very stable across variations of a 

particular item type in a particular domain, this evidence can contribute to the case 

for using that automarking system to mark similar (untested) items of this type. The 

empirical evidence of generalisable performance would still need support from other 
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forms of evidence (for example, expert analysis explaining why the automarking 

system should be expected to correctly assess the construct in untested items).   

For automated short-answer grading, Schneider et al. argue that validation should in 

fact include collecting performance evidence on the specific items to be marked:  

Even if the autograder’s performance has been assessed properly during 

development, i.e., using an (independent) large test set, additional validation for 

each usage, i.e., checking the autograder’s performance for each exam, is 

recommended (Schneider et al., 2023, page 104) 

The crux of their argument is that even where LLMs are fine-tuned for marking on a 

very large set of human-marked question-answer pairs, covering a wide range of 

questions, the performance of the LLM-based automarking system on new questions 

cannot be assumed similar to performance on other questions: “classifier accuracy 

should always be assessed explicitly for a set of novel question-answer pairs, since 

due to a large diversity of questions, there might be considerable differences in 

performance on training, validation, and test data” (Schneider et al., 2023, page 

115). The authors are clear that their recommended approach to validation creates 

the need for human marking on the specific new items intended to be automarked. 

They acknowledge that this is a “major hurdle and significantly reduces the benefits 

of autograding” (pages 113 to 114).  

Bias and fairness 

As noted in section 1, machine learning models, including current AI, can encode 

and perpetuate forms of bias. The non-transparency of current AI, including 

particularly the data sources it is trained upon, make avoiding and mitigating 

potential bias in the models particularly difficult.  

A typical way to investigate potential bias in pre-trained models is to examine 

“whether words are more closely associated with gender, ethnicity, or sexual 

orientation in ways that may impact downstream interpretation” and such biases in 

LLMs have been demonstrated (Lottridge et al., 2023, page 24). Lottridge and 

colleagues observe that more generally, the ‘downstream’ effects arising from LLM 

training data are not yet well understood; for example, it is unclear the extent to 

which biases would persist in a pre-trained LLM that is subsequently fine-tuned.  

As a practical example in AI scoring, Johnson and Zhang (2024) investigated 

potential bias by comparing the ability of GPT-4o to score essays and predict 

candidates’ race or ethnicity, considering the marks awarded and human-AI mark 

difference across different predicted race or ethnicity groups, and the accuracy of the 

race or ethnicity group prediction. Johnson and Zhang found differences according to 

predicted race or ethnicity group, concluding that “it appears that whatever aspects 

of the essay that are used to predict race/ethnicity are also associated with the 
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aspects that cause fairness issues. Unfortunately, it is difficult to determine exactly 

what those aspects are” (Johnson & Zhang, 2024, page 7).  

Human accountability 

The principle of human accountability is a common thread in responsible AI 

guidelines, but some have pointed out that most studies have “paid little or no 

attention to meeting such demands when using and evaluating AI-based 

autograders” (Schneider et al., 2023, page 113). Since the chief benefit of AI use in 

marking is to efficiently generate a large volume of decisions (in contrast to idea 

generation, or other business applications of AI), there is an obvious challenge in 

how to include a human-in-the-loop that achieves meaningful oversight while 

retaining the intended efficiency of AI use and intended quality of decision-making.  

Schneider et al (2023, page 114) state that a human should verify the automated 

scores, despite the fact this will “significantly” reduce the efficiency of the autoscoring 

system. A possible alternative model is to involve human experts only at a higher 

level of oversight, in monitoring item parameters and the statistical properties of 

autoscored items (for example, Cardwell et al., 2024, pages 33 to 35). In regulating 

AI use in high stakes marking, a key question is the extent to which different 

monitoring arrangements are considered as meaningfully including a human-in-the-

loop, or human accountability, for consequential decisions. Casabianca et al 

speculate about how future assessments and automarking systems will evolve as AI 

technologies and AI use both continue to develop. Determining “the minimum 

amount of human involvement needed for validity evidence, especially in the high-

stakes context” is noted as a specific question to address (2024, page 29). 

Like transparency and explainability, this is an area where the public perception of 

accountability must also be taken into account. Public perception may not 

necessarily be in step with the legal and operational understandings of 

accountability. Furthermore, the implementation of AI or automated marking with 

human accountability may be perceived as complex in comparison with human 

marking, where the examiner is perceived to hold authority and joint accountability 

with the awarding body. 

Verdicts on current AI use in marking 

Recent studies exploring AI use in marking typically conclude that AI systems based 

on LLMs are impressive, but not yet suitable for use in high stakes marking without 

careful and detailed evaluation in the specific context:  

• Tate et al concluded that “we would not recommend that AI be used for high-

stakes summative purposes nor as a replacement for teachers’ evaluation” 

(Tate et al., 2024, page 7). 
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• Johnson and Zhang concluded that “the black-box model in GPT-4o can 

better predict the ethnicity of a writer than to predict a score on an essay.” 

Their study specifically investigated using GPT-4o with ‘zero-shot’ prompting, 

that is, asking the AI model to score an essay using a prompt that contains no 

examples. The authors “found a number of issues that should make one think 

twice about zero-shot approaches for scoring essays without careful 

evaluation” (Johnson & Zhang, 2024, page 7). 

• Kortemeyer concluded that “artificial intelligence is capable of providing 

meaningful formative feedback to completely open-ended assessment 

responses, but might not be ready yet for high-stakes summative 

assessment” (2024, page 2).  

• Henkel et al concluded that “generative LLMs could be useful for low-stakes 

assessment tasks in real-world educational settings” based on finding that 

“GPT-4 can reach equivalent performance levels to expert human raters on 

ASAG tasks”, most notably, without fine-tuning the model and with little 

prompt engineering (Henkel et al., 2024, page 20). 

• Casabianca and colleagues concluded from their validity study that “the 

evidence is too weak to support the use of these scores in operational score 

reporting unless they are used in combination with e-rater scores and/or 

human ratings” (Casabianca et al., 2024, page 25). In particular, Casabianca 

et al noted the need for better evidence on: 

o The reproducibility/reliability of GPT4, to allow informed decision 

making 

o Concordance with human marks, from a larger sample 

Consequences 

The frameworks for evaluation of AI and automarking systems note the importance 

of thinking through possible consequences of implementing an AI or automarking 

system in a particular qualification. This section highlights particular areas of 

consequence to consider, for the marking context set out in section 2. 

Positive impacts on assessment  

The use of AI in marking could lead to significant efficiency gains, in some 

implementations, potentially both lowering costs and reducing the time required to 

mark exams. These efficiency gains could unlock further benefits such as the 

possibility of faster release of results, and an increase in the accessibility of 

qualifications to schools and pupils.  
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The use of AI in marking also has the potential to improve the accuracy of marks 

awarded to students in some cases, ensuring that student performance is evaluated 

more precisely by removing the element of random error associated with human 

markers. Some forms of AI marking systems have the potential to reduce bias and 

construct-irrelevant variance, supporting fairer and more objective assessment.  

A critical point for all of these potential advantages is that they require empirical 

investigation in the particular qualification context, and should not be assumed. 

Furthermore, research literature on AI use and automarking validity emphasises the 

need to evaluate whole processes rather than only isolated stages (Graydon & 

Lehman, 2025; McCaffrey et al., 2022, page 4) – the use of AI at one stage can have 

costs and effects elsewhere in an overall process (for example, on the effectiveness 

of human checking; on the cost of investigating marking errors). It is therefore critical 

that evaluations of AI use in marking consider the whole process. As an example, 

Casabianca and colleagues note that while using off-the-shelf generative AI to 

generate marks is itself low-effort, performing the validation work necessary to 

support the use of those marks for their intended purpose “is time consuming and 

costly” (2024, page 29). As a result, “using an off-the-shelf LLM for CR [constructed 

response] scoring may be less cost-effective than expected or hoped” (2024, page 

29).  

A final point is that the possible positive effects on assessment may need to be 

weighed against threats to validity, including a potential narrowing of construct 

representation. The properties of LLMs include characteristics that could also 

introduce inaccuracies and biases in marking: for example, the possible unknown 

biases rooted in the training data and pre-training process, and inherent randomness 

in output. These risks are not present in the same way for a (determinative) feature-

based scoring engine.  

Impact on assessment expertise within the system 

Widespread implementation of AI in marking as a replacement for human marking 

could mean a large reduction in the employment of teachers and assessment 

specialists as examiners. There is a risk that this could decrease the total 

assessment expertise within the education system, and in particular, reduce the 

extent to which assessment expertise is integrated back into teaching and learning 

by practising teachers who are employed seasonally as examiners. From an 

operational perspective, a reduction in assessment expertise in the system would 

also create a vulnerability for the live assessment process. Maintaining and indeed 

increasing the ability of humans to critically assess the output of automated decision-

making systems is noted in the literature as a safeguard “in case of errors or 

malfunctioning”, particularly relevant for an overall process that would remain time 

pressured (Maclure, 2021, page 433). 
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To mitigate this risk, some other means would be required to ensure that large 

numbers of teachers gained regular assessment expertise. Without the necessity of 

paying teachers for their work as examiners, there would be a danger of this not 

happening or not being maintained (for example, if set up as professional 

development, it might be regarded as lower priority than today’s high stakes marking, 

and/or suffer loss of funding after initial enthusiasm). 

Washback on education 

Washback effects on teaching and learning could be positive, especially if AI 

generated scoring was implemented in a way that encouraged deeper reflection 

about understanding of assessment constructs, and in such a way that teachers 

were systematically included in this work. An indirect positive impact on education 

could also occur if teacher time was freed up by the use of AI to assess components 

(such as performances and coursework) that are currently marked by teachers.  

Washback effects could also include some negative impacts. One area for concern 

is the motivation to ‘game’ the assessment process: students may develop 

inauthentic responses designed to capitalise on the behaviour of the AI or automated 

marking system. More subtly, this could include students learning to write responses 

in a particular style that is rewarded by the marking system but not part of the 

assessment construct (such as a particularly bland or flowery style). This concern is 

particularly relevant to high stakes assessment, which increases the need for 

ongoing monitoring since “even if automated scoring algorithms or automatic item 

generation are initially unbiased, increasing examinee awareness of scoring 

procedures or subdomain weights can lead to gaming” over the longer term (Ho, 

2024). 

Constructs and their social context 

Evaluation frameworks for automarking note that use of an AI or automarking system 

could result in changes to the nature of the construct assessed (for example, 

McCaffrey et al., 2022). This is a particularly interesting area to consider for 

curriculum-based assessments, for the reasons set out in section 2. A curriculum-

based assessment is not generally designed to measure distinct and fully-theorised 

latent abilities. The performance of students on the curriculum-based assessment is 

itself what is of interest, and marking for a curriculum-based assessment is a values-

based activity that draws on disciplinary knowledge, markers’ understanding of 

learning in the relevant discipline or domain, educational values, and cultural values 

(Baird & Black, 2013, pages 12 to 13). If the humans currently involved in this 

marking process were replaced in large numbers by automated systems, it is worth 

asking how the constructs assessed by curriculum-based assessments would be 
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understood – what they would be understood to mean, how that understanding 

would be shared and maintained, and how it might change. While the cognition of 

individual markers is not perfectly understood, markers for high stakes qualifications 

make up communities of practice embedded in the education system. The overall 

marking process is a social and institutional decision-making process operationalised 

by awarding bodies; the marks given currently have their meaning in relation to this 

overall social process.  

While the validity literature specifically notes the risk of AI or automated marking 

changing the nature of the construct assessed (when change is not intended), a 

parallel consideration for curriculum-based assessments is that use of AI or 

automated marking systems could prevent the evolution of the construct assessed 

(where change is expected or intended). For example, an automarking system 

trained on marked responses to replicate human markers would capture a particular 

moment in time. Using this system for high stakes marking in later years would mean 

applying a system designed to replicate expert judgement from one moment in time 

to student responses produced in a different, later time. This consideration can be 

understood in terms of the more general responsible AI concerns of deployment bias 

and historical bias.  

A further question about the impact on constructs is related to possible washback. 

What would be the effect on students of losing both the human audience for their 

written responses, and the knowledge that their mark is overseen by human 

authority? Thinking about how communication could be altered by the change in 

audience, Bennett and Zhang ask “What is the effect on the composer’s writing of 

knowing that the audience cannot, in any real sense, understand and react to it?” 

(Bennett & Zhang, 2015, page 161). Understanding the possible impact would 

require monitoring over time. 

Perceptions and trust 

The high stakes summative assessment context in England positions external 

assessments as an important part of the overall social contract of schooling, as 

described in Section 2. There are, currently, strong expectations that at ages 16 and 

18, students from different walks of life all have their best performances judged by 

external experts. Thinking about high stakes qualifications in terms of social 

contracts strongly underscores the role of public confidence (Baird et al., 2024, page 

16). This would not necessarily be damaged by using AI in high stakes marking. 

However, as demonstrated when assessment arrangements in England changed 

during the COVID-19 pandemic, changes to high stakes assessment that alter the 

assumed terms of the social contract (for example, through the use of algorithms, or 

teacher assessment) can cause strong reactions, and public confidence in how 

standards are set and applied must be kept in view. More generally, researchers in 
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AI governance have highlighted an imbalance in attention when looking at the 

relationship between AI use, trust and public life:  

While making AI trustworthy has garnered substantial political momentum, equal 

attention needs to be paid to AI’s potential to erode the trustworthiness of public 

institutions and, with it, their own ability to produce trust in the population (Bodó, 

2021). Without trust, the public sector risks losing support and compliance by 

citizens. (Laux et al., 2024, page 4) 

In the context of high stakes curriculum-based qualifications, section 2 and earlier 

parts of this section stressed the critical importance of transparency. An implication 

of this is that the validity considerations of transparency, explainability and 

accountability must be considered from the perspective of students and the public 

and the possible implications for trust. An implementation of AI in high stakes 

marking could achieve high accuracy in marking, supported by evidence judged to 

be high quality and convincing to experts and decision makers, but fundamentally 

not be understandable to students and the public. It is also possible that the views of 

experts on the relative opacity of human and AI-supported marking would not be 

shared by non-experts. It would be important to monitor whether AI use in high 

stakes marking led to perceived changes in accountability for high stakes marks, 

compared with the current arrangement of examiner and awarding body 

responsibility.  

Some commentary implies that the increasing use of AI in work and everyday life will 

necessarily increase its acceptability. Research into perceptions of AI has found a 

nuanced picture, in which attitudes are sensitive to precise context, perceived 

trustworthiness and usefulness, and the nature and proximity of different risks 

(Dreksler et al., 2025; Modhvadia et al., 2025). As Laux and colleagues stress, 

attention must be given to the risk of eroding trustworthiness. For high stakes 

curriculum-based qualifications, a marking process that is fundamentally not 

understandable to the public, or where the accountability for high stakes decisions is 

not very clear (with recourse to appeal), introduces risk to trust. It is important that 

trust in marking and qualifications remains robust, both when the system is under 

challenge and when normal operations are ‘running smoothly’. 

From a slightly different angle, the context of 2020 and 2021 grading has also been 

investigated in terms of the role of the implied social contract as a facet of 

assessment fairness (Crisp et al., 2024, pages 8 to 9). This work highlights the 

importance of students’ “legitimate expectations”, which may derive from either 

explicit promises or established practices (Nisbet & Shaw, 2019). Students’ 

legitimate expectations currently include that the work they produce for high stakes 

summative assessment is marked by experts applying their academic judgement, 

who understand their work and the criteria to apply. An implementation of AI use in 

high stakes marking needs to take these expectations into account.   
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A related point to keep in mind is that expectations and understandings of AI 

developed through experiences with formative assessment tools could affect 

understanding about AI use in high stakes summative marking. For example, 

Khosravi and colleagues (2022, pages 14 to 15) cite a statement that accompanies 

feedback given to students by a classroom writing tool: “Remember, AcaWriter does 

not really understand your writing the way people do [...] If you think it got it wrong, 

that’s fine – now you’re thinking about more than spelling, grammar, and plagiarism.” 

This kind of messaging is more accurate than that implying human-like 

understanding in AI systems but should probably be kept in view when planning how 

to communicate and justify the use of AI systems in high stakes marking.  

A final area of perceptions to note are those to do with possible washback effects on 

constructs (discussed in the previous subsection). A perception among students, 

teachers or the public that AI use in high stakes marking has altered assessment 

constructs could have impact independently of whether expert analysis concludes 

that washback has occurred. 

Considerations not specific to marking 

Data and information security 

How would candidate work be protected and secured? Would it be used for training 

awarding organisation scoring systems, or general-purpose AI models? Would 

candidates have sufficient transparency, and the option to exercise choice over this? 

These concerns have been raised explicitly by some considering the use of LLMs in 

marking (Kortemeyer, 2023, 2024).  

Environmental concerns 

The training and use of current AI models is resource intensive. Energy consumption 

is probably the most high-profile aspect, and has motivated efforts to improve AI’s 

energy efficiency, measure the carbon footprint of AI models, and compare the 

energy required to fully complete tasks with and without AI use - to properly 

contextualise the energy use (for example, de Vries, 2023; Jiang et al., 2024). Other 

researchers have drawn attention to the water consumption of current AI technology, 

and argued for much greater transparency over AI water use and much greater 

consideration of this impact (Li et al., 2025). Li et al also stress the need to consider 

energy and water use holistically, since considered in isolation they may lead to 

opposite conclusions. For example, focusing solely on the carbon footprint of AI may 

suggest “follow[ing] the sun” (that is, carrying out intensive computation to maximise 

solar energy use), while focusing solely on water consumption would suggest 
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“unfollow[ing] the sun” to avoid high temperature conditions and hence reduce the 

water needed for cooling.   

Because the physical infrastructure supporting AI is located out of sight, and the 

benefits of AI use accrue most to those who are least affected by negative 

environmental impacts, there is a risk that the environmental costs of AI technology 

are insufficiently weighed in considering AI use (Bender et al., 2021). While it may 

not be required for regulation of qualifications, there should be awareness that 

environmental concerns are a factor to be weighed in decisions about whether AI 

use is appropriate, proportionate and justified. Previous research on the 

environmental impact of assessment for high stakes qualifications noted that exam 

boards in England have made commitments to reducing the carbon footprint of their 

operations, and have demonstrated numerous examples of good practice (PA 

Consulting et al., 2023). 
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Discussion 
This working paper explored the principles of using AI in high stakes marking and the 

implications for our context, through considering the nature and capabilities of 

current AI, important characteristics of the marking context, different models for AI 

integration, and approaches to evaluating the acceptability of AI use in marking.  

Section 1 outlined some of the important characteristics of current AI technologies 

with particular relevance to marking. While LLMs and generative AI systems based 

on LLM models can produce human-like outputs and perform complex task, they do 

not possess understanding in the human sense, and they do not replicate the 

cognitive processes of human thought. The distinction between reckoning and 

judgement can be particularly helpful here; it is important to recognise the 

capabilities of current AI while avoiding accidental or implicit assumptions about their 

functioning that are linked to anthropomorphism. The variability of AI outputs, and 

crucially their lack of transparency, complicate efforts to understand and apply 

current AI in high stakes contexts. Potential users currently require extensive 

empirical evidence to have confidence that AI is able to function in a given role, and 

to have an informed grasp of its reliability and accuracy in that context.  

Section 2 explored high stakes marking in the context of England’s curriculum-based 

qualifications. It emphasised that marking is not a uniform activity, but that different 

marking tasks ask markers to make different kinds of judgments, and that the 

academic judgment underpinning marking may be involved at different stages for 

different item types. This section outlined some of the research on marker cognition, 

and acknowledged that marker cognition is not fully understood. However, there is 

empirical evidence for the variability of marking tasks and their difficulty in different 

contexts, and this section also emphasised that high stakes marking takes place in a 

highly structured social apparatus – the overall marking process is much more than 

the decision-making of individual human experts. This section also noted that high 

stakes qualifications can usefully be understood in terms of social contracts, and that 

their value depends on public confidence in the fairness, transparency and 

legitimacy of assessment. Changes to the ‘terms’ or the experience of the contract – 

especially those involving automation – must be carefully considered in terms of their 

impact on trust, legitimacy and the meaning of marks awarded. 

Phrases such as “AI marking system”, “autoscoring system”, and “automated AI 

marking” do not refer to a fixed technical model or approach. They can be used to 

describe different approaches and refer to different combinations or integrations of AI 

scoring with human marking. Section 3 outlined different approaches, and some 

important differences in their properties including their explainability, consistency, 

and possible causes of bias. Given recent developments in AI, there is particular 

interest in the use of AI marking systems based on LLMs, either as part of an 
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automarking system fine-tuned on human-marked responses, or within a general-

purpose generative AI system (applied using prompts). A significant attraction is the 

possibility of using a single model to generate marks for different tasks and 

populations, rather than building or fine-tuning a dedicated automated marking 

model for each marking task.  

Grouping together AI and automarking systems according to their properties is 

helpful in identifying the trade-offs implied by different choices. For example, feature-

based systems may offer greater explainability and control, but less flexibility, while 

generative AI systems may offer scalability and adaptability, but at the cost of 

explainability and potentially consistency of marking. For all methods based on 

DNNs (including LLMS), it is more difficult to determine how and why the model has 

generated particular marks, which presents a problem for marking validity for all the 

reasons laid out in section 4. It also presents challenges for operational use, since 

without explainability, it is difficult to control, anticipate, diagnose, or mitigate any 

problems with the marking system. A further challenge that arises with the use of 

pre-trained LLMs is that the training data is typically not fully specified, but remains 

opaque to users including any assessment experts designing scoring systems. It is 

well documented that LLMs (like machine learning models more generally) can 

encode and perpetuate biases found in their training data, and in the case of LLMs, it 

is not yet known what impacts the training data might cause ‘downstream’ (for 

example, in terms of how these models carry out marking tasks).   

An important question for AI use in marking is how to evaluate the acceptability of AI 

as a supplement or replacement for marking by human judgement. This paper 

argues for building upon existing approaches to the validity of automated marking 

systems, as explained and outlined in section 4. Existing validity frameworks and the 

associated research remain highly relevant and offer structured approaches for 

evaluating the validity of AI use in high stakes marking. These approaches do not 

expect or require that AI systems have human-like understanding or that they 

generate marks in the same way as human markers. Rather, they involve 

systematically gathering evidence to support (or refute) the argument that the marks 

generated by the automated system allow the intended uses and interpretations of 

the qualification results. Both the research and industry guidance in this area stress 

that agreement with human marks is not sufficient on its own, and that construct 

representation, fairness, and consequences must also be considered. 

Both responsible AI principles and assessment validity frameworks point towards a 

need to understand how and why AI systems generate the marks that they do in a 

particular assessment scenario. At present, this requires a substantial amount of 

empirical investigation and compilation of evidence for AI scoring based on DNNs or 

LLMs. Current AI capabilities, robustness and reliability are not sufficiently well 

understood to (in themselves) give confidence that the performance seen in one 

assessment context will transfer to another. In assessments where an AI marking 
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system can be re-used extensively to test the same performance skill in the same 

population (for example, in English language testing), there is a far better return on 

investment in producing and compiling the evidence base to demonstrate the validity 

of AI-generated marks – as there was for developing earlier generations of 

automated marking systems. For this reason, AI use in marking may continue, for 

now, to be more viable in some qualifications than others. It is also important to 

acknowledge that even with a suitable evidence base, technological developments 

may enable more accurate AI and automarking systems at the cost of lower 

transparency and explainability, posing a risk to trust in marking. 

The principle that humans should retain oversight of and responsibility for 

consequential decisions is a point of consensus found in both responsible AI 

guidance and law. This principle is not always foregrounded in the research into AI 

marking. There is a clear challenge in determining how to include meaningful human 

accountability and oversight while retaining the efficiency gains of AI use. Possible 

models include parallel or second marking by a human marker (which would 

significantly reduce efficiency) or involving human experts only at a higher level of 

oversight, for example in monitoring the statistical properties of autoscored items. A 

key question in regulating the acceptability of AI use in high stakes marking is the 

extent to which different monitoring arrangements should be considered as 

meaningfully achieving human oversight and accountability for consequential 

decisions.  

Summary of working position 

There are positive and welcome potential uses of AI to improve high stakes marking. 

These include use of AI as a quality assurance tool for marking (as part of a 

combination of measures) and to support the training of markers.  

Ofqual’s General Conditions specify that students taking a regulated qualification in 

England should be differentiated by criteria that are understood by assessors, 

accurately applied, and consistently applied. The use of AI as the sole mechanism 

for determining a student’s mark would not comply with Ofqual’s current regulations, 

as previously explained (Ofqual, 2024).  

The use of AI-generated marks is likely to continue to develop and become more 

acceptable in contexts such as formative and low-stakes assessments. There are 

also principled arguments that can be made for accepting AI-generated marks in 

high stakes assessments, in the right conditions and with the right safeguards in 

place. Assessment validity frameworks exist and are well-placed to support the 

design, documentation and evaluation of valid implementations of AI and automated 

marking in high stakes assessment. Our understanding is that current evidence does 

not support an overall or general case for the validity of AI marking in high stakes 

qualifications, and at present points to the need for context-specific evidence (that is, 

https://www.gov.uk/guidance/ofqual-handbook/section-h-from-marking-to-issuing-results
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specific to the particular qualification, in terms of addressing the relevant candidate 

population, constructs and item types that the AI marking system will encounter). 

The necessary empirical evidence is not yet widely available for high stakes 

qualifications. However, this does not mean such evidence could not be produced 

and compiled in future, especially as technologies continue to develop.  

The core principle running through this working report is the need for clarity if valid 

use of AI in high stakes marking is to be achieved. On the qualification side this 

includes clear understanding of the qualification’s purpose; the intended uses and 

interpretations of results; and the constructs being assessed. On the AI side this 

includes the properties (strengths, limitations and risks) of the proposed AI or 

automated system; how this system is proposed to be implemented in the overall 

marking process, including how its role relates to the tasks and responsibilities of 

humans in the marking process; and a clear rationale explaining how this system 

and its implementation will support a valid marking process for the qualification.  

The automarking validity frameworks explored in section 4 and the appendix offer 

constructive examples of the types of evidence and organisation of evidence that 

could back the valid use of AI or automarking systems in high stakes marking. As a 

high level summary of the important areas to think through, Table 8 lists the key 

recommendations from the ITP and ATP’s guidance for automated marking of 

constructed responses (whether as a sole marker, joint marker, or as part of quality 

assurance), and the logical steps that could parallel these for other proposed uses of 

AI in a high stakes marking process (where the AI is not used to generate a mark).  

Table 8: High level guidance for valid implementation of AI or automated marking systems, 

adapted from the ITC and ATP guidelines (ITC & ATP, 2025, pages 62 to 64). 

 AI or automated system generating marks AI or automated system with other proposed 

role in marking process 

4.9 The rationale for using automated marking 

should be clearly articulated and appropriate 

for the qualification.   

The rationale for use of the AI or automated 

system should be clearly articulated and 

appropriate for the qualification.   

4.10 The automated marking system design 

should appropriately reflect the constructs 

assessed.  

The capabilities and proposed 

implementation of the AI or automated 

system should appropriately reflect the 

constructs assessed.  

4.11 If an AI marking system requires training, it 

should be trained on a representative 

sample of responses that have been human 

marked with the highest level of quality.  

If the AI or automated system requires 

training, it should be trained on a high-

quality representative sample of responses. 

4.12 The validity, reliability, and fairness of 

automated marking should be evaluated 

using sound methodological and statistical 

approaches and clear evaluation criteria.  

The validity, reliability, and fairness of marks 

resulting from the overall marking process 

(with the AI or automated system 

implemented) should be evaluated using 
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sound methodological and statistical 

approaches and clear evaluation criteria.  

4.13 The approach for using automated marking 

or human marking should be based upon the 

marking quality of each method and 

consistent with the goals and stakes of the 

qualification.  

The decision to use the AI or automated 

system in the overall marking process 

should be based upon the marking quality 

with and without its implementation and 

consistent with the goals and stakes of the 

qualification.  

4.14 A well-defined process for reviewing 

automated marking performance during and 

after assessment series should be 

developed, documented, and implemented. 

There should also be a process in place for 

handling errors or disruptions. 

A well-defined process for reviewing the 

impact of the AI or automated system during 

and after assessment series should be 

developed, documented, and implemented. 

There should also be a process in place for 

handling errors or disruptions. 

4.15 For AI-based marking systems, algorithmic 

predictions, recommendations, outcomes, 

and prescriptive actions should be derived 

via transparent, ethical, and bias-free 

methods that can be explained and 

evaluated by internal and external experts or 

expert systems. 

For AI-based systems, algorithmic 

predictions, recommendations, outcomes, 

and prescriptive actions should be derived 

via transparent, ethical, and bias-free 

methods that can be explained and 

evaluated by internal and external experts or 

expert systems. 
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Appendix 

Validity Argument Roadmap for Automated 

Scoring 

The “Validity Argument Roadmap for Automated Scoring” (Dorsey et al., 2024, page 

470) specifies 8 stages, depicted in an iterative cycle. They are: 

1. Describe assessment constructs, including rationale for using automated 

scoring 

2. Document intended score interpretation and uses (including scoring rubrics, 

processes, and features) 

3. Describe test blueprints and specifications with an eye toward clarifying item 

types that use automated scoring 

4. Describe item/test development procedures, including evidence supporting 

validity arguments 

5. Document approach for developing AI scoring model(s) 

6. Describe test administration procedures, including evidence supporting 

validity arguments 

7. Document psychometric analyses supporting validity, reliability, and fairness 

claims 

8. Document reporting procedures, ensuring alignment with score interpretation 

and uses 

 

ITC and ATP guidelines for automated scoring of 

constructed-response items 

 

Table 9: Guidelines for automated scoring of constructed-response Items (ITC & ATP, 2025, pages 

62 to 64) 

4.9 The rationale for using automated scoring should be clearly articulated and appropriate 

for the program in which it is used. Documentation of the design and use of the 

automated scoring system should be developed so stakeholders can make reasonable 

decisions about the scope of its possible application and use. 
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4.10 The automated scoring system design should appropriately reflect the constructs 

assessed via the items, rubrics, and other scoring materials. The relationship between 

the scoring system and the constructs assessed should be documented, including the 

flow of responses through the 3-stage process (normalization, feature extraction, 

statistical modeling), detection of unusual responses, and design limitations. 

4.11 If an AI scoring system requires training, it should be trained on a representative 

sample of responses that have been human scored with the highest level of quality the 

program supports. The rating process should be monitored and aligned with the 

program’s operational practices, with clear measurement and construct validity criteria 

used to evaluate the quality of the scoring. 

4.12 The validity, reliability, and fairness of automated scoring should be evaluated using 

sound methodological and statistical approaches and clear evaluation criteria. The 

methods and procedures should be documented and provide recommendations about 

appropriate use of the automated scoring system. 

4.13 The approach for using automated scoring or human scoring methods during test 

administrations should be based upon the scoring performance of each method and 

consistent with the goals and stakes of the program. Describe the rationale for the 

approach and the methods for combining automated scoring or human scoring. 

4.14 A well-defined process for reviewing automated scoring performance during and after 

test administrations should be developed, documented, and implemented. There should 

be a process in place for handling errors or disruptions. 

4.15 For AI-based scoring systems, algorithmic predictions, recommendations, outcomes, 

and prescriptive actions should be derived via transparent, ethical, and bias-free 

methods that can be explained and evaluated by internal and external experts or expert 

systems. 

 

ETS best practice for scoring constructed 

responses 

The ETS guide on best practice for scoring constructed responses offers a 

framework for establishing validity evidence (McCaffrey et al., 2022, pages 8 to 50). 

Sections 1, 2 and 3 describe best practices for “planning, designing, executing, and 

documenting” scoring of constructed responses, with a view to creating a validity 

argument based on a human marker (section 2) or an automated marking system 

(section 3). Section 4 then addresses the “principles and decisions” to address when 

creating reported scores from the marks (in ETS terminology, the ratings), and 

section 5 addresses evaluation metrics and thresholds for decision-making.  

1. Principles/standards and evidence for constructed-response task and test 
development 

a. Construct relevance of tasks and the constructed-response section of 
the test 
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i. When constructed-response tasks/tests are created, task 
relevance as well as content coverage should be considered. 

b. Evidence based on relations to external variables 
i. Evaluate the concordance between the task/test scores and 

related statistics. 
2. Principles/standards and evidence for human rating 

a. Construct relevance of human scoring process and materials 
i. Design and implement a human scoring system that is based on 

the explicit link between the construct to be measured, scoring 
rubric, and support materials. 

b. Exemplar selection and scoring process 
i. Principled selection of exemplars 

1. Support rater training and scoring by selecting exemplars 
that represent the variety of possible response types, 
scores levels, and test-taker characteristics. 

ii. Incorporating Exemplars Representing Atypical Responses 
1. Provide exemplars for raters that demonstrate how to 

appropriately score responses deemed difficult to score. 
iii. Exemplar consensus scores 

1. Ensure that the consensus scores assigned to exemplars 
are based on a true consensus of content experts and 
reflect the gold standard application of the scoring rubric 
and guidelines. 

c. Development of training and scoring materials for raters 
i. Rater training and operational scoring materials should be clear, 

precise, and aligned with the tasks to be scored. 
d. Rater selection 

i. Recruit raters who meet the minimum hiring standards for the 
testing program and who represent a wide range of 
demographic groups. 

e. Rater training 
i. Raters should be adequately trained before scoring and 

provided with appropriate support materials to guide their 
judgments. 

f. Raters’ demonstration of scoring competence 
i. Rater qualifying tests 

1. Prior to operational scoring, use a method to qualify 
raters that requires them to demonstrate their ability to 
score reliably at a predetermined level of accuracy. 

ii. Development of Qualifying Tests 
1. Use a method to qualify raters that requires them to 

demonstrate their ability to score accurately prior to 
operational scoring. 

g. Rater monitoring 
i. Real-time rater monitoring 

1. Monitor raters in real or near-real time during operational 
scoring sessions and provide feedback to ensure 
continued scoring accuracy. 

ii. Ongoing Regular Monitoring of Individual Raters 
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1. Perform ongoing statistical monitoring of individual raters 
and use compiled performance data to identify raters for 
remediation, target real-time monitoring efforts, and 
provide feedback to raters. 

2. Rater Remediation and Rating Invalidation 
a. Identify raters exhibiting less than ideal scoring 

accuracy or behavior and offer opportunities for 
additional training that targets their deficiencies. 

iii. Ongoing Rater Pool Monitoring and Management 
1. Conduct ongoing monitoring of the rater pool using 

metrics to provide feedback to raters and determine 
whether corrective action is needed. 

2. Estimating Inter-Rater Reliability 
a. Implement a system to track inter-rater reliability 

on a regular basis. 
3. Detecting Rater Drift 

a. Determine if raters change their scoring behaviors 
over time. 

h. Assigning responses to raters 
i. The scoring system should include specifications for the 

assignment of responses to raters for scoring. 
i. Maintenance and Incremental Improvement of Human Scoring System 

and Materials 
i. Ongoing Maintenance of Test and Scoring Materials 

1. On an ongoing basis, evaluate the test and scoring 
materials currently in use to ensure that they are still 
aligned with the construct definition and that the 
consensus scores are still correct. 

ii. Maintenance of Computer Systems 
1. To ensure accurate data collection and storage of ratings, 

any computer systems used to implement human scoring 
should be quality tested on a regular basis and when any 
changes are made to it. 

3. Collecting Validity Evidence for the Use of Automated Scores 
a. Construct relevance of an automated scoring system 

i. Design and implement an automated scoring system based on 
the link between the construct to be measured and the system 
components. 

b. Feature and Automated Scoring Engine Development and 
Maintenance   

i. Feature Development 
1. Develop computational routines to generate features as 

intended. 
2. Replicability of feature values 

a. Computational routines should consistently yield 
the same values for the same response. 

3. Human annotations for training components 
a. Human annotations that are used to create and 

test components should be of high quality. 
c. Automated Scoring Engine Development, Testing, and Maintenance 
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i. Base the set of components of an automated scoring engine on 
empirical research from the appropriate discipline and have as 
clear a link as possible to key aspects of the scoring rubric. 

ii. Atypical Input Detection 
1. Evaluate the robustness of the automated scoring system 

to atypical inputs at various design stages that are 
relevant to the particular use context. 

d. Automated Scoring Model Development (Building and Evaluation) 
i. Characteristics of Samples 

1. Use independent samples that are of sufficient size to 
yield accurate predictions of human scores and are 
representative of the testing population and intended 
score-use contexts to build and train automated scoring 
models. 

ii. Criterion Variable Quality 
1. Evaluate the statistical and substantive quality of the 

variables used as prediction criteria prior to using them in 
model building or evaluation. 

iii. Appropriateness of Modeling Techniques/Algorithms and 
Selection Criteria 

1. Statistical methods used to develop and select the 
statistical prediction models should be appropriate for the 
properties of the data. 

iv. Model Evaluation Analyses 
1. Model evaluation analyses should yield sufficient 

evidence that predicted scores provide an 
interchangeable proxy for human scores/judgments that 
lead to fair conclusions about test takers. 

v. Comparison of Prediction Model Performance by Subgroup  
1. To ensure fairness, evaluate the model performance for 

all relevant subgroups. 
e. Automated Scoring Model Monitoring and Maintenance   

i. Determine operational quality control procedures to monitor the 
performance of the automated scoring model both prior to and 
after the system is implemented. 

f. Implementation and Ongoing Maintenance of the Automated Scoring 
Software and Architecture 

i. The implementation and maintenance of the automated scoring 
software should follow up-to-date software industry standards 
and best practices. 

g. Utilizing Human and Automated Scores in Ongoing Quality Control 
Measures   

i. Use human and automated scores to perform quality-control 
checks and detect scoring trends. 

h. Generalizability of Automated Scoring Models   
i. Account for potential generalizations of automated scoring 

models beyond the evaluation conditions and sample. 
4. Evidence for reported scores 

a. Scoring mode and design 
i. Determining the Mode for Rating Constructed Responses   
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1. The choice of mode for rating constructed responses—
human, automated, or both—should be informed by 
several considerations. 

ii. Scoring With Human Ratings Only   
1. Carefully consider how many ratings are needed when 

scoring with humans only. 
iii. Scoring With Both Human Rating and Automated Scores   

1. Determine how human and automated scores will be 
used in combination. 

iv. Scoring With Automated Scores Only   
1. Ensure that the use of scores based solely on automated 

scoring can be supported by a validity argument. 
b. Ancillary Ratings   

i. Determine the role of ancillary ratings in score calculation. 
c. Ratings Resolution and Scoring Rules   

i. Determine how to use ratings and calculate scores. 
d. Score Transparency   

i. Ensure transparency in the procedures used for producing 
reported scores. 

5. Evaluation metrics and thresholds for decision-making 
a. Metrics for Evaluation [of constructed response scores] 

i. Selection of Metrics   
1. Select appropriate metrics for the purpose of the 

evaluation. 
ii. Use of Metrics in Human-Rater Monitoring   

1. Use metrics that are appropriate for the type of data as 
well as the quantity of available cases. 

iii. Selection and Use of Metrics in Automated Scoring Model 
Evaluation   

1. Metrics should be chosen in relationship to the validity 
argument to be developed for automated scores and the 
assessment of the statistical properties of scores. 

b. Thresholds for Evaluation Metrics 
i. Setting Thresholds for Human Scoring   

1. Thresholds for human rater evaluations should be 
determined under consideration of the metric, historical 
performance of the threshold for the metric, and empirical 
evidence. 

ii. Setting Thresholds for Automated Scoring 
1. Human rater reliability 
2. Concordance With the Human Rater True Score 
3. Subgroup differences 

iii. Guiding Questions for Setting Thresholds for Concordance 
Statistics 

1. How important is the concordance with human ratings, as 
a source of content evidence, such that the automated 
scores measure the content or construct the item is 
claimed to measure, according to its specification? 
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2. How are automated scores used in the creation of the 
final reported score and how close of an approximation to 
human ratings does this require? 

3. How much damage can be caused by construct-irrelevant 
variance or construct underrepresentation introduced by 
automated scores? 

iv. PRMSE Is Very High (PRMSE > 0.95) [Guidance] 
v. PRMSE Is Below 0.70 [Guidance] 
vi. Setting Threshold Between the High and Low Extremes 

[Guidance] 
vii. Using Thresholds for Decision-Making   

1. The way in which thresholds for metrics are applied might 
vary and, thus, the decision-making process should be 
clear and documented. 
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Example: validity for feature-based AES  

Williamson (2013) presents a detailed account of a validity argument for AES 

scoring, pre-supposing a feature-based AES scoring engine. This account states that 

backing for the AES scoring warrant has three parts (2013, page 166): 

1. “AES covers the construct appropriately” 

2. “Automated scoring models are appropriately derived”, and 

3. “Scoring is conducted so as to ensure appropriate scores” 

To show that “AES covers the construct appropriately” is to show that “AES 

measures the aspects of writing that, in the aggregate, embody the meaning of 

writing for the assessment” (2013, page 166). There are potentially a very large 

number of features in a scoring engine, each of which may be relevant to only part of 

the overall construct of writing. The features can vary in 2 important ways: 

1. They can vary in how accurately they measure the part of the construct they 

are supposed to measure. Williamson specifically notes that “some features 

may be very accurate while other features may be relatively inaccurate in 

distinguishing higher quality aspects of the feature from lesser quality aspects 

of the feature.” 

2. They can vary in the extent to which they are actually construct-relevant: in 

particular, “some being direct measures of an aspect of the construct of 

interest and others being proxies that may be marginally (or not at all) related 

to valued aspects of writing”. The fact that features may be statistically very 

useful predictors of human-marker scores, but not construct-relevant, is 

precisely why the backing needs to be clear about the extent to which 

features are construct relevant (2013, page 167).  

At a secondary level, the backing needs to show that the features in the AES system 

can represent “the full range of performance” in whatever aspect or dimension of the 

overall construct the feature is targeting (page 167). Finally, the backing needs to 

establish that the features used by the AES system represent the full construct, 

when aggregated, since “Omission, or incomplete coverage, of aspects of the writing 

construct threatens the construct representation of AES scores.” (page 168) A key 

point of evaluation is whether the features are “designed and programmed in such a 

way that they represent a truly valued part of the construct” or whether they are 

instead “statistical proxies of what is valued” (Williamson, 2013, page 170).  

Calibration of the scoring model is typically specific to the population of interest. The 

backing also requires: 

• an “appropriate” method of aggregating features 
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• establishing that “the statistical influence of features on the resultant score is 

consistent with the definition and quality of the feature” (Williamson, 2013, 

page 168) 

• calibration methods that are “appropriate” 

• a sample large enough to produce reliable results 

Williamson particularly highlights how empirical calibration of an AES scoring model 

can raise tensions between trying to meaningfully represent the writing construct at 

the same time as achieving accurate prediction of the scores from human markers: 

A feature of AES might be conceptually very important to the construct definition, 

but be poorly measured by AES. Similarly, another feature may be less important 

to the construct but measured with great accuracy and have notable variance in 

the population. (Williamson, 2013, pages 168 to 169)  

Because of this discrepancy, an empirical machine learning calibration process may 

well assign higher weighting to the less-important but accurately measured features, 

and lower weighting to those features that are important to the assessment construct 

but poorly measured. As a consequence of these weightings, the “resultant scoring 

model could have conceptually important features with little influence on the essay 

score and conceptually minor features with great influence on the score” 

(Williamson, 2013, page 169). Williamson suggests that such a model may present 

an “interesting dilemma” to those evaluating its merits (2013, page 169). 

The account presented by Williamson argues that choosing between human marking 

and AES marking means weighing up the random error of human markers against 

the risk of consistent marking by AES that systematically under-represents (perhaps 

only slightly) the assessment construct10 (Williamson, 2013, page 174). This ‘trade-

off’ is interesting to reflect upon in today’s context, since it is no longer true of some 

AI scoring approaches. In particular, some AI systems for generating scores do not 

provide complete consistency (they provide variable outputs to the same inputs) 

(Pack et al., 2024).   

 

10 “In summary, the most notable distinction between human and AES scoring is that with human 

scoring we have greater confidence in the potential for the construct to be well-represented but less 

confidence in the conscientiousness and consistency of scoring, while AES scoring may entail some 

inadequacies in construct representation but provide highly conscientious measures and complete 

consistency in the use of features to determine summary scores. In this way, a transition from human 

scoring to AES is an exchange of the random error of human scoring for systematic error of AES. 

Such an exchange may be advantageous if it can become a mechanism for better identification of 

sources of error in scoring and successful efforts to control those sources of error.” (Williamson, 2013, 

page 174) 
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