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Disclaimer:
The data in the report, including percentages are based on answers 
from 26 interviews with Trust and Safety leaders drawn from a cross 
section of platforms and digital companies. While they accurately 
reflect the views of the interviewees, they are not representative of the 
entire Trust and Safety sector due to the sample size limits. The data 
and analysis are for information only.



Technology and Trust and Safety

05

Ministerial Foreword

The Online Safety Act, which received Royal Assent in 2023, took significant steps to encourage 
safer online spaces while protecting freedom of expression. Regulation alone, however, is not 
enough to achieve our online safety objectives. Tech platforms need to be proactive in their 
approaches to preventing online harms, supported by innovators building and deploying a range 
of cutting-edge safety and security technologies. 

The UK, and our world-leading technology sector, has an important role to play in this. That’s why 
DSIT commissioned Deloitte to engage leaders from across the Trust and Safety field to develop a 
clearer picture of how Trust and Safety teams are operating now, what their priorities are for the 
future and where UK technology vendors may be able to help drive better outcomes.  

Through interviews with over 25 Trust and Safety leaders, this research collects important 
knowledge of current and future Trust and Safety requirements and generates actionable insights 
for British safety technology companies to help them better commercialise their innovations. I am 
grateful to those individuals who contributed their time and insight to make it possible and pleased 
to share the findings with all stakeholders who are – like the government - committed to securing 
safe digital spaces and experiences. 

Encouragingly, both large and small digital companies increasingly recognise the value that 
technology can provide to their Trust and Safety operations. 88% indicate they will invest in new 
T&S technology in the next twelve months, with 88% also indicating that investment levels are 
increasing steadily or rapidly. The report consequently finds great potential for British businesses 
to add significant value through the deployment of advanced and specialist tools.  

It is positive to see such a dynamic landscape with increasing appetite for innovation to meet fast 
emerging risks and new platform requirements.  However, there is still more work to be done. 
Greater awareness raising, closer collaboration on threat intelligence and targeted go-to-market 
strategies can all continue to propel the sector forward.

Given the UK’s high quality engineering talent, advanced regulatory regime and history of 
tackling online harms, I remain highly optimistic for the future. Trust and Safety teams have a 
clear opportunity to leverage British technology leadership to deliver global best practice in 
online safety, and the government and its partners remain committed to the continued raising of 
standards and ever-increasing innovation. 

Baroness Jones of Whitchurch 
Parliamentary Under-Secretary of State for the Future Digital Economy and Online Safety
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REPORT IN NUMBERS:

88% of organisations indicate 
that investment in safety technology is 
increasing steadily or rapidly.

58% of small digital companies 
choose to work with providers to develop 
Trust and Safety tools.

83% of large 
platforms currently prefer 
to build bespoke tools 
internally. 65% 

involve Trust and 
Safety teams at the 
idea phase.

Top area for outsourcing 
Trust and Safety capability is 
content moderation 

27% 

of interviewees had a good 
awareness or were very aware 
of the UK Safety Technology 
Sector.

88% of organisations intend on investing 
in Trust and Safety technology in the next 12 months.

Large Digital Companies spend from 

$100million to $5 
billion 

on investment in the function while most  
Medium and Small Digital Companies  
spent in the range of the $1-5 million.

The size of Trust and Safety 
functions varied greatly, with the 
largest being

 40,000  
and the smallest being  
10 individuals.
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Executive Summary

“Trust and Safety” (Trust and Safety) is an industry term defined by the Digital Trust and Safety Partnership 
(DTSP) as “the part of a digital service’s operations that focuses on understanding and addressing the harmful 
content or conduct associated with that service1”. 

Safety Technology companies and Trust and Safety Leaders working in the digital economy have a shared 
mission and common goal in keeping users safe online. 

Our research reveals that, despite facing hurdles to demonstrating value internally, Trust and Safety 
operations are becoming more established within tech companies. Teams are increasingly being brought 
into product development at earlier stages, with an emerging focus on improving the quality of the user 
experience. 

The process of institutionalisation that Trust and Safety is undergoing is being driven and supported by 
several factors, including increased proactive investment in technology that is either developed in house 
or purchased from third party vendors. This creates an opportunity for the nascent UK Safety Technology 
sector, and other technology vendors globally, who can fuel their own growth by demonstrating to Trust and 
Safety Leaders within platforms how they share a mission and common goal.

There are, however, headwinds impeding technology vendors from capitalising on this opportunity. Firstly, 
the safety technology sector – and the UK safety technology sector in particular – are starting from a 
comparatively low baseline in terms of awareness. Additionally, where Trust and Safety leaders are aware 
of Safety Technologies, concerns persist around enabling access to platform data that are only likely to be 
exacerbated by the rapidly evolving threat landscape. To overcome these challenges, partnerships and more 
collaborative ways of working are essential.

Below we set out a high-level summary of the research findings:

Trust and Safety is Maturing as a Function and Increasing its Impact 
52% of organisations now involve Trust and Safety at the design phase in their product development, 
while  65% of organisations involve Trust and Safety at the idea phase, indicating that safety by design is 
increasingly becoming a central ethos of technology engineering. 

This greater level of oversight and earlier engagement of Trust and Safety teams also points towards, and 
to some extent is a consequence of, how the area has become more mature. It is consequently able to 
bring greater accountability through increased coherence of the disparate activities that fall under Trust 
and Safety. The most established Trust and Safety functions within organisations have specialist sub-teams 
looking at both back-end operations including governance, data, privacy, and reporting; and frontline Trust 
and Safety operations including threat/ detections, enforcement, and resolution.  

Effective Characteristics of Trust and Safety Functions
Several features of mature and effective Trust and Safety teams emerged from our research including the 
following:

• Existence of measurement and performance frameworks to capture impact and value.

• Genuine oversight of product development to design with safety in mind.

• Possess delegated authority to make rapid decisions when harmful events occur. 

• Comprise a breadth of skills and experiences from cross-functional teams such as engineering, policy 
and legal.

1   https://dtspartnership.org/
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Hard to commercially value
Despite this greater maturity and institutionalisation, nearly all Trust and Safety teams still find 
it a challenge to quantify the commercial return on investment of their activities. Specifically, if 
investment in new tools is judged on revenue impact, it can be harder to get recognition for the 
business value of Trust and Safety and lead to questions about impact.

From our interviews, Trust and Safety can sometimes be perceived by some as a “friction” to 
normal business operations, which can then lead to a lack of prioritisation and resource allocation.

2024 can be an inflexion point for the use of Safety Technology 
2024 can be an inflexion point for greater use of third-party safety innovation with the UK Safety 
Technology sector well positioned to meet increasing demand from digital services companies for 
important safety tools. Three trends are converging to catalyse this opportunity.

Firstly, new regulations are driving up standards, delivering better outcomes, and more increasing 
transparency. 

Secondly, emerging and growing internet companies are more inclined  to fast track their Trust and 
Safety operational capabilities by buying proven tools and technologies than by adopting the in-
house development approach preferred by their established predecessors. 58% of smaller digital 
companies interviewed chose external technology solutions for key Trust and Safety tools [Figure 
15], and with UK firms already holding 25% market share in the global Safety Technology sector2 
there is an opportunity to target smaller digital companies to accelerate growth.

Secondly, the wave of new internet companies are choosing to fast track their Trust and Safety 
operational capabilities by buying proven tools and technologies. UK firms hold 25% market share 
in the global Safety Technology sector  and can target smaller digital companies as it [Figure 15] 
shows 58% of smaller digital companies interviewed chose external technology solutions for key 
Trust and Safety tools. 

Thirdly, the growing scale of threats across platforms and the  amplifying effect of generative 
AI (the ability of AI to generate content and proliferate, across mediums such as text-to-image) 
mean platforms must consider a mix of inhouse and outsourced approaches to stay resilient. For 
example, besides risks of creating harmful content, generative AI could also help protect human 
moderators by creating synthetic data to refine content detection and moderation system3, but 
most platforms are unlikely to have the specialist skills to effectively generate and assure such 
training data in house. Partnerships will be essential for securing consistent positive outcomes. See 
section 5c on Future Challenges for information about further risks in this space.

Safety Technology in the UK particularly has significant scope for growth
Companies increasingly recognise the value that Safety Technology businesses can provide to their 
Trust and Safety operations and partnering with external providers is established in the operating 
models of large Trust and Safety teams As smaller Trust and Safety teams increasingly learn 
from the models of their larger peers, there is significant scope for further growth in third party 
safety technologies.

2 https://www.gov.uk/government/news/uk-leads-the-world-in-providing-technology-to-keep-us-safe-online
3 https://www.techtarget.com/searchenterpriseai/feature/The-implications-of-generative-AI-for-trust-and-safety
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However, in terms of market penetration the UK Safety Technology sector is starting from a 
comparatively low base. 73% of respondents worked with international vendors but only 15% work 
with the UK Safety Technology sector at the present [Figure 17] although this disparity may be 
exacerbated by the fact that most respondents were based outside of the UK.

Rather than concerns about quality or capabilities, the main reason for not working with British 
firms was cited as lack of awareness, referenced by 47% of Trust and Safety leaders [Figure 16]. 
The UK industry should invest in awareness building efforts to compete alongside US peers and 
has significant opportunity to increase its overall market share.  

Perceived challenges for the Global Safety Technology sector to address
Trust and Safety leaders we interviewed are concerned with the risk of vendors having access to or 
control over data and want to minimise any risks of third parties exposing the business or users to 
data privacy issues. They are afraid that if a third party uses or stores the platforms data and was 
affected by a data breach or cyber-attack, the platforms data would be compromised. Similarly, 
there are perceived concerns of exposing vendors to confidential and proprietary business 
information and IP. 

Companies are open to greater collaboration with external Safety Technology vendors so long 
as the partnership meets their needs, reduces the risks mentioned above, and is a financially 
beneficial investment. Safety technology companies need to demonstrate they take the 
responsibility of putting data privacy, security, and ethics first. 

High levels of future investment 
88% of respondents indicated that they will invest in new Trust and Safety Technology in the 
next twelve months [Figure 13] and 88% indicate investment levels in technology are increasing 
steadily or rapidly [Figure 14]. We learn that the investment focus for platforms is on child safety 
protection, advanced detection, and AI tools to detect and remove deep fakes. 

Content moderation and other safety measures such as age verification are key areas where 
companies indicate they are willing to invest further in outsourced capabilities. Trust and Safety 
leaders expect to see a spike in investment for machine learning and AI solutions to combat 
generative AI (GenAI).
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Threats and Opportunities

With technology advancing rapidly, keeping ahead of bad actors can be very challenging. This 
again highlights the added benefit to organisations and society from increased partnership across 
the Trust and Safety industry. There has been a large increase in the past few years in Trust and 
Safety related events such as Trust and Safety Summit, TrustCon and the Global Age Assurance 
Standards Summit which has allowed for more collaboration and knowledge sharing. However 
historically there have been sensitivity reservations around speaking in public or in front of 
competitors about the challenges each platform faces. 

In a dynamic online risk landscape, there is appetite in the market for further development 
of technological solutions that can meet both existing and fast emerging platform specific 
requirements and fill internal gaps. 

Future Collaboration
Trust and Safety leaders have a high appetite to learn more about the UK Safety Technology sector. 
For digital companies with a significant UK presence, it was noted that they felt there was a lack of 
opportunity to collaborate with UK Safety Technology vendors. 

Due to a lack of information sharing between digital companies on new threats and the most 
effective tools, advancing the technologies and standard good practice processes that promote 
online safety can be difficult. 

In the future industry, Government and third-party vendors can work more closely to enable 
the exchange of Trust and Safety data and good practices in the service of raising standards and 
better innovation. 
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1. Introduction to the Research

1a. Introduction 
The internet has become an integral part of our daily lives, and with that, the need for Trust and 
Safety online has become increasingly important. Trust and Safety functions play a crucial role in 
preserving a safe internet experience for all, but the people, processes, tools, and technologies 
that underpin these functions face novel challenges in fast-paced environments. 

In this context, DSIT's Security and Online Harms Directorate commissioned Deloitte to conduct 
research to better understand the technology needs of Trust and Safety functions, as well as 
broader good practices in their management approach to tackling online harms.

Why do the research?
The objective of the research is to collect important knowledge about current and future Trust and 
Safety requirements and the evolution of Trust and Safety operations, as well as about the role 
Safety Technology is playing in developing industry good practice. From here, it should be possible 
to generate actionable insights for British safety technology companies to help them better 
commercialise their innovations and drive growth.

The research also aims to identify existing good practices in Trust and Safety teams so that smaller 
digital companies with limited resources can benefit from industry knowledge and experience. 
The study is a timely one, given that recent internet and content regulations are driving new safety 
standards online, and putting the principles of freedom of speech, democratic processes, and 
privacy in the spotlight. 

We believe this report will help contribute both to the growth of the nascent UK Safety Technology 
sector, by aligning the innovation of online safety technologies to the needs of the marketplace, 
and to the stewardship of safer online experiences for all. 
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1b. Team & Acknowledgement
DSIT and Deloitte would like to acknowledge the Trust and Safety leaders of this study who 
contributed to the development of this report through interviews with the research team. The 
team was and continues to be impressed with the dedication and commitment these Trust and 
Safety leaders and their respective organisations show in tackling the complexities of protecting 
users from the harms of the online world. 

1c. Methodology 
This report is based on data collected through interviews with professional leaders in Trust and 
Safety. The research team identified 74 companies in the sample phase who fitted the profile 
as digital services companies relevant to this study, all of whom would be considered in scope 
of the UK’s Online Safety Act. For those we had contact details for, we completed 26 interviews, 
representing 35% of the identified market. The research team undertook an initial review of 
literature relating to Trust and Safety as well as the UK Safety Technology market (including wider 
policies and legislation) to help identify companies for our sample, and to consider new language 
or models adopted by the sector to aid in identifying key industry trends. 

The research team segmented the sample into three tiers based on size. ‘large digital 
companies’ are defined as those with over 5000 employees working in Trust and Safety, 
‘medium digital companies’ are those with 200 to 5000 employees working in Trust and Safety, 
and ‘small digital companies’ are those with under 200 employees working in Trust and Safety. 
The sample split is six large, six medium and fourteen small digital companies. For the purposes of 
this research the interviewees included outsourced content moderation in their responses to the 
sizing of their teams. 

To meet the objectives of the study, our in-depth interviews covered four key areas: 1) 
Organisational Approaches within Trust and Safety, 2) Operational effectiveness, 3) Safety 
Technology, and 4) Future Challenges.

Trust and Safety activity reflects the true complexity of the online ecosystem by combining 
organisational values, structures, processes and human judgment with algorithms and technical 
architectures. As such, studying the approaches, effectiveness, opportunities, and challenges of 
in-house Trust and Safety functions with a focus on what role Safety Technology plays requires 
broad expertise and methodologies. To address this complexity and bring coherence and 
structure to the many elements, the Deloitte Trust and Safety Framework (set out in Section 3) 
and the Digital Trust and Safety Partnership (DTSP) Safe Framework4 were used as references in 
informing this research. 

1d. Sample 
The fieldwork involved 26 one-hour, in-depth interviews with Trust and Safety leaders across both 
UK domestic and international online platform and digital service companies, all of which are in 
scope for the recently enacted UK Online Safety Act5. The sample included a range of companies 
and leaders covering eleven different digital sectors [Figure 1], providing a diverse perspective on 
the Trust and Safety landscape. 

4 Digital Trust & Safety Partnership (DTSP) Safe Framework - dtsp.wpengine.com/wp-content/uploads/2021/12/
DTSP_Safe_Framework.pdf
5 UK Online Safety Act - https://www.legislation.gov.uk/ukpga/2023/50/contents/enacted

https://dtsp.wpengine.com/wp-content/uploads/2021/12/DTSP_Safe_Framework.pdf
https://dtsp.wpengine.com/wp-content/uploads/2021/12/DTSP_Safe_Framework.pdf
https://www.legislation.gov.uk/ukpga/2023/50/contents/enacted
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The interviews were conducted with Trust and Safety leaders, with both operational and decision-
making experience [Figure 2], at online companies that represent many of the key sectors in the 
digital economy, from the very largest platforms with billions of users to fast-growth scale-ups. 

What digital sector(s) does your organisation operate in?

Figure 1: Digital Sector(s)

Social
Network

17%

8%

5%

5%

5%

3%

10%
3% 3%

Virtual
Assistant

Dating

Ad Network

Instant
Messaging

App stores

Online 
Market
Place

Email

Gaming

Generative AI

Information
Services

Other

Digital
Sectors

17%

7%

17%

What position do you hold in your organisation? 

Figure 2: Roles

11%

23%

Roles

8%

Director
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Expert
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Manager
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Department

C-Suite

31%
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2. Trust and Safety as a Function 

2a. Key Takeaways

New greater regulatory compliance requirements are a core driver of recent evolutions and the greater 
institutionalisation of Trust and Safety within organisations’ operations.

Organisations are trending towards a single, centralised Trust and Safety function.

Companies break down their Trust and Safety function into several sub-teams dedicated to specific 
activities and often leverage external vendors for content moderation capabilities.

It is difficult to quantify and socialise internally the value of Trust and Safety and as a result Trust 
and Safety teams struggle to receive sufficient prioritisation in product decision making, resourcing 
and funding.

2b. The Evolution of Trust and Safety
Trust and Safety functions have existed for decades but have not been formally recognised as 
such.  The rapid expansion and scrutiny of the internet with the changing regulatory regimes that 
punctuate the Trust and Safety landscape today, have played a key role in formalising the function 
as a core feature of online platform companies.

2c. The Content Regulation Landscape 
The evolution of Trust and Safety has been heavily influenced by global legislation of online 
content and conduct, as illustrated in the above timeline. 

Our research shows that as new, significant regulation has come into effect, there are different 
demands of Trust and Safety functions relative to their platforms, and new online safety 
requirements that need to be met. 

Platform 
investment 
into developing 
policies and 
tools to detect 
violations as 
well as building 
dedicated Trust 
and Safety 
functions in 
line with new 
regulations (e.g 
DSA)

Before 2000s 2000s From 2002 2020s Today

Bespoke self-
moderation 
of content on 
web pages, chat 
rooms and instant 
messaging

Increased use of 
search engine 
optimization 
and a rise in 
monetising online 
advertisements 
created space 
for more 
malicious activity. 
Simultaneous uptick 
in regulation

The rise of 
social media 
platforms, led 
to exponential 
growth of public 
facing UGC 
(user generated 
content), and 
investment 
into dedicated 
content policy 
teams

Shift towards 
education and 
prevention. 
Focus on safety 
by design and 
accountability, 
with some 
companies 
funding Trust 
and Safety 
advisory boards 
and publishing 
regular reports
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Fundamental principles of freedom of speech, freedom of the press, rights of children, democratic 
processes and privacy are all in the spotlight, with regulations such as the EU Digital Services Act 
(DSA) and UK Online Safety Act (OSA) focusing on these as well as mass dissemination of illegal 
content and more. 

The OSA specifically reached Royal Assent on October 26, 2023, with Ofcom the independent 
regulator subsequently a roadmap setting out an implementation timeline that runs through to  
20266. 

Where Trust and Safety was historically driven by reactive approaches to user trust and brand 
protection issues, there are now societal, political, and economic pressures to conduct proactive 
Trust and Safety activities, with organisations now facing significant fines, penalties, and criminal 
sanctions for non-compliance with content regulations. 

2d. Organisational Approaches to Trust and Safety 
We asked Trust and Safety leaders to describe their Trust and Safety function, the role they play, and 
the reporting line for who ultimately is responsible for decision making when it comes to Trust and 
Safety.

Organisational Structure 
Companies are tending towards more centralised Trust and Safety functions while working 
on deeper integration into the organisation’s operations. 85% of Trust and Safety functions 
interviewed had been established for three or more years [Figure 3]. The older the function, the 
more centralised the function appears to become as shown with 54% of Trust and Safety leaders 
describing their team structure as a single centralised Trust and Safety function [Figure 4]. For 
the purpose of the research, we define centralised structures as single departments that are 
accountable and responsible for coordinating all Trust and Safety activity at a corporate level. Most 
organisations interviewed that had Trust and Safety functions established longer than three years 
described their Trust and Safety function as being a single centralised Trust and Safety function. 
Trust and Safety functions that have been established for less than three years were all operating 
as decentralised functions or organised around several functions.

What is the length of time since your Trust and Safety  
function was established?

Figure 3: Length of time since Trust and Safety  
Function was established

10+ years
27%

5-10 years
31%

3-5 years
27%

1-2 years
12%

6-12 months
3%

Less than 6 months
0%

6 https://www.ofcom.org.uk/online-safety/information-for-industry/roadmap-to-regulation

What best describes your Trust and Safety team structure? 

Figure 4: Trust and Safety team structure

A single 
centralised 
T&S function / 
organisation 
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for T&S 

A T&S capability with 
several functions 
organised around 
T&S processes (e.g. 
content moderation, 
security & privacy, 
threat intelligence, 
enforcement, etc)

A T&S capability 
with several 
functions 
organised around 
products / services 

Decentralised 
T&S with 
little/no formal 
governance 
across different 
teams

54%

23%

8%

15%

https://www.ofcom.org.uk/online-safety/information-for-industry/roadmap-to-regulation
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The relationship between how long the function had been established and the structure adopted, 
particularly for larger companies, highlights how more mature functions approach their Trust and 
Safety responsibilities methodically, dividing focus areas between specialist teams. In part, this 
is indicative of varied demands associated with larger platforms, however, it highlights how Trust 
and Safety functions develop into more centralised systems with identified divisional areas as they 
become more mature.

In the case of one platform, the current decentralised system was associated with the creation 
of pain points within the organisation. It was expressed that their vision was to become a single, 
centralised function. The current, decentralised structure was seen to cause issues around 
accountability and escalation. 

While our research confirms there is no “one size fits all” approach for structuring Trust and 
Safety functions, there is consensus on the importance of ensuring alignment and effective 
communications between different areas of Trust and Safety and the wider platform. One Trust 
and Safety leader described the key to this as “connecting team and individual impact to the group 
impact” while another working in a decentralised structure explained how they have implemented 
“various integration mechanisms between teams”. 

Given that the ways in which harmful content can proliferate on a service can widely vary per 
platform, its unsurprising that the operational response to mitigating such harms also varies and is 
difficult to standardise across different business models.

Team Structure
What is your organisation's headcount of Trust and Safety employees (internal and external)?

Figure 5: Number of Trust and Safety Employees (Internal and External)

Trust and Safety departments are commonly broken down into different teams with no 
industry standard for size and responsibilities. 

Across the companies we interviewed, one common point was that Trust and Safety departments 
are often broken down into different teams, but what this breakdown looks like in practice, varies. 
For one platform, this was a separation into four different teams: Trust and Safety operations, 
escalations, threat disruption and tooling system reports. For others, this breakdown is driven by 
both the Trust and Safety activity and the product, service, or functionality.

Trust and Safety structures are most likely to contain sub-teams organised by either severity 
of harms (frequently outsourcing high-volume / low severity harms, but retaining the complex, 
nuanced or high harms to small teams of in-house moderators) or by type of harm (e.g. abuse, 
fraud, spam). 

1-10 people 15%

11-50 people 23%

50-200people 15%

200-5,000 people 23%

5,000-20,000 people 12%

20,000-50,000 people 12%
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For larger companies with the resourcing capabilities and leadership buy-in to do so, specific 
teams are dedicated to covering a particular activity, such as content, behaviour, and identity. This 
minimises the number of trade-offs needed in prioritising user experience versus more “back-end” 
activities such as data, compliance, and privacy.

Companies have dedicated internal and external Trust and Safety employees, with content 
moderation being the core driver of external personnel. 

Across platforms the use of external vendors for content moderation is universal. Attitudes 
toward outsourced headcount, however, vary between platforms. For example, one large platform 
had triple the outsourced headcount to those internally, citing the need for external content 
moderators with expertise in varied localities worldwide where they have language abilities and 
local cultural understanding. Content moderation was identified regularly as the main requirement 
for outsourced personnel, and this preference for outsourcing was explained by one Trust and 
Safety leader as “typical as Trust and Safety becomes a more commoditised work function”.

Value Proposition
Throughout all interviews, emphasis was placed on Trust and Safety functions lacking 
adequate resources. One Trust and Safety leader expressed the view that “any Trust and Safety 
team could do with more resources”. 

Trust and Safety remains exceptionally hard to quantify in terms of Return on Investment (ROI), 
which is a common impediment to securing additional investment for expanding Trust and 
Safety capabilities. Multiple Trust and Safety leaders expressed feeling under-valued by the wider 
company, with one explaining “Trust and Safety is seen as a cost centre that must be as efficient as 
possible, but this doesn’t focus on quality”. Trust and Safety leaders raised concerns that Trust and 
Safety is perceived as symptomatic of regulatory changes and challenges, rather than an essential 
part of a business’ mission to protect its customers.

This perception of Trust and Safety, but hard to commercially value, has implications on why Trust 
and Safety teams find it difficult to secure additional resources, be involved early in the product 
lifecycle, and respond proactively to issues on the platform. 

Decision Making Power
The key decision makers of Trust and Safety and “buyers” for external vendors varies 
greatly based on the organisational structure of a platform company. We found that the 
reporting lines and decision makers of Trust and Safety vary extensively even across organisations 
with centralised functions. 

Majority of Trust and Safety leaders sat in functions directly referred to as Trust and Safety, 
while the remaining fell under the departments of legal, compliance, finance, government affair , 
information security or operations. [Figure 6].
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Where does Trust and Safety sit within your organisation?

Figure 6: Where does Trust and Safety sit

Ultimate decision-making power for Trust and Safety varies across platforms. In cases where the 
interviewee was a director or above, they themselves had ultimate responsibility for Trust and 
Safety decisions, with C-Suite, including Chief Executive Officer, Chief Financial Officer, etc) support 
required in instances of significant severity. 

Of these Trust and Safety leaders, all of them represented either a medium or small sized 
platform. Those who were part of large platforms indicated they consistently had to secure high 
levels of approvals for decision-making processes, such as escalation to Senior Directors, VPs, 
or C-Suites. This will vary not only on the structure of the organisation as a whole, such as largely 
horizontal versus vertical structures, but also by where in the organisation Trust and Safety is seen 
as “best fit”.

2e. Good practices 
We asked Trust and Safety leaders what makes an effective Trust and Safety function. Here is what 
we learnt:

Identify Key Performance Indicators: 
Trust and Safety strategy should be developed with clear measurable outcomes in mind. The 
sector would benefit from standardised measurements and performance frameworks, but where 
there are none, internal benchmarks should be identified to enable greater targeting of resourcing 
and quantification of the return on Trust and Safety investment.

Trust & Safety

Information 
Security

Operations

Finance

9%

Trust & Safety

Legal

4 %

71%

13%

Government 
Affairs

12%

8%

68%

4%
4%

4%

“Reporting needs to be holistic, and it is difficult to report across all escalation systems. We are not going to see 
transparent progress without these KPIs, and the new players will need to adopt them to give regulators what 
they want.” 

Trust and Safety Manager at multinational e-commerce company
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Prioritise team well-being
Given the extreme nature of some of the content detected on platforms and services, as well as 
the potential harms being reported, Trust and Safety teams can suffer from their frontline 
exposure. Protecting the psychological safety of Trust and Safety teams – including outsourced 
functions - is a critical enabler of being able to protect users and online communities. Giving teams 
an ability to speak openly and developing a culture of wellbeing matters.

Empowerment of Trust and Safety teams
Empowerment of Trust and Safety teams to have true oversight of product development, to 
change and shape policy and guidelines and to act quickly to safety and harmful events is a feature 
of effective teams.

Leverage a cross functional skill-set: 
Effective, more mature Trust and Safety functions will have a range of skills and competences 
engaged. Characteristics of an effective Trust and Safety function will include a breadth 
of experience.

Embed Trust and Safety from the Top-down: 
Having a safety focus in leadership is key. Trust and Safety often struggles to compete for C-suite 
attention with commercial and product considerations, however, experienced Trust and Safety 
leaders in mature platforms have an opportunity to engage C suite in the risks and benefits of 
Trust and Safety. This enables them to get ahead of problems, with earlier access to new 
developments and to win resourcing and investment from the top.

“If your team feels safe in their job security and their ability to speak openly about what's happening, they're 
going to be much more willing to take risks and innovate and do the right thing instead of just showing up 
for work.” 

Head of Trust and Safety at Online Editing App

“When people from leadership all the way to your individual frontline content moderators, are empowered to 
feel like they're decisions matter and to be able to make suggestions and give feedback and have those things 
genuinely considered, then people are more willing to be productive.” 

Head of Trust and Safety at Online Editing App

“[Ideally] A Trust and Safety team would have a dedicated engineer with a Trust and Safety background, a 
policy manager, and someone with a legal background”

Trust and Safety Senior Manager from a small Social Media Platform 

“My First CEO was engaged [in Trust and Safety], the second not at all – this makes a big internal difference.”
VP Trust and Safety at Large Platform
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3. Operational Focuses of 
Trust and Safety

3a. Key Takeaways

Trust and Safety teams focus on quality of experience and platform safety, two areas of activity that have a 
direct impact on users and their engagement with the platform and its brand.

65% of Trust and Safety teams interviewed for this research said they are consulted during a product’s 
idea phase, with this number expected to grow as organisations move towards “Safety by Design”. 

Embedding Trust and Safety within the broader culture of platforms allows for greater understanding of 
Trust and Safety activity and the value it brings, making involvement in early stages of the product lifecycle 
an easier sell and increasing effectiveness of Trust and Safety operations.

3b. Categories of Work
Given the fast-paced and constantly evolving online environment, Trust and Safety capabilities 
and technologies evolve quickly. As highlighted throughout this study, there is no one-size fits all 
approach to Trust and Safety structure, capabilities, or activities. However, for the purposes of the 
study, Trust and Safety has been split into five categories of work based on a Deloitte researched 
and developed Trust and Safety Framework [Figure 7]. The activities within each category are not 
comprehensive, but rather examples for each of the five categories.
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Figure 7: Categorisation of Trust and Safety

Platform Safety
Mitigate platform threats 
to user life, health, and 
property

Quality of 
Experience
Ensure a transparent 
and trusted platform 
experience

Identity & Behavior
Understand and 
respond to individuals 
and their intent

Data, Compliance & 
Privacy
Ensure compliance with 
rules and regulations

Fraud & Product 
Integrity
Prevent fraud and 
monetary damage of 
any kind

Safety Response 
Respond when users 
notify us that they or a 
third party are in danger; 
provide resources, 
information, and/or 
assistance.

Content Reporting
Allow users to report 
when content is 
objectionable and review 
content against our 
policies.

Abuse Investigations
Investigate if specific 
users/actors are 
misusing/abusing the 
platform and deploy 
mitigating action.

Law Enforcement 
Response
Triage and respond 
to inbound inquiries 
from law enforcement, 
including legal requests 
for user data or 
takedowns.

Product Authenticity
Identify products which do 
not exist or are materially 
different (e.g. counterfeit) 
and remove them from the 
platform.

Safety Outreach
Reach out and/or take 
action for users identified 
as potentially in danger 
to provide resources, 
information, and 
assistance.

Proactive Identification
Find content that is 
objectionable without the 
need for users to report 
individual content items.

Identity Verification
Map and verify the 
virtual identity of the 
user to an indexable real-
world identity.

IP Claims & Content 
Orders
Evaluate and adjudicate/
action user generated 
content IP/Copyright 
ownership claims and 
content takedown orders.

Review Authenticity
Identify reviews which are 
inauthentic and remove 
them from the platform.

Safety Education
Provide resources and 
information to help users 
stay safe when they 
use our products and 
services.

Policy Education
Educate users about 
terms of service and 
content policies to 
mitigate unintentional 
violations.

Know Your Customer
Based on identity and 
behavior, identify users 
who are members of 
high-risk, cohort, or 
banned organizations/
groups.

User Data Requests
Respond to and service 
user requests for personal 
data disclosure and/or 
destruction.

Payment Fraud
Identify transactions that 
are false or misleading, 
including disputes by users 
for services not received or 
not received at value.

Product Risk 
Management
Manage risks arising from 
products being offered 
in the real world (e.g. fire 
code, building/vehicle 
safety, etc.).

Spam Prevention
Prevent users from 
sending repetitive or 
irrelevant content on the 
platform.

Account Takeover
Monitor the user’s 
behavior and digital 
fingerprints to ensure 
that the user is the same 
real-world actor. Take 
action if unclear.

Privacy Policy
Build user-facing data use 
and privacy policies, and 
support evolution of those 
policies as regulations and 
practices change.

Anti-Money Laundering
Identify suspicious 
transactions and investigate 
potential cases of money 
laundering/financial crime 
occurring on the platform.

Anti-Discrimination
Identify cases where 
users are discriminating 
against others and take 
appropriate remedial 
action.

Content Verification
Validate that third party 
content is accurate and 
trustworthy (where 
violators are not looking 
for monetary gain).

Account Recovery
Handle user inquiries 
indicating that access 
to an account has been 
compromised and 
attempt to restore access 
and remediate any 
damage caused.

Privacy Audit
Audit actual uses of data 
(including partner uses) 
against those in the 
privacy policy to ensure 
user-facing privacy 
policies are adhered to.

Off-Platform Payments
Investigate reported 
transactions that occur 
off-platform to determine 
legitimacy and purpose.

Appeals & Adjudication
Manage user appeals of 
enforcement actions and 
adjudication of Trust and 
Safety disputes.

Threat Intelligence
Understand abuse 
fingerprints using on- 
and off-platform sources; 
identify problem 
actors, techniques, and 
networks.

Commercial Compliance
Comply with regulations, 
cease and desist, and local 
codes specific to products 
and services.

Refunds & Payouts
Investigate legitimacy of 
requests for refunds or 
payouts resulting from 
services provided on-
platform.

Compliance Reporting
Prepare reporting (e.g. 
transparency reporting) 
required by customers or 
regulators.

Legal Action
Take legal action and/or 
engage law enforcement 
where user abuse violates 
law and/or causes material 
damage.
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3c. Focus & Priorities
We asked Trust and Safety leaders to identify where most of their team’s time and focus is spent 
and their teams’ prioritisation of the five categories of Trust and Safety work. Focus of time within 
Trust and Safety functions was ranked on a 1-5 scale, with 1 being no time at all and 5 being all the 
time [Figure 8].

Figure 8 Trust and Safety priorities for Large, Medium, Small Digital Companies

Large Digital Companies Medium Digital Companies Small Digital Companies Average

Platform 
Safety 

Quality of 
Experience

Identity and 
Behaviour

Fraud and 
Product Integrity

Data, Compliance 
and Privacy

4.00

3.33 3.27
3.53

4.50 4.33

3.09

3.97

3.33
3.00

2.45
2.93

2.67
2.5

1.82
2.33

3.33

2.33
2.73 2.80

Companies on average spend most time focused on the quality of their user’s experience. 

When asked about where time was focused, Quality of Experience scored an average of 
3.97 [Figure 8] making it the highest priority. Typical activities carried out under Quality of 
Experience includes proactive content moderation, user reporting and appeals processes, and 
spam prevention. 

The next Trust and Safety priority is Platform Safety, ensuring users aren’t exposed to 
harmful content or conduct and that users are provided tools to support a trusted and safe 
platform experience. 

Activities that reduce the growth rate of bad actors and mass dissemination of harmful content by 
imposing additional checks before platform access is approved or content is uploaded, reinforces 
why Quality of Experience is the number one priority. 

Identity and Behaviour work includes a lot of proactive measures such as age assurance, account 
verification, and more ‘context’ around individual users. Age Assurance and Verification are both 
requirements within the new corpus of regulation that is hugely impacted by digital identity 
measures and their importance will increase in the future depending on how rigorously regulation 
is enforced.

Data, Compliance and Privacy work may be attributed to the regulations of the DSA, OSA and 
GDPR. In practice this most likely means that platforms have been focused on the impact of new 
regulation, an example of which is the preparation of data for the first ‘transparency report ’ cycle.
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Fraud and Product Integrity is often managed outside of  
Trust and Safety.

58% of interviewees identified Fraud and Product Integrity activities 
as either being in a distinctly different team, operating out of a 
different part of the business, or a function sitting in parallel but 
separate to Trust and Safety [Figure 9]. 

One interviewee explained “there is a separate product area doing all 
of the payments and marketplace activity”. This helps explain why less 
time was spent on these activities, given the assumed importance 
of mitigating fraudulent behaviours on platforms. 

Fraud and Product Integrity is not part of a classic ‘content 
moderation’ operation as it often requires more specialist financial 
or legal input, experience working in financial crime and with law 
enforcement. The separation of fraud and integrity into a separate 
area or team outside of Trust and Safety may reflect the changing 
regulatory landscape which ties back to Fraud and Product Integrity’s low scoring in [Figure 8]. 

3d. Stages of Trust and Safety Involvement
We asked Trust and Safety leaders when and how are they involved in the lifecycle of a new product.

52% of organisations involve Trust and Safety teams at the design phase and 65% of 
organisations involve Trust and Safety teams at the idea phase [Figure 10].

Figure 10: When is Trust and Safety consulted in the product lifecycle

There is wide split in the stages of engagement for Trust and Safety functions, with a majority 
spread between the idea phase and the pre-deployment phase. Consultation of Trust and Safety 
teams at the idea stage is a relatively new phenomenon.

For those consulted at the pre-deployment phase, one noted “culture clashes, making it a challenge 
to educate engineers and encourage earlier Trust and Safety engagement”. Those who identify this 
phase as the most typical point of Trust and Safety engagement highlighted a desire to be brought 
in earlier, and that pre-deployment was too late.

At the idea phase, one Trust and Safety leader stated that “it’s getting better, 75% of the time we are 
brought in at the idea phase”, while another interviewee explained their Trust and Safety function is 
involved during all phases listed and this works well.

Figure 9: Where does Fraud and Product  
Integrity sit within the organisation
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3e. Good Practice 
We analysed Trust and Safety leaders’ 
responses to operational focuses and how they 
found this impacted effectiveness of operations. 
Here is what we found:

All platforms recognised that the earlier the 
Trust and Safety function was engaged in 
product development, the better. This concept 
of safety by design7 is becoming more common 
practice.  As our research sets out in section 2, 
having credibility, leaders, and a track record to 
have a voice in product design is an aspiration 
for most current Trust and Safety teams. 

This was caveated with two Trust and Safety leaders highlighting that between the idea and design 
phase was a “sweet spot”.

“Many [of our] products don't have a significant safety exposure and also at the idea phase, it's 
honestly not necessarily worth the investment of time; the team has limited resources”

VP of Trust and Safety at dating service company

To facilitate this shift towards a safety by design approach, the key enabling activities identified by 
interviewees were related to building strong relationships across teams, particularly with 
engineering and those closest to product development. To better support these relationships, it is 
important to socialise the value of Trust and Safety throughout an organisation.

7 https://dtspartnership.org/wp-content/uploads/2023/07/DTSP_Trust-Safety-Glossary_July-2023.pdf

Safety by design is an approach to the design and 
development of digital products and services that centers 
user safety and rights during the product design and 
development phase. 

Safety by design is a preventive and proactive approach 
to minimising online threats by anticipating, detecting and 
eliminating harms before they occur. 

Conceptually, safety by design follows parallel efforts such as 
“privacy by design” and “secure by design” which have taken 
root in international standards and industry practice.

“Previously, it used to be around the pre-deployment phase, [but] now we’re more involved in the 
design phase and we are pushing for the idea phase”

Trust and Safety Director at education technology company

“We are involved at all phases, due to our scaled operation. We [engineering and Trust and Safety] set 
goals together”

Global head of Trust and Safety at online media repository
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4. Technology & Innovation 

4a. Key Takeaways

While a majority of large platforms build bespoke technology internally due to data and privacy concerns, 
smaller platforms rely on and work closely with safety technology vendors 

Content moderation is the key area where companies invest in outsourced capabilities. 

Companies signal strong appetitte and intention to invest in Trust and Safety Technology in the future 

There is high interest in the UK Safety Technology sector with 72% of Trust and Safety leaders indicating 
interest in attending a UK Safety Technology event, 70% interested in a regular newsletter and 65% 
interested in joining an online community focused on the UK technology sector. 

4b. Investment in Trust and Safety Operations
We asked Trust and Safety leaders to share data on current investment within Trust and Safety 
operations as well as third party technology vendors. This is what we found:

Figure 11: Annual expenditure on Trust and Safety  
operational capability in general
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20%
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33%
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20%

50%
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20%

40%

50%

40%

Figure 12: Annual expenditure on third party 
Trust and Safety support
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Our research shows that platforms are currently investing significant capital sums into funding 
their Trust and Safety operations. 

Large Digital Companies are spending at least $100million annually [Figure 11]. There are differing 
preferences in where to spend a typical Trust and Safety budget, especially among Large Digital 
Companies, whereby some opt for substantial financial investment in vendors [Figure 12]., while 
others prefer to leverage internal resources. 

Similarly, to the findings in Section 2, when asked about expenditures on external support there 
was consensus that vendor contracts are most frequently used for outsourced human content 
moderation..

Another area identified for outsourcing was platform safety. One Large Digital Company 
highlighted that their considerable investment of $100 - $500 million is to ensure the effectiveness 
of their safety measures.

4c. Investment in Safety Technology
We interviewed Trust and Safety leaders to understand the current  
scope and future appetite for investing in Safety Technology.

There is an increasing rate of investment in Safety Technology 
amongst a large proportion of platforms. 

88% of the online companies in our research indicated their 
intention to invest in new technology in the coming year [Figure 
13]. When asked about the trend for investment levels year on 
year, 88% of Trust and Safety leaders indicated increasing levels of 
investment in Safety Technology [Figure 14]. 

Two of the key areas of investment in the next 12 months are 
child safety protection and automation for proactive abuse 
detection, meaning intercepting threats prior to any user 
being exposed to harm. 

“[We invest in] some of the safety enforcement operations and quality operations, but as you get to 
things that are more close to our own infrastructure, we are less willing to outsource”

VP of Trust and Safety at multinational technology company

“Safety is core to our external messaging…I’d argue stability is a higher bar than safety”.

VP of Trust and Safety of internet technology company

T&S Investment

88% 12%

Yes No

Will the organisation invest in new Trust and 
Safety technology in the next 12 months?

Figure 13: Trust and Safety Investment in the next 
12 months
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Given the recent regulatory focus on content related harms with 
the EU Digital Services Act, and the specific focus on child safety 
with the UK Online Safety Act, this is not surprising and aligns with 
the trend of regulatory compliance as a key driver of Trust and 
Safety activities.

Recent developments in generative artificial intelligence (GenAI) 
were identified as being a driver for a specific focus and investment 
phase in machine learning tools and AI solutions that combat 
harms generated by GenAI, such as detecting and enforcing 
against deepfakes. 

Several companies suggest that they expect to see a spike in 
investment for machine learning and AI solutions to combat harms 
generated by GenAI, while others were already investing in either 
the development of internal AI tools, or off the shelf AI tools from an 
external vendor. As outlined further on in Section 5, Gen AI is a key 
organisational challenge for Trust and Safety teams so the focus 
and investment in solutioning for this is expected in the coming 
12 months. 

4d. Approach to Safety Technology
We interviewed Trust and Safety leaders to understand common strategies for Safety Technology 
and tools implementation and the main drivers behind these approaches.

What is your organisation’s approach when putting in key Trust and Safety tools?

Figure 15: Approach to key Trust and Safety technology and tools

“[Currently], we may use general purpose services AI to build solutions internally, I may get access to 
different AI vendors for benchmarking, but the actual AI developed is [done] in house.”

Trust and Safety Manager at e-commerce company
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Figure 14: Trend in investment
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Digital companies, particularly those of scale, choose to invest in building bespoke 
technology solutions.

58% of platforms prefer to build Trust and Safety tools internally to support their infrastructure 
and future Trust and Safety operational requirements [Figure 15]. Large and Medium Digital 
Companies highlighted a similarly strong preference of 83% and 66% respectively for building 
bespoke tools internally. Although Small Digital Companies also indicated a bespoke preference, 
but this was weighted similarly to them choosing to collaborate or partner with vendors to create 
bespoke tools and to buy off the shelf. This represents an opportunity the Safety Technology 
sector to capitalise on as small and medium digital companies depend more on effective 
technologies provided by the marketplace.

The are a number of common reasons to build Trust and Safety tools internally:

Data & Privacy Concerns: Trust and Safety leaders are concerned with the risk of vendors 
having access to or control over data and want to minimise any risks of third parties exposing the 
business or users to data privacy issues. Similarly, there are perceived concerns of exposing 
vendors to confidential and proprietary business information and IP. 

Bespoke Requirements: Many Trust and Safety leaders felt most vendor products on the 
market require a level of tailoring to fit the needs of individual platforms, which increases the cost 
and development time. One interviewee explained that as platforms grow, it becomes harder to 
integrate off the shelf tools.

While building bespoke is the most common method, companies do currently buy, collaborate, or 
partner and there is clearly identified benefits in doing so. 

Not only can it be a cheaper and quicker solution, but it also supports further standardisation 
of operations and knowledge sharing across the industry. As described in the next section, 
companies are open to greater collaboration with external Safety Technology vendors so long as 
the solution meets their needs, mitigates the above risks, and is a financially beneficial investment. 

4e. Working with the UK Safety Technology Sector
We asked Trust and Safety leaders to describe their awareness of the UK Safety Technology sector, 
where applicable their experience working with the sector, areas they would be willing to work 
further, and any reasons behind these answers. 

“Whenever you're working with the vendor, usually you have to expose some type of surface or API 
which gives an opportunity for a leak […which] can lead to fines and implications.”

VP of Trust and Safety at multinational social media platform

“At a certain maturity you have a better ability and expertise to build bespoke”.

VP of Trust and Safety at a large online game platform
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Figure 16: What is the level of awareness of the UK Safety Technology Sector

Very aware of the sector

No awareness

49%

12%

12%

12%

15%
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aware

Heard of / no involvement
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Figure 17: Do you use technology vendors to support  
Trust and Safety operations? Are they UK Based? 

Limited Sector Awareness
88% of respondents had at least heard of the UK Safety Technology sector, with 27% saying they 
had a good level of awareness or were very aware. For those without an awareness of the UK 
Safety Technology Sector,  it is important to note that several of interviewees are based in or work 
for organisations that are headquartered in the US. [Figure 16].  

Where organisations had a strong UK base, there is more understanding of what is going on in the 
market. For some of those with a significant UK presence, it was noted that they felt there was a 
lack of networking or connection from UK Safety Technology vendors.

Trust and Safety teams do not often work with UK Safety Technology vendors which is 
driven by a limited awareness of UK vendor capabilities. Only 15% of those we interviewed 
confirmed that they were currently working and held contracts with UK technology vendors 
[Figure 17] and 47% cited a lack of awareness of third-party services as the key driver for this 
limited engagement with the sector [Figure 18].  Some respondents may also already be working 
with UK vendors without being aware. 

Figure 18: Reasons for not working with the sector
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15%
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“There are some very good [UK based] vendors, I just had no knowledge they were based in the UK. UK 
based vendors don’t brand themselves as a UK based company”.

VP of Trust and Safety at multinational Social Media platform
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Engagement
34% of the Trust and Safety leaders interviewed had a positive or very positive experience working 
with UK technology vendors, while only 16% have had a negative experience. This was attributed 
to the UK vendors’ ability to fill knowledge gaps and meet specific needs [Figure 19].

Figure 19: Experience of working with the UK Safety Technology Sector

Very positive

Somewhat positive
50%
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12%

19%

15%
Neutral

Somewhat negative
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Opinions on the technical suitability of UK based technology vendors was dependent on two 
key factors: awareness of the vendor’s existence and platform-specific requirements. Where 
there is good awareness of the sector in more general terms, perceptions of the UK sector are 
relatively positive.

In instances where awareness of the sector was driven by specific platform needs, there were 
some observations that the UK sector was not suitable for individual demands.

Interviewees identified two reasons why they did engage with the sector: either to enhance 
the delivery of Trust and Safety operations, or to support technical knowledge and fill internal 
technology gaps.

Of these two reasons, majority indicated that their reason for 
engaging with the sector was to enhance the delivery of Trust and 
Safety operations [Figure 20]. 

These findings emphasise that there is appetite in the market for 
further development of technological solutions that can meet 
platform specific requirements and fill internal gaps, all while 
enhancing operation and managing any third-party related risks.

“The knowledge around Trust and Safety and the focus of UK technology on social media threats 
made this a positive experience.”

Senior Manager in Trust and Safety at small social media platform

64%

36%

Enhanced the 
delivery of trust 
and safety 
operations

Supported technical 
knowledge/fills internal 

knowledge gaps

Figure 20: Reasons for working with the sector
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Opportunities for Growth 
We asked Trust and Safety leaders to identify to what degree would they be willing to outsource 
each of the five categories of Trust and Safety work. Focus of time within Trust and Safety functions 
was ranked on a 1-5 scale, with 1 being none of the capability and 5 all of the capability [Figure 21].

Figure 21: To what degree would you be willing to outsource the following Trust and Safety capabilities

When asked specifically what work teams would be willing to outsource, there was a 
willingness across all categories, but with a particular willingness towards Quality of 
experience [Figure 21].

On average, Quality of Experience is the highest priority for organisations [Figure 8] and where 
organisations are most willing to outsource [Figure 21]. However, larger Trust and Safety teams 
are less willing to outsource capabilities to third parties, especially when it comes to the priority 
areas of Platform Safety and Quality of Experience. This is likely due to large Trust and Safety 
teams having more access to resourcing and investment to solution in-house for those areas 
deemed priority, whereas smaller teams are faced with more opportunity costs and therefore 
more willing to use investment to instead outsource solutions for priority areas. 

Data, Compliance, and Privacy is where companies are least willing to outsource, likely driven by 
the perceived risks of data and information sharing with third parties. 

A willingness to further outsource highlights that there are downsides to building internally. 
This is true not just for individual organisations, but the industry as a whole. In the absence of 
agreed best practices, information sharing, and standardisation across companies, advancing the 
technologies and processes that promote online safety can be difficult.

For the UK Safety Technology industry specifically, there is significant room for growth 
given Trust and Safety leaders’ interest in learning more about the sector’s products 
and services. When asked to rank their level of interest in keeping up to date with the UK Safety 
Technology sector, the majority of Trust and Safety leaders were either interested, in receiving 
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updates on the sector or joining online communities, with many also interested in attending events [Figure 22]. This 
highlights further that there are benefits to outsourcing, a willingness to do so, and the growth potential for the UK 
Safety Technology sector given that Trust and Safety leaders who may not be aware of the UK sector currently are very 
open to interacting if given the right opportunity or medium.

Figure 22: Interest in receiving regular updates/newsletters about the UK Safety Technology Sector
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5. Organisational Challenges 

5a. Key Takeaways

On average, Development was considered the most challenging part of the Product Lifecycle

50% of Medium Digital Companies consider Improvement the most challenging part of the Product 
Lifecycle

42% of Small Digital Companies consider Enforcement the most challenging part of the Product Lifecycle

AI and election related harms were identified as the top two threat vectors causing concern for Trust and 
Safety leaders right now. 

5b. The Product Lifecycle 
Our research has shown that all companies find all categories of the DTSP Safe Framework  
challenging in their own way but it is interesting to note that the greatest challenge for large, 
medium and small companies varies as highlighted below:

Figure 23: Greatest Challenge within Product Lifecycle

Development 
36% of Trust and Safety leaders state that Product Development is the part of the product 
lifecycle that is the most challenging [Figure 23].

When asked why, Trust and Safety leaders said that new products can introduce new threat 
vectors which are challenging to predict and solve for at an early stage. Furthermore, due to a lack 
of knowledge sharing across the Trust and Safety industry, it is difficult for scalable solutions to 
exist for new threat vectors which again makes the development phase the most challenging. 

With increasing regulations impacting both Trust and Safety functions and engineering teams, 
there is presently an increased focus on both governance and compliance.  

As the industry moves towards Safety by Design, Trust and Safety organisations such as DTSP 
and the Trust and Safety Professional Association (TSPA) will share risk assessments and audit 
outcomes, leading to increased emphasis on Trust and Safety in development as a regulatory 
compliance control.

Large Medium Small Average

Development Governance Enforcement TransparencyImprovement

50% 50% 50%

29%
26%

42%

26%

33% 36%

29%

12%
17%
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Accountability is critical but as pointed out by Trust and Safety leaders in our study, sometimes 
risks are ignored or missed during the development of a product. 

Governance 
50% of Large Digital Companies, considered Governance activities as the greatest challenge 
[Figure 23]. Given large platforms often have multiple products, services, features and likely wider 
global operations, this adds additional complexities to managing Trust and Safety such as global 
linguistic nuances and increased user volumes. 

New regulations often include tiered requirements in that most of the regulator scrutiny and 
obligations enforced upon larger organisations. For companies designated as Very Large Online 
Platforms (VLOPs) or Very Large Online Search Engines (VLOSEs) by the European Commission per 
the EU DSA, the added requirements place additional challenges on governance, particularly in 
this first (2024) and second year (2025) of compliance.

While governance appears challenging for our larger platforms, when we turn to the operating 
model of our smaller platforms, we can see how there is less internal red tape and barriers 
to communication amongst teams which can often aid in the ease and speed of the firm’s 
governance framework management.

Enforcement 
42% identified Enforcement of policies and regulations as the greatest challenge facing 
Small Digital Companies [Figure 23]. Given the size of the organisation, this can often lead to 
more internal red tape to add new policies, and train staff, as well as difficulties obtaining the 
funding necessary to build advanced detection and enforcement capabilities.

Advanced Detection is an enforcement challenge consistently identified across all sizes of 
organisations, citing difficulties in securing sufficient and ongoing data necessary to train machine 
learning models. 

Improvement
50% of Medium sized Digital Companies identified Improvement as a key challenge area 
[Figure 23]. 

Resource Allocation was a commonly identified challenge in Trust and Safety. With a stretch on 
resourcing comes trade-offs to make within companies as to where to prioritise staff time. As 
organisations invest in technology over the next 12 months, we expect this challenge to correct as 
manual processes become further automated. 

Effectiveness Testing is another challenge as some firms must test live in production due to the 
large unviable costs of having a user access testing (UAT) environment. 

“Challenges span multiple team functionalities and understanding who is the key can be a challenge.”

VP of Trust and Safety of large internet technology company

“..you actually have to not just draw lines in the sand but enforce them consistently with a mixture of 
humans and AI in order to be able to scale it.”

Head of Trust and Safety at Online Editing App
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Transparency 
While identified as the least challenging area within the Product Lifecycle, this is not to say 
challenges do not exist within Product Transparency. If we look to the EU DSA, we find that it 
enhances transparency and facilitates “scrutiny over content moderation decisions”. 

Regulated platforms are now required to submit data to the European Commission to inform 
the DSA Transparency Database which “allows [the public] to track the content moderation decisions 
taken by providers of online platforms in almost real-time. It also offers various tools for accessing, 
analysing, and downloading the information that platforms need to make available when they take 
content moderation decisions, contributing to the monitoring of the dissemination of illegal and harmful 
content online."8  

It can be a challenge for teams to identify and obtain appropriate data, especially where data may 
need to be localised, such as EU specific data versus UK data. As global regulatory regimes 
continue to require companies to produce data, a key consideration for organisations is whether 
there is the necessary data infrastructure within each company in place to support efficient and 
timely production of regular reports and responses to notices, regulatory Requests for 
Information (RFIs), and future audits.

5c. The Future
We asked interviewees to identify any key areas of concern in the present and near future. There 
were a few common trends:

AI and election related harms were identified as the top two threat vectors causing concern 
for Trust and Safety leaders right now. 

Artificial Intelligence
The rise of AI is both daunting and exciting for Trust and Safety functions and their leaders. It can 
potentially unlock new ways of combatting threats, but it is also a source of risk itself. AI powered 
technology adds to the complexity of the online risk landscape and makes identification and 
prevention of harmful content significantly more challenging. The Internet Watch Foundation (IWF) 
has said that AI is being increasingly used to create child sexual abuse imagery online.9 

The recent proliferation of GenAI brought out the threats of deepfakes and Large Language 
Models (LLM). Deepfakes, in particular, pose an alarming threat to society as they are capable 
of spreading misinformation and changing the truth. LLMs are powerful language models that 
generate general-purpose language. However due to its generative aspect, it can also be a risk for 
people if used with ill intentions10. The most concerning aspect of these GenAI based threats is the 
high volumes of malicious content the technology can produce in a short period of time.

8 https://transparency.dsa.ec.europa.eu/
9 https://www.iwf.org.uk/about-us/why-we-exist/our-research/how-ai-is-being-abused-to-create-child-sexual-
abuse-imagery/
10 https://arxiv.org/abs/2402.04373v1

“[There is] lack of transparency or insight into what's happening behind the scenes and why a decision 
was arrived at, which flows from governance. If you have a single threaded leader with 10 or 20 years 
of experience in safety and regulatory issues, it might be easier for them to flow transparency to the 
end user leading from the front”.”

Trust and Safety Manager at multinational e-commerce company 

https://transparency.dsa.ec.europa.eu/
https://www.iwf.org.uk/about-us/why-we-exist/our-research/how-ai-is-being-abused-to-create-child-sex
https://www.iwf.org.uk/about-us/why-we-exist/our-research/how-ai-is-being-abused-to-create-child-sex
https://arxiv.org/abs/2402.04373v1
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Looking to the positive use case of Gen AI in Trust and Safety “this could be a really nice thing, 
because it means that some of the most janitorial jobs of content safety and Trust and Safety 
could be finally automated.” There is an expectation that implementing new and emerging 
Generative AI (GenAI) tools enhances the effectiveness and competitiveness of organizations11. 
According to forecasts, enterprise spending on GenAI will increase by two-fold in 2024 and grow to 
$151.1 billion by 202712.

As companies look for ways to leverage the benefits of Artificial Intelligence in combatting external 
threats, strong governance will be needed to mitigate any internally sourced risks and ensure 
compliance with any AI legislations such as the EU Artificial Intelligence Act13 that is likely to come 
into force by 2025. 

Elections and Distrust 
Over 60 national elections – including in the US, European Union, India and the UK –  either have 
occurred already in 2024 or are due to occur later in the year. In advance of these elections, 
concern emerged about how AI may increase the risk of election mis and disinformation due to its 
capability to create highly targeted and personalised messages or imagery which can be difficult to 
detect and pose a societal risk to public security and global election integrity. This was reflected by 
many of the interview respondents for this survey. 

11 https://hbr.org/2024/03/research-how-different-fields-are-using-genai-to-redefine-roles
12 https://www.idc.com/getdoc.jsp?containerId=prUS51572023
13 https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligence-act-meps-
adopt-landmark-law

“Content that is AI generated is harder to detect because the quality of AI generated content is 
improving all the time so it's hard for a human to even spot it…But actually the real threat is the 
volume with which they can generate content.” 

VP of Trust and Safety at multinational social network platform

“On the technology side, this is the year of elections, there is a risk in Gen AI’s ability to create, within a 
few automations, deepfake material and our current low capability to discern whether something has 
been manipulated, which has the capacity to significantly ramp up the amount of disinformation on 
the platform.”     

Ex VP of Trust and Safety at a multinational social network platform

“Disinformation in an election year is high on the agenda and Trust and Safety needs to become more 
sophisticated.   We need world class software to find abnormalities and with increasing sophistication 
in manipulated content, we are going to need more.”    

Technical Expert in Technology and AI

https://www.idc.com/getdoc.jsp?containerId=prUS51572023
https://hbr.org/2024/03/research-how-different-fields-are-using-genai-to-redefine-roles
https://www.idc.com/getdoc.jsp?containerId=prUS51572023
https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligence-act-meps-
https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligence-act-meps-
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Additional Challenges
Moderating Content: Content moderation can often be a subjective activity and in the absence 
of legal definitions, identifying content can be difficult. For global organisations operating under 
differing legal frameworks, many of which are principle based, the onus considering cultural and 
linguistic nuances, inferring user intent, all while balancing users’ fundamental rights, such as 
freedom of speech, is complex. Trust and Safety teams are tasked with defining and enforcing 
polices that protect users, but especially with content, must manage this alongside the risk of over 
controlling the user experience and creating a too-highly governed and oppressive space.

Regulatory Fragmentation: Given the rising number of legislations impacting Trust and Safety 
teams in the last couple of years, it can be challenging to integrate various regulatory regimes 
successfully. Due to the complexity and divergence across global regimes, as well as the often-tight 
timelines for compliance, it is hard to integrate cross-regulatory compliance at the product level 
and solve for scalable and enterprise-level compliance. Trust and Safety teams unable to solve for 
this issue face non-compliance with these laws which can lead to significant fines and penalties, 
business disruptions, and create reputational damage. 

Scaled International Fraud: Interviewees identified a rise of sophisticated financial scams 
that are exploiting platforms, increasingly operated by well-funded criminal organisations. This 
is another opportunity for cross-collaboration across the industry and beneficial use of GenAI 
to remediate and disrupt these types of harms. As mentioned in section 3, Fraud is often an 
area managed outside Trust and Safety so where this harm impacts Trust and Safety teams, 
organisations should consider how to collaborate with the teams managing fraud and/or absorb 
fraud into the Trust and Safety function where it is organisationally effective to do so, else 
these financial scams may not be effectively remediated and disrupted in a way sufficient to 
protect users.
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6. Key Takeaways & 
Considerations  

KEY FINDING 1
Platforms recognise the value technology businesses offer and increasingly require 
support from Safety Technology vendors, both to scale-up and to sustain large Trust and 
Safety operating models.

All platforms innately have some degree of risk that online harms will happen on them, and Trust 
and Safety teams are constantly having to face and respond to evolving and emerging threats. 
Resourcing is consequently a challenge, and this will be increased and amplified if there is:

1. Not enough product or engineering capacity to build automated in-house solutions for Trust 
and Safety requirements.

2. Too few Trust and Safety staff to simultaneously deliver and continuously improve Trust and 
Safety operations

3. Concerns over risks on data, IP and privacy issues associated with outsourcing to safety 
technology vendors, particularly where platforms are large. 

Smaller platforms, with limited budgets, have smaller Trust and Safety teams of fewer than 10. 
They directly compete for resources (e.g. product, engineering) with commercial functions that can 
more easily demonstrate ROI and/or business growth. Safety technology vendors can help bridge 
this capability gap.

With a larger scale of operation comes a greater level of Trust and Safety activity, at the same 
time as increased pressures on product and engineering teams to both design new solutions and 
continue to run existing solutions. 

Although building bespoke appears highly sought after if internal resources are available, 
standardisation across the Trust and Safety sectors suffers as a result. UK technology vendors can 
look to build standardised Trust and Safety products that can be used by multiple platforms. 

For example, a standardised age verification tool or on-device protection systems available on app 
marketplaces for platforms who do not have the functional capability to build bespoke. 

This creates opportunities for vendors to build tools that not only support companies’ operations, 
but for tools such as age-verification, support wider regulatory compliance obligations as well. 
Standardised tools, acknowledged to be of quality, would benefit the vendors, the companies, the 
regulators, and most importantly, the users of the platform service.
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With threats evolving faster than in-house teams can respond, safety technology vendors 
can bridge this agility and resourcing gap.

CONSIDERATION

Platforms need to be ready to outsource and can leverage the output of risk 
assessments to identify priority areas to implement further controls and mitigations. 
Larger platforms, with more existing technology products to run, can be less agile at 
developing new solutions to address new challenges. 

The largest platforms are also ‘totemic’ targets of public scrutiny, and attention from 
regulators. This is due to the industry being new with many regulations being “first of 
their kind”. How these larger platforms respond is in the public eye the most and creates 
the public image of Trust and Safety. This also heavily influences the direction the 
industry heads towards. 

This gap between high risk, and strained resource represents an opportunity for UK 
Safety Technology vendors to position themselves as agile, with additional resources to 
help platforms better mitigate harms and achieve more trusted experiences for users.

While smaller or newer platforms may escape higher degrees of scrutiny, they are not 
necessarily less likely to host harmful content. There was acknowledgement that there 
were certain small companies that were recognised as having a higher risk despite 
being smaller in size due to nature of their platform. The gap between risk and resource 
presents a key opportunity for UK Safety Technology vendors to position themselves 
as business accelerators, since safety will inevitably be part of future scale-up 
conversations. This is especially true where platforms are looking to develop user bases 
in the regulated UK or EU markets.

While some larger platforms, as required by regulation, will publish publicly the results 
of risk assessments, UK Safety Technology vendors can also leverage industry events to 
hear from Trust and Safety leaders about the gaps in the market. For example, our team 
attended the UK Trust and Safety Summit14 in March and identified a common challenge 
and industry gap of hash matching for unknown illegal content like CSEA material, with 
current methods of detection lacking the accuracy to avoid falling foul of freedom of 
expression issues.

KEY FINDING 2 
An accommodation of perceived concerns on data, IP and privacy can reduce barriers to 
commercialisation and accelerate growth of the UK Safety Technology sector.

Irrespective of scale or maturity level, platform leaders recognise the value of outsourcing. For 
smaller platforms it enables greater internal focus on core growth activities; for larger platforms it 
prevents the demand for new Trust and Safety tool delivery outpacing available resource, reduces 
product time to impact, and transfers product lifecycle risks.

While all platforms are prepared to outsource some part of their Trust and Safety operations, 
especially in capabilities in Quality of Experience and Identify and Behaviour, our research 
shows that many are put off by perceived concerns around risks to data, IP and privacy. In part, 
this is because platforms are more familiar with traditional regulations than they are with more 
recent online safety regulations and platforms are keen to control the extent of their transparency.

14 https://www.ft.com/content/0597a834-c101-4d01-893d-87c2eca122c9

https://www.ft.com/content/0597a834-c101-4d01-893d-87c2eca122c9
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CONSIDERATION

The study suggests that those Safety Technology vendors that address platform data, 
IP and privacy concerns as a priority in their solutions will receive better commercial 
outcomes and return on investment (ROI). Reassuring platforms of vendor ability to 
handle sensitive data with consistency and confidentiality, can alleviate these concerns 
and open more collaborative opportunities. At the same time, vendors can link 
their value proposition to keeping platforms compliant with the most recent online 
safety regulations.

KEY FINDING 3
Trust and Safety operations are presently hard to commercially value; external scrutiny 
and greater institutionalisation can be a catalyst for change.

Effective Trust and Safety operations reduces the number of online risk events over time. Our 
study confirms that this inverse relationship (‘tracking negative activity’) limits the ability of 
platform Trust and Safety teams to readily quantify ROI to internal decision-makers.

As a result, Trust and Safety teams have difficulty competing for shared resources (particularly in 
smaller platforms), against other functions that can more easily demonstrate commercial ROI. 

Trust and Safety professionals that are consulted earlier on in the product lifecycle have created 
more Trust and Safety value. The most impactful point at which Trust and Safety teams are 
brought into the picture is the Ideation phase; yet still 35% of platforms do not do this this, 
indicating that Trust and Safety as a function, is still both misunderstood and undervalued.

This issue does not appear to improve with platform size; however, two things do change at scale. 
Firstly, the number of online harm events increases, and the impact on growth metrics becomes 
more obvious; secondly, with size comes increased scrutiny, and therefore greater regulatory and 
reputational risk. 

Prior to recent regulations, Trust and Safety could best be described as a ‘supporting function’. 
However, recent online safety and content regulations have been instrumental in demonstrating 
how Trust and Safety operations provide valuable risk mitigation and controls. New regulations 
should give Trust and Safety a clearer mandate as a strategic function within platforms.
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CONSIDERATION

With new regulations having a fundamental impact on the perception of Trust and 
Safety, we recognise government efforts as a positive catalyst for change. We believe 
that linking safety to user confidence (and therefore platform growth) is a stronger 
business case to improve safety for platforms of all sizes. 

At present, platforms are obliged to release transparency reports under the terms 
of the EU’s Digital Services Act, but there is no cross-industry reporting framework or 
destination that provides comparative insights to help users make informed choices.

The establishment of a widely-accepted publication, could provide comparative 
performance indicators across a series of (non-contentious) metrics, either provided by 
platforms directly or derived from transparency reports. The Home Office is currently on 
the board at GIFCT (Global Internet Forum to Counter Terrorism) and its Transparency 
Report15 although on a smaller scale can be replicated on a national level across issues 
and platforms. 

As the industry formalises, we also recommend further professionalisation of the Trust 
and Safety sector through the use of standardised trainings and potential qualification 
pathways. We expect this to provide Trust and Safety professionals with a greater sense 
of professional accountability within the sector like lawyers and accountants who have 
duties to provide for their clients but also to uphold professional standards.

KEY FINDING 4
Platforms are underprepared for the threat of Generative AI. A potential white space for 
British firms. 

Generative AI was cited as a future threat vector by 21 of 26 interviewees. The study suggests it 
poses a threat in three main ways:

• It can be virtually zero-cost to produce AI content, whereas Trust and Safety response 
always attracts a cost, and is generally less agile. So Generative AI can overwhelm content 
moderation systems (particularly those reliant on human input) in terms of volume, 
velocity, and vector (medium of content e.g. image, text, audio).

• Where complicated policies exist (highly nuanced or not outcomes-focused), Generative 
AI can red-team and exploit weaknesses. Red teaming is the idea of simulating hostile 
activities to identify vulnerabilities and weaknesses. 

• Generative AI can use existing content to either train algorithms (e.g. using artists’ works 
without authorisation or using non-offensive pictures of children to train Gen AI models for 
child exploitation), or as the basis for unauthorised scraping and alternation of images to 
create new abusive content.

From our research, or indeed from wider research, no clear solution has been put forward to 
counter the known, incoming threat of Generative AI.

15 https://gifct.org/wp-content/uploads/2024/04/GIFCT-Annual-Report-2023.pdf

https://gifct.org/wp-content/uploads/2024/04/GIFCT-Annual-Report-2023.pdf
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CONSIDERATION

This is a problem with heightened demand outpacing supply of technological safety 
solutions. Platforms are generally ‘reactive’ (due to the difficulties of explaining Trust and 
Safety ROI), training algorithms and models on the harms of today, rather than those 
of tomorrow. 

British safety vendors able to offer solutions to combat Generative AI abuse should 
find positive outcomes. In addition, we would like to see external assessment of how 
platforms are tracking emerging trends, which will add additional drive to evolve 
platform Trust and Safety activities.

KEY FINDING 5
Awareness building, senior engagement and Government Industry collaboration can create 
the conditions for commercial growth. 

The majority of large platforms originate in the US and remain headquartered in US technology 
hubs such as San Francisco, New York or Austin. Where platforms do develop business entities 
outside of their country of origin, only some of these tend to locate in the UK.

As a result, the UK Safety Technology sector is under-represented in partnering with large 
platforms despite its recognised technology leadership.  TikTok placed the world’s second-largest 
in-house content moderation site in the UK, which amongst other things benefits from the 
highly diverse workforce in London, which is essential for their cross-cultural human content 
moderation operations.

We see the potential for a local, trusted vendor landscape to emerge which sees closer 
collaboration between the sector and platforms.

Safety technology companies are often in the early stages of their product development and need 
support with professional go to market (GTM) strategies to better convey how their innovation 
could meet the needs of users and Trust and Safety teams in the real world.

CONSIDERATION

The interviews shows that while many Trust and Safety leaders have limited 
understanding and awareness of the UK Safety Technology sector, most want to learn 
more about the UK Safety Technology market. 

While some UK vendors have raised awareness and won opportunities, a five-year sector 
growth strategy is needed to promote UK Safety Technology capabilities. One Trust and 
Safety leader was surprised to discover the DSIT list of UK Safety Technology providers16, 
and did not know that some of the familiar names of the list were of UK origin. 

Our findings reveal that the market awareness of UK Safety Technology is limited, and 
that consideration should be given to increasing exposure at major events in the Trust 
and Safety industry calendar (for example at the US-based TrustCon). In addition, there 
could be alternative incentives to bring platform hubs into the UK rather than near-shore 
EU hubs (e.g. competitive business rates).

16 https://assets.publishing.service.gov.uk/media/65e85bdcdf63b8001c215954/UK_Safety_Technology_Providers_
Directory.pdf

https://assets.publishing.service.gov.uk/media/65e85bdcdf63b8001c215954/UK_Safety_Technology_Providers_Directory.pdf
https://assets.publishing.service.gov.uk/media/65e85bdcdf63b8001c215954/UK_Safety_Technology_Providers_Directory.pdf
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7. Calls to Action 

From the research and insights gathered in this report, there are number of actions to consider for 
both Trust and Safety and UK Safety Technology Leaders. Set out below. 

Five Considerations for Trust and Safety Leaders
Prepare for long term compliance: Recent regulations impacting Trust and Safety teams 
create on-going and annual obligations for the industry. It is expected that other global regulatory 
regimes will soon follow suit with additional legislation. Trust and Safety teams need to collaborate 
and partner with the Compliance function quickly to adapt to the newly regulated environments 
that evolve regularly. Developing scalable procedures and methodologies that solve for multiple 
regulations and provide sustainable compliance will save time, effort, and money in future years. 

Leverage external scrutiny: Regulations can be leveraged to demonstrate how Trust and Safety 
operations provide valuable risk mitigation and controls. Effective Trust and Safety increases 
user confidence and enhances the user experience, tying it to platform growth. It also serves 
as protection again financial fines and penalties, some of which are as significant as 10% of 
qualifying worldwide revenue or even court orders for business disruption measures for the most 
serious cases of non-compliance17. This provides Trust and Safety with a strong business case for 
executive sponsorship, resourcing, and additional investment. 

Build strong cross-functional partnerships: A strong Trust and Safety internal brand across 
functional teams will not only support maturity of Trust and Safety skills and capabilities but 
will also embed Trust and Safety in the culture of the organisation. This will make Safety by 
Design easier to socialise and implement, as well as other cross-functional activities such as 
risk assessments. 

Engage with external experts: New threat vectors will continue to emerge at a rapid rate. 
Engaging with researchers, academic, NGOs and other industry experts will help Trust and Safety 
functions to anticipate, prepare for, and respond to emerging threats. This will also support 
compliance with regulatory obligations around engaging with external parties to inform risk 
assessments and appropriate mitigations. 

Prioritise accountability: Accountability is critical to effective governance over Trust and Safety 
operations. The ability to identify relevant parties and hold them accountable is supported by 
increased cross-functional socialisation of the Trust and Safety value and employee training of 
good practice.  

17 https://www.ofcom.org.uk/__data/assets/pdf_file/0017/270215/10-23-approach-os-implementation.pdf

https://www.ofcom.org.uk/__data/assets/pdf_file/0017/270215/10-23-approach-os-implementation.pdf
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Five Considerations for UK Safety Technology Leaders 

Investment opportunity in 2025: 88% of companies, in our research, are committed to 
investing in new technology in the next twelve months with specific areas for priority investment 
such as child safety protection, advanced automation for proactive abuse detection, and AI driven 
tools to detect deep fakes. 

De-risking Commercial Ventures: Lower levels of activity with UK Safety Technology firms is 
partly because some Trust and Safety leaders have perceived concerns regarding outsourcing 
data, IP and privacy when working with any external parties. Vendors that reassure platforms 
of their ability to handle sensitive data with consistency and confidentiality, can alleviate these 
concerns and open more collaborative opportunities. 

Grow awareness of British Safety Technology Credentials: Low awareness of British safety 
firms can be addressed as Trust and Safety leaders want to experience and learn about the latest 
innovations in the independent technology sector. Several Trust and Leaders claim that the UK 
Safety Technology sector is ahead of the continent. Sector campaigns should build on perceptions 
of the UK’s high-quality engineering, advanced regulatory regime and long history of tackling 
online harms. 

Segmentation and Targeting: Functional buyers or decision-makers do not sit in one team. 
While 68% of Trust and Safety leaders sit in dedicated Trust and Safety functions, the remaining 
report into legal, compliance, finance or policy. Understanding the right decision-makers 
within customer organisations and their different needs/ drivers should help with better 
commercialisation. Our research shows that large platforms seek capability from technology 
vendors to help maintain large operations while smaller digital platforms are significantly more 
focussed on using external tools as accelerators to ensure Trust and Safety build is not neglected 
in their growth.

Regulation ready: Regulations create new markets. While companies prepare to comply with 
new rules set by UK and EU regulators, additional obligations and standards will create demands 
that companies will need specialist third parties to help fulfil. Vendors can position themselves 
more effectively by demonstrating a deep understanding of the regulations and how the benefits 
of their technology supports the safety outcomes desired by regulatory authorities.
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8. Glossary

The glossary below includes terms used throughout the report and comes from the Trust and 
Safety Glossary of Terms by the DTSP.

https://dtspartnership.org/wp-content/uploads/2023/07/DTSP_Trust-Safety-Glossary_ July-2023.pdf

Abuse Use of a product or service in a way that violates the provider’s terms of service, community guidelines, 
or other rules, generally because it creates or increases the risk of harm to a person or group or tends to 
undermine the purpose, function or quality of the service. 

• May also refer to using the product or service to abuse another person or a group or in ways that 
violate local law

Age Verification Measures which determine a person’s age to a high level of certainty, usually through relying on third party 
documentation or parental consent to verify a user’s age. 

• An example of age verification is the use of physical or digital government identity documents to 
establish a person’s age.

• Age estimation technologies, on the other hand, provide an approximate.

Automation Automation Technologies and processes which perform online actions in order to achieve a specific goal.

• Automation may be used for legitimate ends (as when using an Application Programming Interface, 
or API), or for abuse such as by bot accounts, spammers, and astroturfing. Trust and Safety 
Technology 33 

• It may be particularly useful in helping to scale and speed up decisions that are binary in nature, 
whereas more nuanced decision-making may require at least some human involvement. 

• Automation can be deployed along a spectrum from full automation, requiring no human 
intervention when operating within parameters, to partial automation, which may involve human 
intervention as part of the system’s feedback loop.

Content 
Moderation

The act of reviewing user-generated content to detect, identify or address reports of content or conduct 
that may violate applicable laws or a digital service’s content policies or terms of service

• Content moderation systems often rely on some combination of people and machines to review 
content or other online activity with automation executing simpler tasks at scale and humans 
focusing on issues requiring attention to nuance and context.

Generative AI The ability of AI to generate content and proliferate, across mediums such as text-to-image

Identity 
Verification

The process by which a company confirms the identity or authority of a user or other pertinent facts 
associated with a user account.

• Often used to confirm the identity of actors including individuals, a company, an advertiser, a 
politician or political party, or a government agency. 

• Verification procedures may entail uploading a government identification document or official mail 
(such as a utility bill) received at a specific location to confirm geographic address to the online 
service or a third-party provider.

Misinformation 
and 
Disinformation

False information that is spread intentionally and maliciously to create confusion, encourage distrust, and 
potentially undermine political and social institutions. 

• Precise definitions for prohibited types of misleading content vary by service. 

• Mal-information is another category of misleading information identified by researchers, 
information that is based on reality but is used to inflict harm on a person, organization or country 
by changing the context in which the information is presented.

https://dtspartnership.org/wp-content/uploads/2023/07/DTSP_Trust-Safety-Glossary_July-2023.pdf
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Risk Assessment An analysis (similar to a threat model) that evaluates the types, potential severity, and likelihood of harms 
which may be associated with a given product, service or feature. 

• A risk assessment may evaluate exposure to economic, legal, or brand damage; it may also 
evaluate potential harms to persons, as in the case of data breaches, or to human rights in the case 
of a human rights impact assessment. 

• Risk assessments are often paired with treatment plans to mitigate, eliminate or respond to 
unacceptable risks.

Safety by design An approach to the design and development of digital products and services that centers user safety and 
rights during the product design and development phase.

• Safety by design is a preventive and proactive approach to minimizing online threats by 
anticipating, detecting and eliminating harms before they occur. 

• Conceptually, Safety by Design follows parallel efforts such as “privacy by design” and “secure by 
design” which have taken root in international standards and industry practice.

Spam Unsolicited, low-quality communications, often (but not necessarily) high-volume commercial solicitations, 
sent through a range of electronic media, including email, messaging, and social media.

Tools Trust and Safety tools refers generally to software used by moderators for detecting potential abuse, 
flagging content or accounts to act on, implementing remedies, generating tickets, and communicating 
with users and complainants. 

• Examples of tools for detecting abuse include keyword filters, rules engines, and machine learning 
or artificial intelligence systems.

Transparency 
Reports

A report periodically issued by a service that discloses metrics and insights about its approach to salient 
risks and relevant enforcement practices, including how it enforced its policies and how it handled 
requests to remove or restrict user content, including by responding to user reporting and complaints. 

• Transparency reports often detail government requests for user records, providing greater public 
transparency around which kinds of information governments have requested, under what 
authority, and how frequently; the reports may also disclose how much content was removed due 
to various legal provisions such as alleged copyright infringement, including fraudulent takedowns, 
and other forms of abuse. 

• In some jurisdictions transparency reports may be required by legislation.

Trust and Safety The field and practices employed by digital services to manage content- and conductrelated risks to users 
and others, mitigate online or other forms of technology facilitated abuse, advocate for user rights, and 
protect brand safety.

• In practice, Trust and Safety work is typically composed of a variety of cross-disciplinary elements 
including defining policies, content moderation, rules enforcement and appeals, incident 
investigations, law enforcement responses, community management, and product support. 

• Since about 2005, it has developed into a distinct profession in its own right, with several 
professional organizations (such as DTSP and the Trust and Safety Professional Association) 
focusing on Trust and Safety functions emerging since 2020.

User Controls Technical measures designed to allow users to control their own product experience where possible 
and appropriate.

• Examples include blocking or muting other users or certain types of content, expressing 
preferences for use of private information, and adjusting security settings.

• Also called “user settings”.
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