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The Department for Science, Innovation, and Technology commissioned Grant Thornton UK LLP and 

Manchester Metropolitan University to develop an assessment of the cyber security risks to Artificial 

Intelligence (AI). The assessment aimed to identify and map vulnerabilities across the AI lifecycle and 

assess the exploitation and impact of each vulnerability, delineating software vulnerabilities and those 

specific to AI to help contextualise the findings.  

The assessment comprised two literature reviews, evaluating two distinct but complementary research 

streams: academic literature, and government and industry reports. The findings were also integrated 

with feedback from cross-sector client and expert interviews. Cross-validation was applied across 

research publications and a cut-off point of 10th February 2024 was set for publications to ensure that 

the report was based on the latest analysis considering the ever-changing technological landscape. 

The literature reviews identified a series of vulnerabilities, including specific ones to AI across each 

phase of the AI lifecycle, namely design, development, deployment, and maintenance. The 

vulnerabilities have been comprehensively mapped across each phase of the AI lifecycle, with an 

assessment of their exploitation and impact (see Section 4). To offer additional perspective on the 

potential risks, a set of 23 case studies were identified, both real-world and theoretical proof of 

concepts, involving cyber-attacks linked to AI vulnerabilities (see Section 5).  

Insights gained from interviews with 5 clients, from the Insurance, Banking, and Media domains 

demonstrated the market readiness and the practical implications of AI vulnerabilities. The findings 

categorised organisations into two distinct groups: those unaware of AI's use and consequent cyber 

security risks within their operations, and those recognising these risks yet lacking internal expertise for 

risk assessment and management.  

The current literature on the cyber security risks to AI, does not contain a single comprehensive 

evaluation of AI-specific cyber security risks across each stage of the AI lifecycle. This risk assessment 

has therefore aimed to fill this gap, whilst building on the important contributions made by industry and 

other governments. This has been delivered by thoroughly evaluating the potential exploitation, impact, 

and AI-specific cyber security risks associated with each lifecycle phase. Additionally, as noted above, 

the report mapped cyber-attacks that have originated from vulnerabilities in AI systems.  

The report also highlighted that the rapid adoption of AI continues to introduce complex cyber security 

risks that traditional practices may not sufficiently address. A holistic approach to address the cyber 

risks across the entire AI lifecycle is essential. By mitigating vulnerabilities at every stage of the AI 

lifecycle, organisations can bolster robust security measures and fortify resilience against evolving cyber 

threats.  

Executive Summary 
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Artificial intelligence (AI) has recently witnessed a rapid acceleration in its development and integration 

across various sectors, profoundly impacting industries, economies, and societies worldwide. This 

remarkable progress is primarily attributed to significant breakthroughs in machine learning, deep 

learning, and the massive advancement of computational capabilities.  

While AI technologies have advanced and enhanced efficiency and productivity, they remain susceptible 

to an ever-growing number of security threats and vulnerabilities. The rapid advancement of AI therefore 

necessitates the need for a robust understanding of the evolving risks that are specifically associated 

with AI. 

The Department for Science, Innovation, and Technology commissioned Grant Thornton UK LLP and 

Manchester Metropolitan University to develop a comprehensive assessment of the cyber security risks 

that are specifically associated with AI. This included identifying specific vulnerabilities at each stage of 

the AI lifecycle, with a delineation between software and those specific to AI and assessing the 

exploitation and impact of each vulnerability. 

Aim and Objectives of the Assessment 

The assessment aimed to develop an understanding of the cyber security risks to AI by identifying 

specific vulnerabilities at each stage of the AI lifecycle and assessing the exploitation and impact of 

each vulnerability. To realise its aim, the study pursued the following objectives: 

• Identification and Delineation of AI-Specific Vulnerabilities: This report sought to clearly outline 

vulnerabilities specific to AI, and those applicable to traditional software. This distinction is to 

inform the development of robust security protocols and frameworks for AI. 

• Assessment of Exploitation and Impact: The report sought to examine how malicious actors 

can leverage the vulnerabilities to compromise AI systems, steal data, disrupt services, or 

conduct other unauthorised activities. This involves exploring potential attack vectors that could 

exploit the vulnerability. 

• Identification of Cyber Attack Case Studies: The report sought to identify case studies of cyber-

attacks against AI models and systems, encompassing both real-world occurrences and 

theoretical proof of concepts.  

By addressing these objectives, the report aims to provide actionable insights for safeguarding AI 

models and systems against cyber threats, improving the integrity, confidentiality, and availability of 

critical data and operations for AI systems.  

Report Structure 

The report is structured as follows. Section 2 provides an overview of the methodology employed to 

conduct the risk assessment, while Section 3 explains the AI lifecycle and provides an overview of the 

current state of research in cyber security of AI models and systems. Section 4 presents the findings of 

the risk assessment, identifying the vulnerabilities, and potential exploits and impacts across the four 

phases of the AI lifecycle. The findings provide evidence reflecting each of these phases and the 

associated cyber security risks. Following that, a list of case studies is presented in Section 5, 

demonstrating the impact on AI systems, highlighting various attack characteristics, personas, ML 

paradigms, and use cases. Finally, Section 6 provides insights from interviews with clients across 

diverse sectors, gauging their market readiness and exploring their navigation through the cyber 

security realm, particularly concerning AI vulnerabilities.  

1 Introduction 
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We adopted a holistic approach to the risk assessment and undertook a comprehensive evaluation by 

integrating literature review and client interviews. We conducted two literature reviews, evaluating two 

distinct, yet complementary research streams. Literature stream one (LS1) focused on government and 

industry reports while literature stream two (LS2) focused on high impact, peer reviewed academic 

publications. This meant that each stream had a clear and focused scope, while maintaining a more 

comprehensive understanding of the various dimensions of cyber security risks associated with AI. 

Government and industrial reports helped in validating findings from academic literature and 

demonstrating how concepts and empirical studies relate to real-world settings. Conversely, academic 

literature provided conceptual models that helped in contextualising the findings presented in 

government and industrial reports.  

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) method (Page et 

al., 2021) was used to define the inclusion of literature. The PRISMA method, as a systematic approach, 

was employed to conduct comprehensive reviews across various databases for relevant studies, 

screening to determine eligibility based on predetermined criteria, extracting key data from selected 

studies, and synthesising the findings to draw conclusions. This structured process supports 

transparency and reliability in the review, allowing for informed decision-making and presentation of 

findings. By using the PRISMA method, we aimed to minimise bias and enable coverage of the literature 

landscape across both LS1 and LS2. Furthermore, the PRISMA method facilitates the synthesis of 

findings from multiple studies, allowing us to integrate the two research streams of LS1 and LS2 into a 

single coherent and relevant study enriching the overall depth and scope of the findings and drawing 

meaningful conclusions.  

Consistent terminology was incorporated as search terms across both LS1 and LS2, including “Artificial 

Intelligence”, “AI”, “Risk”, “Cyber”, and “Security”. Accordingly, we identified an initial batch of records 

from the following resources: 1) government policy, parliamentary committees, and official documents, 

2) national cyber security guidance, 3) international reports, corporate documents, information notes, 

and opinion papers, 4) industry reports, white papers, and articles, all for LS1, and academic publication 

databases for LS2. We assessed records for eligibility by evaluating the scope, detail, and rigour of the 

papers, and whether the work had been superseded by newer iterations. We then manually evaluated 

each article’s relevance to this specific study for inclusion in the final synthesis of information gathered. 

This comprehensive search helped identify the key related works to inform the study. However, the 

sources included were restricted to English-language, with materials in all other languages excluded 

from consideration. Also, no limit was applied based on the year of publication. Limiting the resources 

by recent years may result in overlooking influential contributions that have shaped the field of AI. A 

comprehensive approach that encompasses both older and recent literature was applied to ensure a 

more thorough understanding of the research landscape. Details of each stage of the PRISMA method 

employed in this study is provided in the diagram below. 

The selected literature was summarised, analysed, and synthesised, with the insights and findings 

integrated into the risk assessment. The findings were mapped in tables that include the cyber security 

vulnerabilities throughout the AI lifecycle, and their exploitation and impact. A list of case studies was 

also collated, presenting detailed accounts of security incidents, and enriching the understanding of how 

security risks manifest in different contexts. 

Informed by the academic literature review, we conducted interviews with two experts in both AI 

technologies and cyber security. Integrated analysis between the literature research and the feedback 

from the 5 client interviews allowed us to gain a comprehensive understanding on the landscape of 

cyber risk to AI, evaluating the current developments in industry and the potential impact of academic 

research to industrial applications.  

2 Methodology 
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PRISMA diagram for LS1 and LS2
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Study Limitations 

A limitation in our approach lies in the possibility of missing relevant sources beyond those encompassed by our 

defined literature streams, LS1 and LS2. While these streams sought to capture a wide array of publications from 

various stakeholders, including government bodies, industry, and academic institutions, the disparate nature of the 

literature means that there may exist insights and perspectives from alternative sources not included in our search 

criteria. Additionally, our reliance on keyword extraction and manual evaluation for eligibility screening may have 

inadvertently overlooked relevant literature. To mitigate the limitations above, we employed a cross validation 

approach where LS1 search, screening, and selected sources were validated by LS2 researchers, and vice versa. 

This included examining the relevance, credibility, and contribution to the risk assessment. Through collaborative 

discussion, the researchers identified gaps or overlaps in the literature coverage between the two streams and 

determined areas where additional literature needed to be sourced and redundant information that needed 

elimination. 

Another limitation stems from the early stage of integration between AI and cyber security in industry, resulting in a 

scarcity of suitable case studies available for review. The limited availability of real-world cases may have 

constrained our ability to draw concrete conclusions or generalise findings beyond theoretical frameworks. This 

scarcity may have also hindered the depth of analysis regarding practical implementations, resulting in a potential 

gap in understanding the practical implications of AI cyber security measures. To mitigate this limitation, we 

conducted a set of interviews with Grant Thornton clients across diverse sectors, to integrate real-world experiences 

and concerns, ensuring that the risk assessment incorporates practical challenges encountered by organisations. 

Finally, while interviews with experts provided valuable additional insights, the selection of interviewees and the 

scope of questions may have introduced sampling bias and limited the breadth of perspectives captured. Moreover, 

although the interviewees possessed a general understanding of machine learning applications, some lacked a 

detailed grasp of the AI's lifecycle that is necessary to assess vulnerabilities and the risk landscape effectively. 
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The AI Lifecycle 

In this report we discuss AI across various phases, known as the AI lifecycle, shown in Fig. 1. The 

AI lifecycle comprises four main phases: Design, Development, Deployment, and Maintenance, 

with each playing a crucial role in creating and sustaining an effective AI system. 

  

 

Fig 1. – The AI Lifecycle 

In the Design phase, the focus is on understanding the problem domain, gathering, and preparing 

relevant data, selecting appropriate algorithms, and designing a prototype to validate key concepts. 

The primary motivation is establishing the planning and rationale for AI integration, conceptualising 

the AI system, and outlining its goals and functionalities (Choudhury and Asan, 2020). This phase 

lays the groundwork for the subsequent development of the AI system. 

The Development phase involves data pre-processing, implementing the AI system through 

algorithm selection, model training, evaluation, and optimisation. Data is prepared and fed into the 

chosen algorithms to train the AI models, which are then evaluated and optimised to achieve the 

desired performance metrics. Iterative experimentation is common in this phase to fine-tune the 

model and improve its effectiveness (Nguyen et al., 2021). 

3 Background 
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Once developed, the system progresses to the Deployment phase, and is integrated into its 

operational environment. Here, the trained model is assessed for scalability and performance, and 

monitored for any issues or drift in performance. Strategy and framework for continuous monitoring 

and feedback collection are employed to ensure the AI system operates effectively in real-world 

conditions and to address any issues that may arise (Hu et al., 2021). 

The Maintenance phase involves ongoing activities such as performance monitoring, model 

retraining, bug fixing, updates, and refinements of the AI system. AI models may degrade over time, 

requiring periodic retraining with updated data to maintain performance. Addressing bugs, 

implementing updates, and ensuring the security and compliance of the system are critical to its 

long-term success. By employing a structured approach through each phase of the lifecycle, 

organisations can develop and maintain AI systems that deliver value and impact while mitigating 

risks and ensuring accountability (Lehne et al., 2019).  

Operations and evaluation are pivotal in enabling the sustained viability and efficacy of AI systems 

(European Union Agency for Cybersecurity., 2020; Silva and Alahakoon, 2022). Operations 

encompass the routine supervision and control of the AI system, which consists of data ingestion, 

processing, and decision-making (Silva and Alahakoon, 2022).  Ongoing assessment throughout 

the AI lifecycle enables the identification of potential hazards, deficiencies, and emergent obstacles, 

thereby promoting preventative measures to preserve the integrity and functionality of the system 

(Joint Task Force Transformation Initiative, 2012; European Union Agency for Cybersecurity., 

2023d). 

The AI Cyber Security Landscape 

The term "AI cyber security landscape" refers to the extensive range of considerations, strategies, 

technologies, and regulatory efforts aimed at securing artificial intelligence systems against cyber 

risks. This encompasses the identification, evaluation, and mitigation of potential vulnerabilities 

within AI systems, as well as the development of protective measures to guard these systems 

against cyber-attacks. Assessing the cyber risks in the evolving landscape of AI is challenging due 

to the increasing complexity and interconnectedness of AI and cyber security. Academic 

researchers, government departments, and leading AI organisations are actively investigating 

effective approaches to tackle these challenges. This section provides a summary of the existing 

studies that have been used to frame our risk assessment. We provide a thematic overview of the 

limited studies in this area and differentiate them based on the scope of the studies. We also 

include a summary of those Government agencies, departments and bodies that are responsible for 

evaluating and addressing cyber risks to AI to further contextualise this work. 

To establish a foundational understanding of the breadth and depth of research conducted in this 

domain, a thorough examination of the volume of studies was performed. We identified 72 risk 

evaluations or assessments related to AI, along with 28 publications related to government 

departments, agencies, functions, or industry organisations looking at the cyber security risks to AI.  

In terms of the scope, 12 studies specifically discussed project planning risks, 22 discussed data 

collection and preparation, 19 examined model development, 10 were concerned with validation 

and benchmarking, and 7 investigated risks to distribution and maintenance.  Furthermore, 18 

publications provided a high-level overview of the AI cyber security landscape, and 22 studies 

examined possible risks comprehensively, underscoring the significance of employing extensive 

risk assessment methodologies.  

 

A notable gap prevalent in the studies above lies in the lack of attention to the distinct phases 

comprising the whole AI life cycle when mapping cyber security risks. As such, 29 of the total 

number of studies focused on areas that were considered to be within a specific phase of the AI 

lifecycle, informed by the scoping work conducted, whereas the remaining 71 assessed risks 

across multiple phases or adopted a more comprehensive approach. Furthermore, while studies 
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documenting individual cyber-attacks on AI systems are available, a comprehensive mapping of 

these attacks and their implications to AI systems was not prominently featured. This indicates a 

notable gap in the current literature, as such mappings are crucial for understanding how 

vulnerabilities may translate into actual attacks in practical settings. 

Following the comprehensive review of current publications, it becomes evident that proactive 

measures are being undertaken globally. Government institutions worldwide, such as the EU 

General Secretariat of the Council (2022), the US AI Safety Institute (USAISI) (2023b), China's 

Artificial Intelligence Industry Alliance (Luong and Arnold, 2021), Japan's AI Safety Institute (METI, 

2024), and the Republic of Korea's Ministry of Science and ICT Strategy (MSIT, 2024) are deeply 

engaged in understanding and managing AI innovation risks. Notably, the establishment of entities 

like the UK Government's (2023) Central AI Risk Function (CAIRF), the Frontier AI Taskforce, and 

AI Safety Institutes, alongside concerted efforts by the UK National Cyber Security Centre and the 

US Cybersecurity and Infrastructure Security Agency (2023), signifies a collective move towards 

enhanced risk management in AI innovation. 

These initiatives, along with the Cyber Security Strategy (2023a) outlined by the European Union 

Agency for Cyber Security (ENISA), and the Artificial Intelligence Risk Management Framework 

(NIST, 2023a) by the National Institute of Standards and Technology (NIST), play a pivotal role. 

They not only acknowledge the need for structured risk identification and prioritisation but also hint 

at a broader understanding that encompasses both conventional and AI-specific considerations. 

Such comprehensive strategies are crucial for addressing the gaps identified in the initial review, 

particularly the need for detailed mappings of theoretical and real-life cyber-attacks across the AI 

lifecycle. By integrating these governmental efforts into the landscape of AI cyber security risk 

assessment, there is a defined pathway towards mitigating the vulnerabilities identified and 

enhancing the trustworthiness of AI systems globally. 

Leading AI organisations including Anthropic, AWS, Cohere, Darktrace, Google DeepMind, Meta, 

Microsoft, NVIDIA, OpenAI, OWASP, Palo Alto, and Rapid7 are also addressing challenges and 

risks related to advanced AI models. While specific references (Apruzzese et al., 2023; Anthropic, 

2023a, 2023b, 2023c; AWS, 2024; Brundage et al., 2018; Cohere, 2023; Google, 2023; Horvitz, 

2022; Marshall et al., 2024; NVIDIA, 2024; OpenAI, 2023, 2024; OWASP, 2024; Shevlane et al., 

2023) highlight several contributions from a selection of these entities, it's important to recognise 

the broader community's efforts. Many organisations, not limited to those listed, contribute 

significantly to the research, development, and implementation of AI safety strategies and 

methodologies to mitigate emerging cyber risks associated with AI deployment. As such, the 

collective knowledge, recommendations, and actions of this diverse group of stakeholders are also 

critical in navigating the complex landscape of AI safety and cybersecurity. 

Current literature, however, does not cover a comprehensive evaluation of AI-specific cyber 

security risks across each stage of the AI lifecycle. Ignoring these phases undermines the efficacy 

of risk mitigation strategies, leaving organisations vulnerable to unforeseen threats that may 

emerge at any point along the AI life cycle. As such, there exists a pressing need for a more 

encompassing perspective, recognising and addressing Cyber Security risks across all stages of 

the AI life cycle. This risk assessment aims to fill this gap by thoroughly evaluating the potential 

exploitation, impact, and AI-specific cybersecurity risks associated with each lifecycle phase. The 

selected literature was summarised, analysed, and synthesised, with the insights and findings 

integrated into the risk assessment. A list of case studies was also collated, enriching the 

understanding of how security risks manifest in different contexts. Informed by the literature review, 

we further conducted interviews with experts in both AI technologies and cyber security, which 

allowed us to gain and present a comprehensive understanding on the landscape of cyber risk to 

AI. 
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Our analysis is structured to navigate the intricate landscape of risks, emphasising distinctions 

between general software vulnerabilities and those specifically unique to AI systems. When 

selecting the vulnerabilities for inclusion, it is essential to distinguish their roots and association with 

either AI, software, or both. Our rational is that if a vulnerability emerges only due to the existence 

of AI, particularly machine learning, it is identified exclusively as an AI vulnerability. Conversely, if 

the vulnerability derives from fundamental software infrastructure issues and persists regardless of 

the presence of AI, it is attributed to software. However, if the vulnerability persists when either AI 

or software are involved, it is considered to be associated with both. This analytical approach 

assists in delineating the specific impact of vulnerabilities on different components of our 

categorisation method across the AI lifecycle.  

We refrained from ordering or ranking the identified vulnerabilities in the risk assessment due to the 

subjectivity and potential bias inherent in such a ranking, as well as the absence of existing 

literature that inform this approach. Furthermore, each vulnerability is evaluated independently 

without considering possible existing relationships between them, or their exploitation and impact.  

While it is acknowledged that certain cyber vulnerabilities associated with AI may permeate various 

phases of the AI lifecycle, our risk assessment deliberately refrains from incorporating this aspect 

due to potential subjectivity concerns. Our focus remains on providing a structured assessment 

rather than assigning hierarchical significance.  

Design phase 

The design phase of AI systems represents a critical stage where the foundation for system 

development is laid, encompassing various intricate processes such as data gathering, preparation, 

planning, and model design. 

 

4 Findings of the risk 
assessment 

Vulnerability Exploitation 

Lack of Robust Security Architecture 

(AI/Software) 

A resilient security architecture is not adequately 

designed, lacking access controls, secure design 

principles, and proper network configurations 

(Bécue, Praça and Gama, 2021; European Union 

Agency for Cybersecurity., 2023). 

Lack of security architecture may allow 

unauthorised access or malicious code injection. 

Injected poisoned data during training 

compromises decision-making and biases outputs 

(Bécue, Praça and Gama, 2021). 

 

Inadequate Threat Modelling (AI) 

Insufficient identification of potential threats, 

vulnerabilities, and attack vectors in the AI system, 

leading to overlooking vulnerabilities and 

inadequate system design (Bradley, 2020; 

European Union Agency for Cybersecurity., 2020; 

Zhang et al., 2022). 

Adversaries exploit unanticipated threats and 

attack surfaces, injecting poisoned data during 

data preparation or collection, impacting the model 

design phase (Bradley, 2020; Hu et al., 2021; 

Zhang et al., 2022). 

Insufficient Data Privacy Safeguards (AI) 

Lack of measures to safeguard sensitive data 

during model development, testing, and 

deployment, risking privacy breaches (Chiang and 

Gairola, 2018; European Union Agency for 

Cybersecurity., 2023). 

Insufficient data privacy may lead to unauthorised 

access, injecting poisoned data, and 

compromising the confidentiality of user data 

during various phases of AI (Chiang and Gairola, 

2018). 



 

 11 

 

 

 

 

 

Vulnerability Exploitation 

Insecure Authentication and Authorisation 

(Software) 

Weak or improperly implemented authentication 

and authorisation mechanisms, including risks like 

weak password policies and lack of multi-factor 

authentication (European Union Agency for 

Cybersecurity., 2020, 2023; Mirsky et al., 2023). 

Attackers can exploit vulnerabilities to gain 

unauthorised access, steal sensitive data, or 

impersonate legitimate users, leading to data 

breaches and unauthorised system changes 

(European Union Agency for Cybersecurity., 2020, 

2023; Mirsky et al., 2023). 

Inadequate Input validation and sanitisation 

(Software) 

Attackers manipulate SQL queries through input 

fields due to inadequate validation, leading to 

unauthorised access and modification of database 

information (Hu et al., 2021). 

Exploitation can result in unauthorised access to or 

modification of database information, leading to 

data theft, loss, or corruption. In severe cases, 

attackers may gain administrative rights to the 

database system information (Hu et al., 2021). 

Inadequate output encoding (Software) 

Including untrusted data in a web page without 

proper output encoding or escaping allows 

attackers to execute malicious scripts, 

endangering user data and compromising 

interactions (Carlo et al. 2023). 

Exploitation can lead to session hijacking, website 

defacement, redirection to malicious sites, or 

phishing, directly impacting users and 

compromising their data and interaction with the 

application (Carlo et al. 2023). 

Insecure Data Storage and Transmission 

(Software) 

Improper encryption or handling of data during 

storage or transmission, risking interception and 

unauthorised access, leading to data theft and 

breaches. 

Unsecured data can be intercepted during 

transmission or accessed through breached 

storage systems, resulting in data theft and 

breaches. 

Insufficient Error Handling and Logging 

(Software) 

Poor error handling and inadequate logging 

mechanisms may reveal system details to 

attackers and hinder incident detection and 

response (European Union Agency for 

Cybersecurity., 2023). 

Exploiting inadequate error handling can provide 

insights into the system's architecture, facilitating 

further attacks. Ineffective logging hinders the 

detection and response to security incidents. 

(European Union Agency for Cybersecurity., 

2023). 

Inadequate Security Assessment in AI Model 

Selection (AI) 

Failure to consider security implications when 

selecting AI models, leading to the adoption of 

models with inherent vulnerabilities (Boulemtafes, 

Derhab and Challal, 2020). 

Attackers may exploit vulnerabilities in selected AI 

models, such as susceptibility to adversarial 

attacks or poor generalisation, leading to wrong 

outputs, system compromises, or manipulation of 

model behaviour, potentially resulting in financial 

losses, reputational damage, or privacy violations 

(Boulemtafes, Derhab and Challal, 2020). 
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Development phase 

The development phase of the AI lifecycle is where AI models are created and refined for specific 

tasks. This phase involves selecting appropriate algorithms, and training and evaluating the model's 

performance. Iterative processes for model tuning and optimisation are conducted to enhance 

accuracy and robustness. 

 

Vulnerability Exploitation 

Insecure AI Code Recommendations (AI) 

Vulnerabilities in open-source code, particularly in 

tools like GitHub Copilot, arise from limitations in 

programming models. These models may 

inadvertently learn insecure coding patterns, 

leading to recommendations of code with security 

vulnerabilities (Hu et al., 2021; Carlo et al., 2023; 

UK National Cyber Security Centre and US 

Cybersecurity and Infrastructure Security Agency 

2023). 

Exploitation involves using insecure code 

suggestions to create or maintain software with 

hidden vulnerabilities. This can lead to 

unauthorised access, data breaches, and the 

propagation of insecure coding practices (Mirsky et 

al., 2023). 

Code Vulnerabilities (AI/Software) 

Code vulnerabilities in the source code of the AI 

system are susceptible to exploitation, 

compromising system integrity, confidentiality, or 

Attackers may exploit coding errors, buffer 

overflows, or insecure dependencies to execute 

arbitrary code, manipulate AI models, or gain 

Vulnerability Exploitation 

Data Collection and Preparation (AI/Software)   

Model performance and training depend on the 

quality data preparation, including feature 

selection, extraction, integration, and cleaning. 

This impacts system performance and the ability to 

handle high-dimensional data (Haakman et al., 

2021; Silva and Alahakoon, 2022). 

Weak access controls can be exploited by 

attackers to gain unauthorised access, potentially 

modifying AI models, leaking sensitive data, or 

disrupting the development process (Mirsky et al., 

2023). 

Use of unreliable sources to label data 

(AI/Software). 

Label modification vulnerability allows adversaries 

to alter or manipulate data labels, compromising 

the integrity and reliability of machine learning 

models (Majeed and Hwang, 2023). 

Label modification: This sub-threat is specific to 

Supervised Learning, resulting in an attack in 

which the attacker corrupts the labels of training 

data (Majeed and Hwang, 2023). 

Bias Injection into Machine Learning Models 

(AI) 

This vulnerability refers to the deliberate 

introduction of biases into machine learning models 

or the datasets used to train them, resulting in 

skewed or unfair outcomes in decision-making 

processes. These biases can stem from various 

sources, including biased training data or 

intentional manipulation of the model's design 

(Ferrer et al., 2021; Vassilev 2024). 

Attackers exploit this vulnerability by injecting 

biased data into the training process or 

manipulating the model's architecture to the side of 

certain outcomes. This injection of bias can lead to 

discriminatory or inaccurate predictions, 

perpetuating societal biases or causing unjust 

treatment of individuals (Ferrer et al., 2021; 

Vassilev 2024). 
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Vulnerability Exploitation 

availability (Chiang and Gairola, 2018; Mirsky et al., 

2023). 

unauthorised access to system resources (Carlo et 

al., 2023). 

Unsecured Data Handling in AI Systems 

(AI/Software) 

Inadequately protecting data during storage and 

transmission between different components of the 

AI system (Silva and Alahakoon, 2022). 

Attackers may intercept or manipulate data during 

storage or transmission, leading to unauthorised 

access or tampering with sensitive information 

(Nguyen et al., 2021). 

Weak Access Controls (AI/Software) 

Inadequately restricting access to AI development 

environments, models, or data, allowing 

unauthorised users to perform actions beyond their 

permissions (Chiang and Gairola, 2018). 

Exploitation involves attackers gaining 

unauthorised access, potentially modifying AI 

models, leaking sensitive data, or disrupting the 

development process (Mirsky et al., 2023). 

Inadequate Input validation and sanitisation (AI) 

This vulnerability allows injecting 

instructions/commands into an AI model, causing it 

to deviate from its intended behaviour. It 

encompasses injecting commands that lead the 

model to perform unintended tasks, potentially 

compromising system integrity (Hu et al., 2021; 

Vassilev 2024). 

The AI model's behaviour could be inadvertently 

modified by an adversary who injected commands 

into it, causing it to execute unauthorised tasks or 

generate incorrect responses. The potential 

consequences are manifold; they may consist of 

unauthorised access, data breaches, or 

subversion of the system's output, contingent upon 

the particular use case and context (Hu et al., 

2021; Mirsky et al., 2023; Vassilev, 2024). 

Susceptibility to Input Perturbation (AI) 

Input perturbation enables altering valid inputs to AI 

models, resulting in incorrect outputs, commonly 

known as evasion or adversarial examples. This 

poses risks primarily to decision-making systems, 

impacting the reliability of their outputs (Hu et al., 

2021). 

Malicious actors can perturb valid inputs to AI 

models, causing them to produce incorrect outputs 

consistently, leading to incorrect decisions in 

critical applications, such as autonomous vehicles 

or healthcare diagnosis, resulting in safety 

hazards, financial losses, or compromised security 

(Hu et al., 2021). 

Insecure AI Supply Chain (AI/Software) 

Failure to secure AI-related components acquired 

from external suppliers, leading to the potential 

compromise of the AI system's security and 

integrity (Hu et al., 2021). 

Malicious actors may exploit vulnerabilities in 

insecurely sourced AI components to introduce 

backdoors, malware, or other malicious code into 

the system, potentially leading to data breaches, 

system compromises, or unauthorised access (Hu 

et al., 2021). 

Inadequate Asset Protection (AI/Software) 

Lack of proper identification, tracking, and 

protection of AI-related assets, including models, 

data, software, and documentation, leaving them 

vulnerable to unauthorised access, manipulation, 

or theft (European Union Agency for 

Cybersecurity., 2020; Rodrigues, 2020). 

Attackers may exploit weaknesses in asset 

management processes to gain unauthorised 

access to sensitive AI-related assets, such as 

models or datasets, leading to data breaches, 

intellectual property theft, or compromise of 

system integrity (Rodrigues, 2020). 



 

 14 

Deployment phase 

The deployment phase of the AI lifecycle marks the transition of developed AI models from 

development environments to real-world applications. In this phase, the focus shifts towards 

ensuring that the AI solution operates effectively and efficiently in operational settings. Model 

deployment, infrastructure setup, and monitoring mechanisms are implemented to support the 

ongoing operation of AI systems. 

 

Vulnerability Exploitation 

Insecure API Endpoints (AI/Software) 

Vulnerabilities in interfaces that allow 

communication between different components of 

the AI system, inadequately securing endpoints 

that expose functionality to external entities 

(Boulemtafes, Derhab and Challal, 2020; Carlo et 

al., 2023). 

Exploitation involves attackers taking advantage of 

inadequately protected API to gain unauthorised 

entry, introduce malicious inputs, or disrupt the 

regular operation of the AI system. Impact includes 

unauthorised data access, denial of service, or 

manipulation of AI model inputs (Carlo et al., 

2023). 

Infrastructure (AI/Software) 

Infrastructure considerations in the deployment 

phase involve the configuration and setup of 

physical and virtual components necessary to 

support the operational integration of the AI 

system within its designated environment (Silva 

and Alahakoon, 2022). 

Inadequate attention to infrastructure security 

exposes vulnerabilities, allowing unauthorised 

access leading to data breaches, operational 

downtime, or service disruptions. Adversarial 

attacks on infrastructure security may be exploited 

during deployment for unauthorised access 

leading to service disruptions (Rodrigues, 2020; 

Carlo et al., 2023). 

Lack of Encryption During Data Transmission 

(Software) 

The lack of encryption during data transmission 

refers to the failure to secure data as it travels 

between different components or entities within the 

AI system (Boulemtafes, Derhab and Challal, 

2020). 

Adversarial attacks may take advantage of the 

absence of encryption during data transfer and 

manipulate sensitive information. Eavesdropping 

on unencrypted data during transmission enables 

malicious actors to illegally obtain or manipulate 

confidential information,  unauthorised access to 

private data and a breach of data confidentiality 

(Mirsky et al., 2023). 

Configuration Vulnerabilities in Cloud Services 

(AI/Software) 

Misconfiguration of cloud services like improperly 

setting up or configuring cloud-based components, 

such as storage, computing resources, or 

databases (Boulemtafes, Derhab and Challal, 

2020). 

Adversarial attacks exploit misconfigured cloud 

settings to gain unauthorised access to AI 

services, potentially leading to data breaches or 

service disruptions (Boulemtafes, Derhab and 

Challal, 2020; Carlo et al. 2023). 

Model Stealing (AI) 

Model stealing allows attackers to extract the 

architecture or weights of a trained AI model, 

create functionally equivalent copies. Additionally, 

certain software vulnerabilities, such as insecure 

storage or weak access controls, can inadvertently 

facilitate model stealing (Chang et al., 2020). 

Attackers can extract the architecture or the 

trained AI models, creating functionally equivalent 

copies for unauthorised use or intellectual property 

theft. This could lead to financial losses, 

unauthorised access to proprietary technology, or 

exploitation of competitive advantages (Chang et 

al., 2020). 
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Vulnerability Exploitation 

Prompt Extraction (AI/Software) 

Prompt extraction enables attackers to extract or 

reconstruct the system prompt provided to an AI 

model, potentially revealing confidential 

information, and compromising system security 

(Hu et al., 2021). 

It is possible for adversaries to extract or 

reconstruct system prompts that are delivered to 

AI models, which may compromise the security of 

the system and possibly reveal sensitive 

information including unauthorised access , 

breaches of data security, or violations of privacy  

(Hu et al., 2021). 

Model Output Accessibility (AI) 

 Failure to protect AI models and data from direct 

and indirect access, increasing the risk of 

unauthorised model reconstruction, data theft, or 

tampering, compromising model integrity and 

trustworthiness (Bouacida and Mohapatra, 2021; 

Hu et al., 2021; Vassilev 2024). 

Attackers may attempt to access models directly or 

query models through applications to reconstruct 

model functionality, steal sensitive data, or tamper 

with models, undermining their reliability and 

trustworthiness, potentially leading to data 

breaches, loss of intellectual property, or 

compromised system performance (Bouacida and 

Mohapatra, 2021; Hu et al., 2021; Vassilev 2024). 

Inadequate Evaluation and Testing 

(AI/Software) 

Releasing AI models, applications, or systems 

without thorough security evaluation, testing, or 

clear communication of limitations, exposing users 

to potential security risks or failure modes 

(Rodrigues, 2020; Carlo et al., 2023). 

Attackers may exploit vulnerabilities in 

inadequately evaluated or tested AI systems to 

compromise user data, disrupt system operations, 

or exploit security weaknesses, potentially leading 

to data breaches, financial losses, or reputational 

damage, undermining user trust and confidence in 

the AI system (Rodrigues, 2020; Carlo et al., 

2023). 

 

Maintenance phase 

In the maintenance phase of the AI lifecycle, the focus shifts to sustaining the performance and 

relevance of deployed AI solutions over time. This involves ongoing monitoring of model 

performance, data quality, and system integrity to ensure continued effectiveness in real-world 

applications. Maintenance tasks include updating models with new data to maintain relevance and 

accuracy, addressing any drift or degradation in performance, and adapting to evolving user needs 

or environmental changes. Regular evaluations and audits are conducted to assess the AI 

solution's performance against predefined metrics and to identify areas for improvement or 

optimisation (2020; Bouacida and Mohapatra, 2021; 2023). 

 

Vulnerability Exploitation  

Delayed Security Patches (AI/Software) 

Delayed security patches refer to the 

postponement of applying updates or fixes to 

known vulnerabilities in the software and 

components used in the AI (Carlo et al., 2023). 

Attackers can exploit unpatched vulnerabilities, 

compromising system integrity, executing arbitrary 

code, manipulating AI models, or gaining 

unauthorised access to sensitive information. 

Adversarial attacks may target known 

vulnerabilities in outdated AI components, 

attempting unauthorised access, model 

manipulation, or data theft (Carlo et al., 2023). 

Model Decay and Concept Drift (AI) Exploiting decreasing model performance allows 

adversaries to manipulate predictions, leading to 
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Vulnerability Exploitation  

Model decay and concept drift refer to the 

deterioration of AI model effectiveness over time 

due to changing input distributions or shifts in the 

underlying data (Zhang et al., 2022; European 

Union Agency for Cybersecurity. 2020). 

biased outputs, incorrect predictions, or degraded 

performance. Adversaries may intentionally 

influence input data distributions to manipulate AI 

predictions, resulting in incorrect or biased 

outcomes  (European Union Agency for 

Cybersecurity., 2020; Zhang et al., 2022). 

Insider Threats (AI) 

Insider threats involve malicious activities by 

internal personnel who have access to the AI 

system, models, or sensitive  (Mirsky et al., 2023). 

Insiders exploit access privileges to engage in 

unauthorised activities, compromising the 

confidentiality, integrity, and availability of AI 

models and sensitive data. Adversarial attacks 

manifest as deliberate actions by employees with 

privileged access, including data theft or sabotage 

of AI models and data (Mirsky et al., 2023) 

Insufficient Logging (AI/Software) 

Logging in the maintenance phase involves 

systematically recording and monitoring system 

activities, errors, and performance metrics to 

facilitate the ongoing evaluation and optimisation 

of the AI system (Zhang et al., 2022; European 

Union Agency for Cybersecurity. 2020). 

Insufficient logging procedures may slow problem 

detection, impede resolution, and enable malicious 

individuals to exploit undetected weaknesses, 

resulting in unauthorised access or manipulation of 

the AI system. Adversarial attacks might focus on 

insufficient logging, aiming to take advantage of 

limited insight into system operations and possibly 

leaving vulnerabilities undetected (Bradley, 2020). 
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Attacks on AI systems are making a noticeable change from controlled settings to practical 

production systems (Hu et al., 2021). This change highlights the increasing need for 

comprehending such attacks within real-world situations (Hu set al., 2021; Carlo et al., 2023; 

European Union Agency for Cybersecurity., 2023d). Case studies provide real-life examples where 

risks have materialised or have been mitigated, offering practical insights to the risk assessment. 

The following case studies demonstrate the effects on operational AI systems, showcasing different 

attack features, personas, machine learning methodologies, and impacted use cases. The attacks 

use many tactics, such as evasion, poisoning, model replication, and exploiting conventional 

software vulnerabilities. They include various malicious actors, from regular users to skilled red 

teams, who focus on attacking machine learning models in environments such as cloud-hosted, on-

premises, and edge installations. These case studies examine security-sensitive and non-security-

sensitive applications, offering detailed insights into the vulnerabilities AI systems encounter in real-

world scenarios. 

Name & Source Description 

ChatGPT Plugin Privacy Leak 

Incident Date:  May 2023.  

Actor:  Embrace The Red.  

Target:  OpenAI ChatGPT. 

(Gupta et al., 2023) 

A vulnerability in ChatGPT known as "indirect prompt injection" 

allows an attacker to take control of a chat session and steal 

the conversation's history by using ChatGPT plugins to feed 

malicious websites. Users may be susceptible to Personal 

Identifiable Information (PII) leaks from the retrieved chat 

session because of this attack. 

Indirect Prompt Injection Threats: 

Bing Chat Data Pirate 

Incident Date:  2023  

Actor:  Kai Greshake, Saarland 

University. 

Target: Microsoft Bing Chat 

(Greshake et al., 2023) 

A user may grant Bing Chat permission to browse and access 

webpages that are presently open during a chat conversation 

using Microsoft's new Bing Chat LLM Chatbot. Researchers 

showed how an attacker might insert a malicious script into a 

user's browser to stealthily transform Bing Chat into a social 

engineering tool that searches for and steals personal data. 

This attack may be conducted without the user having to ask 

questions about the website or do anything other than engage 

with Bing Chat while the page is open in the browser. 

PoisonGPT 

Incident Date:  July 2023  

Actor:  Mithril Security Researchers 

Target:  HuggingFace Users. 

(Huang et al., 2023) 

An open-source, pre-trained large language model (LLM) 

manipulated by researchers at Mithril Security to produce a 

bogus reality. To highlight the LLM supply chain's weakness, 

they were able to successfully upload the poisoned model back 

to HuggingFace, the biggest model hub that is available to the 

public. Users could have downloaded the contaminated model, 

obtaining, and disseminating contaminated information and 

data, potentially leading to a number of negative outcomes. 

Arbitrary Code Execution with Google 

Colab. 

Incident Date:  July 2022  

Actor:  Tony Piazza 

Target:  Google Colab. 

(Valizadeh and Berger, 2023) 

Google Colab is a virtual machine based Jupyter Notebook 

service. Jupyter Notebooks, which include typical Unix 

command-line features and executable Python code snippets, 

are often used for ML and data science study and 

experimentation. This code execution feature not only lets 

users alter and visualise data, but it also lets them download 

and manipulate files from the internet, work with files in virtual 

machines, and more. 

Additionally, users may use URLs to share Jupyter Notebooks 

with other users. Users who use notebooks that include 

malicious code run the risk of unintentionally running the 

5 List of case studies 
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Name & Source Description 

malware, which might be concealed or obfuscated—for 

example, in a downloaded script. 

A user is prompted to provide the notebook access to their 

Google Drive when they open a shared Jupyter Notebook in 

Colab. While there may be good reasons to provide someone 

access to Google Drive, such as letting them replace files with 

their own, there may also be bad ones, including data 

exfiltration or opening a server to the victim's Google Drive. 

The ramifications of arbitrary code execution and Colab's 

Google Drive connection are brought to light by this experiment.  

Bypassing ID.me Identity Verification 

Incident Date:  October 2020 

Reporter:  ID.me internal investigation 

Actor:  One individual 

Target:  California Employment 

Development Department 

(Laborde et al., 2020) 

 

Using ID.me's automatic identification verification system, a 

person submitted at least 180 fraudulent unemployment claims 

in the state of California between October 2020 and December 

2021. After dozens of false claims were accepted, the person 

was paid at least $3.4 million. 

The man used the stolen personal information and pictures of 

himself donning wigs to create several false identities and 

bogus driver's licences. He then registered for ID.me accounts 

and completed their identity verification procedure. The 

procedure compares a selfie to an ID picture to authenticate 

personal information and confirm the user is who they say they 

are. By using the same wig in his supplied selfie, the person 

was able to confirm identities that had been stolen. 

After that, the person used the ID.me validated identities to 

submit false unemployment claims with the California 

Employment Development Department (EDD). The faked 

licences were approved by the system because to 

shortcomings in ID.me's identity verification procedure at the 

time. After being accepted, the person had payments sent to 

many places he could access and used cash machines to 

withdraw the funds. The person was able to take out 

unemployment benefits totalling at least $3.4 million. 

Eventually, EDD and ID.me discovered the fraudulent activities 

and alerted federal authorities to it. Regarding this and another 

fraud case, the person was found guilty of wire fraud and 

aggravated identity theft in May 2023 and was given a sentence 

of 6 years and 9 months in prison. 

Achieving Code Execution in 

MathGPT via Prompt Injection. 

 

Incident Date:  28 January 2023 

Actor:  Ludwig-Ferdinand Stumpp 

Target:  MathGPT 

(https://mathgpt.streamlit.app/) 

 (Ding, Cen and Wei, 2023) 

GPT-3 is a large language model (LLM) that is used by the 

publicly accessible Streamlit application MathGPT to respond to 

user-generated arithmetic problems. 

When it comes to directly executing accurate maths, LLMs like 

the GPT-3 perform poorly, according to recent research and 

experiments. When requested to develop executable code that 

answers the given query, however, they may provide more 

precise results. The user's natural language inquiry in the 

MathGPT application is translated into Python code using GPT-

https://mathgpt.streamlit.app/
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Name & Source Description 

 3 and then executed. The user is shown the result of the 

calculation together with the code that was run. 

Prompt injection attacks, in which malicious user inputs force 

the models to behave unexpectedly, might affect certain LLMs. 

The actor in this incident investigated many prompt-override 

paths, generating code that allowed the actor to execute a 

denial-of-service attack and get access to the environment 

variables of the application host system and the application's 

GPT-3 API key. Consequently, the actor may have crashed the 

programme or used up all the API query budget. 

The MathGPT and Streamlit teams were informed of the attack 

pathways and their outcomes, and they promptly took action to 

address the vulnerabilities by filtering on certain prompts and 

changing the API key. 

Compromised PyTorch-nightly 

Dependency Chain 

Incident Date:  25 December 2022 

Reporter:  PyTorch 

Actor:  Unknown 

Target:  PyTorch 

(Ladisa et al., 2023) 

A malicious malware submitted to the Python Package Index 

(PyPI) code repository from December 25 to December 30, 

2022, compromised Linux packages for PyTorch's pre-release 

version, known as Pytorch-nightly. The malicious package was 

installed by pip, the PyPI package manager, instead of the 

genuine one since it had the same name as a PyTorch 

dependent. 

Due to a supply chain assault dubbed "dependency confusion," 

confidential data on Linux computers running impacted pip 

versions of PyTorch-nightly was made public. PyTorch made 

the announcement about the problem and the first efforts taken 

to mitigate it on December 30, 2022. These included renaming 

and removing the torchtriton dependencies. 

Confusing Antimalware Neural 

Networks. 

Incident Date:  23 June 2021 

Actor:  Kaspersky ML Research Team 

Target:  Kaspersky's Antimalware ML 

Model 

(Djenna et al., 2023) 

ML malware detectors are increasingly being used in cloud 

computing and storage systems. In these situations, users' 

systems are used to build the model's characteristics, which are 

then sent to the servers of cyber security companies. This gray-

box situation was investigated by the Kaspersky ML research 

team, who demonstrated that feature information is sufficient for 

an adversarial assault against ML models. 

Without having white-box access to one of Kaspersky's 

antimalware ML models, they effectively avoided detection for 

the majority of the maliciously altered malware files. 

Backdoor Attack on Deep Learning 

Models in Mobile Apps 

Incident Date:  18 January 2021 

Actor:  Yuanchun Li, Jiayi Hua, Haoyu 

Wang, Chunyang Chen, Yunxin Liu 

Target:  ML-based Android Apps 

(Li et al., 2021) 

Deep learning models are becoming essential parts of mobile 

apps. Microsoft Research researchers have shown that a large 

number of deep learning models used in mobile applications 

are susceptible to "neural payload injection" backdoor attacks. 

They gathered real-world mobile deep learning applications 

from Google Play and conducted an empirical investigation on 

them. They found 54 apps that may be attacked, including well-

known security and safety apps that are essential for facial 

identification, parental control, currency recognition, and 

financial services. 
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Name & Source Description 

Face Identification System Evasion 

via Physical Countermeasures 

Incident Date:  2020  

Actor:  MITRE AI Red Team 

Target:  Commercial Face 

Identification Service 

(Zheng et al., 2023) 

The AI Red Team from MITRE executed a physical-domain 

evasion attack against a commercial face identification service 

to cause a deliberate misclassification. Traditional ATT&CK 

enterprise techniques, including executing code via an API and 

locating valid accounts, were interspersed with adversarial ML-

specific assaults in this operation. 

Microsoft Edge AI Evasion 

Incident Date:  February 2020 

Actor:  Azure Red Team 

Target:  New Microsoft AI Product 

(Sivaram et al., 2022) 

A red team exercise was conducted by the Azure Red Team on 

a novelty from Microsoft that is specifically engineered to 

execute AI workloads at the periphery. The objective of this 

exercise was to induce misclassifications in the ML model by 

perpetually manipulating a target image using an automated 

system. 

Microsoft Azure Service Disruption 

Incident Date:  2020 

Actor:  Microsoft AI Red Team 

Target:  Internal Microsoft Azure 

Service 

(Torkura et al., 2020) 

A red team exercise was conducted by the Microsoft AI Red 

Team on an internal Azure service with the explicit purpose of 

causing service disruption. Traditional ATT&CK enterprise 

techniques, including data exfiltration and valid account 

discovery, were interspersed with adversarial ML-specific steps, 

including offline and online evasion examples, in this operation. 

Tay Poisoning 

Incident Date:  23 March 2016 Reporter:  

Microsoft 

Actor:  4chan Users 

Target:  Microsoft's Tay AI Chatbot 

(Neff and Nagy, 2016)  

Microsoft developed the Twitter chatbot Tay with the intention 

of amusing and involving users. In contrast to preceding 

chatbots, which relied on pre-programmed scripts for 

responses, Tay was capable of being directly influenced by the 

conversations it engaged in due to its machine learning 

capabilities. 

A concerted assault incentivised malevolent users to 

disseminate abusive and profane language via Twitter towards 

Tay, resulting in Tay producing content that was just as 

inflammatory towards other users. 

Within twenty-four hours of the bot's introduction, Microsoft 

discontinued Tay and issued a public apology detailing the 

lessons it had learned from its failure. 

ProofPoint Evasion 

Incident Date:  9 September 2019 

Actor:  Researchers at Silent Break 

Security 

Target:  ProofPoint Email Protection 

System  

 (Sivaram et al., 2022) 

The code repository known as Proof Pudding details the 

method employed by ML researchers to circumvent 

ProofPoint's email protection system (CVE-2019-20634). 

Specifically, they used the insights gained from a copycat email 

protection ML model to bypass the live system. More precisely, 

the understandings enabled scientists to construct malevolent 

electronic messages that obtained favourable ratings, evading 

detection by the system. ProofPoint assigns a numerical score 

to each word in an email, which is determined by a combination 
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Name & Source Description 

of several variables. If the email's overall score is deemed 

insufficient, an error will be generated, designating it as SPAM. 

GPT-2 Model Replication 

Incident Date:  22 August 2019 

Actor:  Researchers at Brown 

University 

Target:  OpenAI GPT-2 

(Li, Zhang and He, 2022) 

OpenAI developed the GPT-2 language model, which can 

produce text samples of exceptional quality. OpenAI adopted a 

tiered release schedule in response to concerns that GPT-2 

could be exploited for malicious purposes, including 

impersonating others, generating misleading news articles, 

false social media content, or spam. Initially, they distributed a 

scaled-down, comparatively weaker iteration of GPT-2 

accompanied by a technical elucidation of the methodology, 

while withholding the complete trained model. 

Brown University researchers effectively replicated the model 

using OpenAI-released information and open-source ML 

artefacts prior to the complete model's release. This illustrates 

how an adversary equipped with adequate computational 

resources and technical expertise could have imitated GPT-2 

and employed it for malevolent intentions prior to the AI 

Security community's detection. 

ClearviewAI Misconfiguration 

Incident Date:  April 2020  

Actor:  Researchers at spiderSilk 

Target:  Clearview AI facial 

recognition tool 

(Anisetti et al., 2020) 

A facial recognition application developed by Clearview AI 

searches publicly accessible images for matches. This 

instrument has been used by law enforcement agencies and 

other entities for investigative objectives. 

Despite being protected by a password; the source code 

repository of Clearview AI was compromised in a way that 

enabled any user to create an account. By exploiting this 

vulnerability, an unauthorised individual obtained entry to a 

repository of private code housing Clearview AI production 

credentials, keys to cloud storage containers containing 70,000 

video samples, duplicates of its applications, and Slack tokens. 

A malicious actor who gains access to the training data can 

induce an arbitrary misclassification in the deployed model.  

Attack on Machine Translation 

Service - Google Translate, Bing 

Translator, and Systran Translate 

Incident Date:  30 April 2020  

Actor:  Berkeley Artificial Intelligence 

Research 

Target:  Google Translate, Bing 

Translator, Systran Translate. 

(Wallace, Stern and Song, 2021) 

Machine translation services (e.g., Systran Translate, Google 

Translate, and Bing Translator) offer user interfaces and APIs 

that are accessible to the public. These public endpoints were 

used by a research group at UC Berkeley to generate a 

replicated model whose translation quality was close to that of 

production-ready models. In addition to illustrating the 

functional theft of intellectual property from a black-box system, 

they effectively transferred adversarial examples to the actual 

production services using the replicated model. Adversarial 

inputs effectively induce targeted word shifts, generate profane 

outputs, and result in deleted sentences on the websites of 

Systran Translate and Google Translate. 

 

Camera Hijack Attack on Facial 

Recognition System 

Incident Date:  2020 

By circumventing the conventional model of live facial 

recognition authentication, this form of camera hijack attack 
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Name & Source Description 

Reporter:  Ant Group AISEC Team 

Actor:  Two individuals 

Target:  Shanghai government tax 

office's facial recognition service 

(Vennam et al., 2021) 

grants adversaries access to privileged systems and allows for 

the impersonation of victims. 

This assault was used by two individuals in China to infiltrate 

the tax system of the local government. They established a 

fictitious subsidiary corporation and issued tax system invoices 

to fictitious clients. The scheme was initiated by the individuals 

in 2018 and resulted in the fraudulent acquisition of $77 million. 

Bypassing Cylance's AI Malware 

Detection 

Incident Date:  7 September 2019 

Actor:  Skylight Cyber 

Target:  CylancePROTECT, Cylance 

Smart Antivirus 

(Lucas et al., 2021) 

To circumvent the detection of Cylance's AI Malware detector 

when appended to a malicious file, a universal bypass string 

was developed by Skylight researchers. 

VirusTotal Poisoning 

Incident Date:  2020 

Reporter:  McAfee Advanced Threat 

Research 

Actor:  Unknown 

Target:  VirusTotal 

(Ranade et al., 2021) 

Extraordinary reports of a specific ransomware family 

increased, according to McAfee Advanced Threat Research. A 

rapid influx of ransomware samples from that specific family 

was disclosed via a well-known virus-sharing platform, 

according to the findings of the case investigation. Subsequent 

inquiry unveiled that the samples were equivalent in terms of 

string similarity and code similarity, with the degree of similarity 

ranging from 98 to 74%. Remarkably, the duration required to 

construct each sample was identical. Scientists discovered, 

upon further investigation, that the original file had been altered 

to contain aberrant variants using the metamorphic code 

manipulating tool "metame." Although not consistently 

executable, the variants remain within the ransomware family 

until they are identified. 

Botnet Domain Generation Algorithm 

(DGA) Detection Evasion 

Incident Date:  2020  

Actor:  Palo Alto Networks AI   

Research Team 

Target:  Palo Alto Networks ML-based 

DGA detection module 

(Upadhyay, 2020) 

Using a generic domain name mutation technique, the Security 

AI research team at Palo Alto Networks was able to circumvent 

a Convolutional Neural Network-based botnet Domain 

Generation Algorithm (DGA) detector. It is a technique for 

generic domain mutation that can circumvent the majority of 

ML-based DGA detection modules. The generic mutation 

technique circumvents the majority of ML-based DGA detection 

modules DGA and can be used to evaluate the robustness and 

efficacy of all DGA detection methods developed by industry 

security firms prior to their deployment in production. 

Evasion of Deep Learning Detector 

for Malware C&C Traffic 

Incident Date:  2020 

Actor:  Palo Alto Networks AI 

Research Team 

A deep learning model was evaluated by the Security AI 

research team at Palo Alto Networks for the purpose of 

detecting malware command and control (C&C) traffic in HTTP 

traffic. Drawing inspiration from the publicly accessible article 

by Le et al., they constructed a model that exhibited 

comparable performance to the production model and was 

trained on an analogous dataset. Following this, adversarial 

samples were generated, the model was queried, and the 
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Name & Source Description 

Target:  Palo Alto Networks malware 

detection system 

(Novo and Morla, 2020) 

adversarial sample was modified accordingly until the model 

was evaded. 
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The study also integrated insights from interviews with Grant Thornton clients across diverse 

sectors, including private healthcare, insurance, fund management, law firms, hotel chains, global 

banks, national newspapers and leading academic researchers from both UK and USA.  These 

organisations, employing between 1,000 to over 20,000 individuals, operate in the UK market.  

Interviews were conducted to assess clients' readiness and expertise in developing, managing and 

deploying AI products across the AI lifecycle, focusing on topics such as risk management, data 

integrity, incident response, model security, regulatory compliance, and threat intelligence. These 

discussions were intended to ground the assessment in practical experience, ensuring it accurately 

represented the current challenges these organisations are considering. 

The table following this section lists clients and academics interviewed, denoting only 5 client 

organizations and 2 academics participated due to availability or internal policies. Organizations are 

anonymized with a unique prefix used in subsequent references. Out of 17 organizations invited to 

interview for the study, only 7 were interviewed either due to time constraints and/or organizational 

policies leading to withdrawal. Among these, only one organization has currently deployed an AI 

solution within its organisational IT framework. 

 

Organisation (prefix) Interviewed* Position 

Healthcare and insurance (HI1) Y Group Security Director 

Cyber security specialist (CS1) Y N/A 

Global Top 50 bank (BK1) Y Global CISO 

National newspaper (NN1) Y Editor responsible for AI 

Pension investment fund manager (PI1) Y Global CISO 

Cyber security expert UK academic (AC1) Y Professor of Computer Science 

Cyber security expert USA government (AC2) Y AI Cyber security expert 

 

Application of AI / ML 

The interviewees were queried on the current use of AI or ML within their organisation. Except for 

one banking client (BK1), all confirmed a lack of AI or ML applications in their workflows, excluding 

standard AI tools such as Microsoft's Copilot or ChatGPT 3.5 within Microsoft Azure enterprise 

subscription services. One client specializing in cybersecurity (CS1) is deliberately developed 

policies to postpone the adoption and incorporation of cutting-edge AI solutions until the cyber 

security industry develops more robust cybersecurity solutions for AI systems with proven track 

record. 

Data integrity and protection 

Acknowledging the importance of data quality and integrity for AI model functionality, the clients 

were inquired about their data control measures specific to AI. It emerged that specialized controls 

for AI data integrity are not yet in place. The exception is BK1, who presumes that existing Data 

Loss Prevention systems would flag significant data breaches, although this has not been 

practically tested. BK1 has begun to create a risk classification system addressing AI-specific 

cybersecurity risks like data privacy and poisoning. 

6 Client interview insights 
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AI model security 

The clients, including BK1, have not yet focused on the security of AI or ML models. BK1, however, 

has indicated plans to enforce minimum standards in their commercial agreements to enable legal 

recourse in the case of a security breach. 

Risk assessment and management 

Senior leadership acknowledged the looming importance of cyber security risks to AI and is seeking 

solutions from startups and corporate entities. HI1 has initiated a risk assessment and management 

process for AI systems in 2023, utilizing expertise from cybersecurity architects and the Group 

CISO. They’re seeking guidance from enterprise entities like Microsoft and MITRE AI, as well as 

recent papers from the UK's NCSC. HI1 and PI1 acknowledge the need to advance their 

cybersecurity measures for AI and are engaging with specialized startups for solutions. However, 

they are aware of their limitations in assessing these services' efficacy. To address this, they are 

collaborating with academic experts to evaluate the requirements and effectiveness of proposed 

solutions. BK1, meanwhile, has created an extensive risk taxonomy to address specific AI risks, 

including the 'black box' effect, model inversion, data privacy, poisoning, and the overall AI lifecycle. 

However, most organisations are focused on meeting existing regulations and security standards, 

with AI implementation not yet a priority.  

Incident Response 

None of the clients have not yet developed incident response plans specifically for cybersecurity 

incidents affecting AI systems. 

Regulatory compliance and standard 

The consensus among various stakeholders is a lack of awareness of any specific cybersecurity 

regulations tailored to AI. There is an acknowledgment of the extensive existing cybersecurity 

regulations, which, despite their breadth, do not address AI's unique challenges. BK1 and PI1 are 

monitoring for the release of targeted AI cybersecurity regulations and standards, which they 

anticipate will prompt actionable changes within the industry.  
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The following are the definitions and explanations for key terms used throughout this document to 

facilitate their consistent interpretation. 

• Adversarial Activities: Intentional actions that exploit vulnerabilities in AI systems during 

their development phase, potentially leading to cyber threats and attacks. 

• Adversarial Assaults: Attacks, especially on deep learning models, where input data is 

manipulated to trick the model, posing significant dangers with real-world repercussions. 

• AI Lifecycle: Various stages involved in the development and deployment of AI models and 

systems, encompassing design, development, deployment, and maintenance. 

• AI Models: Computational representations that simulate human learning and decision-

making processes. Risks and opportunities are associated with applying AI models to 

software engineering tasks. 

• Artificial Intelligence (AI): The broader field encompassing knowledge-based systems, 

data-driven and machine learning-enabled systems, including classic machine learning 

(supervised learning, unsupervised learning), deep learning, and reinforcement learning, 

referring to the development of systems that can perform tasks requiring human intelligence. 

• Availability: The state of being accessible and usable, emphasising the importance of AI 

systems being available when needed. 

• Bias: Unfair or unjust preferences towards certain groups or characteristics in AI systems, 

potentially leading to discriminatory outcomes. 

• Confidentiality: Involves safeguarding sensitive information, ensuring that access is 

restricted only to authorised individuals or systems. 

• Countermeasures: Defensive actions or strategies implemented to mitigate the risks 

associated with adversarial assaults and other vulnerabilities in AI systems. 

• Cyber Vulnerabilities: Weaknesses in the security of AI systems, especially during the 

development phase, which could be exploited by adversaries, leading to compromised 

integrity and potential security breaches. 

• Data Governance: Involves the management and control of data assets, ensuring data 

quality, integrity, and security throughout its lifecycle. 

• Data Poisoning Attacks: A type of attack during the training phase of machine learning 

models, compromising the model's integrity by manipulating the training data. 

• Data Quality and Integrity: Assurance of high-quality data throughout the entire lifespan 

of an AI application, emphasising the importance of accurate and reliable data. 

• Deep Learning: A branch of machine learning using neural networks with numerous layers 

to extract more complex characteristics from raw data, with limits in constructing necessary 

explanatory structures. 

• Ethical Integrity: Adherence to ethical principles and standards in AI systems, ensuring 

fair, responsible, and accountable use of AI technologies. 

• Frontier AI: The latest advancements in AI that is defined as highly capable general-

purpose AI models that can perform a wide variety of tasks and match or exceed the 

capabilities present in today’s most advanced models.  

• Integrity: Ensures that data and information in AI systems remain accurate, unaltered, and 

consistent. 

• Machine Learning: Encompasses algorithms that can acquire knowledge from data and 

generate classification, predictions, or pattern without explicit programming, facilitated by 

labelled data (supervised learning) or unlabelled data (unsupervised learning). 

• Malicious Software: Software designed to harm or exploit computer systems. Using 

artificial intelligence in malicious software poses significant risks to cyber security. 

• Privacy: In the context of AI systems, involves safeguarding sensitive information, ensuring 

compliance with privacy regulations, and protecting user data confidentiality. 

• Reinforcement Learning: A field that focuses on teaching algorithms to make a series of 

choices by learning from the consequences of their actions, whether positive or negative. 

• Reward Manipulation: A form of abuse in reinforcement learning systems, where 

algorithms are manipulated to produce unexpected behaviour by altering the rewards given 

for certain actions. 
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• Robustness Testing: Involves evaluating the ability of AI models to withstand adversarial 

attacks and ensuring their reliability in real-world scenarios. 

• Risks: Potential negative outcomes or uncertainties associated with the development, 

deployment, and use of AI systems that may impact security, privacy, and functionality. 

• Security Architecture: Refers to the design of a robust framework incorporating access 

controls, secure design principles, and network configurations to establish a strong defence 

against potential threats. 

• Security Frameworks: Comprehensive structures outlining security measures and 

protocols to safeguard AI systems from potential threats and vulnerabilities. 

• Security Protocols: Established procedures governing how data is transmitted and 

protected across networks, ensuring secure communication, and preventing unauthorised 

access. 

• Systemic Risk Governance: Involves embracing resilience and sustainability through a 

holistic framework during the development phase of AI systems to mitigate inherent 

dangers. 

• Threat Modelling: Involves identifying potential threats, vulnerabilities, and attack vectors 

in AI systems to understand and mitigate security risks effectively. 

• Threats: External or internal factors that have the potential to exploit vulnerabilities and 

compromise the security of AI systems. 

• Vulnerabilities: Weaknesses in AI systems that can be exploited by adversaries, potentially 

leading to security breaches, compromised models, or unauthorised access to sensitive 

data. 
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