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Executive Summary 
Context: This paper uses the Government’s chosen definition of Frontier AI as highly capable 
general-purpose AI models that can perform a wide variety of tasks and match or exceed the 
capabilities present in today’s most advanced models1. As of October 2023, this primarily 
encompasses foundation models consisting of very large neural networks using transformer 
architectures. 

Frontier AI models are becoming more capable at a range of tasks. Short term, they are likely 
to become even more so, and to be built by the few companies with access to the requisite 
resources. Open-source models will almost certainly improve behind the Frontier, posing 
different regulatory challenges. This paper is focussed on risks from Frontier AI, but experts 
repeatedly highlighted the opportunities to be gained from AI. 

The risks posed by future Frontier AI will include the risks we see today, but with potential for 
larger impact and scale. These include enhancing mass mis- and disinformation, enabling 
cyber-attacks or fraud, reducing barriers to access harmful information, and harmful or biased 
decisions. Investing in mitigations for risks associated with Frontier AI now, is likely to be good 
preparation for some future risks. 

Even the most advanced models today have limitations and produce errors. There is ongoing 
debate amongst experts as to how robust and scalable some apparent capabilities are. 
Improved accuracy, reasoning, planning capabilities, memory, and self-correction will be 
required to deliver truly autonomous agents able to carry out more than basic tasks without 
human oversight. 

As Frontier AI becomes more general, debate has intensified on whether or when an Artificial 
General Intelligence (AGI) might be realised. However, the risks and opportunities posed by a 
given model derive from its capabilities, and how it is used, not the breadth of tasks at which 
it can match human performance. Frontier models could be disruptive, beneficial, powerful, or 
risky without being an AGI. 

Nor is capability the only consideration. Risk and opportunity will be shaped by uncertain 
factors including geopolitics, access, ownership, safety measures and public attitudes. We 
therefore present five plausible scenarios for AI in 2030, mapped across these factors to 
support policymakers develop proposals which are resilient to uncertainty. 

Given the significant uncertainty, there is insufficient evidence to rule out that future Frontier 
AI, if misaligned, misused or inadequately controlled, could pose an existential threat. 
However, many experts see this as highly unlikely.  It would need systems to outpace 
mitigations, gain control over critical systems and be able to avoid being switched off. 

AI safety is a socio-technical challenge that cannot be resolved with technical interventions 
alone. Industry, academia, civil society, governments and the public all have an important role 
to play. Universally agreed metrics to measure particularly dangerous or helpful characteristics 
do not yet exist and would be helpful. 
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Context 
1.  This paper summarises expert perspectives and the latest evidence on current and future 

capabilities of Frontier Artificial Intelligence (AI) systems. It considers key uncertainties in 
Frontier AI development, the risks future systems might pose, and a range of potential 
scenarios for AI out to 2030 to support policymakers. We draw on extensive expert 
engagement and desktop research carried out by GO-Science between April and 
September 2023. We are immensely grateful to over 50 experts who have contributed their 
expertise to this work, often with unreasonable deadlines. For details see page 28.  

2.  This paper uses the Government’s chosen definition of Frontier AIs as highly 
capable general-purpose AI models that can perform a wide variety of tasks and 
match or exceed the capabilities present in today’s most advanced models. As of 
October 2023, this primarily encompasses foundation models consisting of huge neural 
networks using transformer architectures.  

3.   Frontier AI is expected to deliver significant opportunities across a range of sectors. 
However, these systems can exhibit dangerous capabilities and pose a variety of risks to 
the public, organisations, and governments, both now and in the future. This paper 
focusses on the future development of Frontier AI and risks that may emerge over time. 
The importance of mitigating the risks seen today (e.g. enabling mis- and disinformation) 
is very substantial, but these risks are not discussed in detail in this paper as there is a 
range of high quality publications that cover this elsewhere (see paragraph 79).  

4.  The architecture of today’s Frontier AI is only one type of model within the broad 
field of machine learning and AI. Many methods and applications of AI will not involve 
foundation models. In some use cases, state of the art performance could be delivered by 
more narrowly capable AI. New approaches to creating more generally capable systems 
will emerge. This could include combining narrower models. Frontier AI, along with other 
AI, will pose different combinations of benefits, risks, and harms as they are deployed.   

5.  Opportunities and benefits from Frontier AI are highly likely to grow in impact and 
scope as systems become more capable. Although not the focus of this paper, many 
experts consulted were at pains to point out the potential opportunities from AI today and 
in the future. These opportunities, and the benefits they endow on the owners of models, 
are likely to drive development and adoption. Any list of opportunities written now will date 
quickly. However, consistent themes included: productivity gains driving economic growth 
and advancing solutions to challenges in climate, health, education, and wellbeing.  

6.  This work covers a broad and fast-moving subject. Many references are necessarily pre-
prints. Important considerations will not have been done justice. An emphasis on technical 
considerations should not be interpreted as an overstatement of the role of technology in 
solving a sociotechnical challenge. More consideration of AI research in the behavioural 
and social sciences, technology convergence, the interplay between public trust and 
deployment, other technologies and second order impacts (e.g. energy use) would 
complement this paper. Nor is this a policy paper. It does not set out policy responses or 
a full picture of international policy activity. We are publishing in the spirit of building a 
shared understanding, with the hope that readers feedback and challenge our conclusions.  



NOT A STATEMENT OF GOVERNMENT POLICY 

5 
 

Current Frontier AI Capabilities 
7.   AI is a broad field covering a large range of different technical approaches, with 

multiple techniques often used in combination to deliver a specific function. Overall, AI 
aims to create machines that are capable of tasks that otherwise require human 
intelligence to perform. A glossary of terms can be found on page 31. 

8.   In the past fifteen years, notable advances in AI have been delivered through machine 
learning (ML) using increasingly large neural networks. These neural networks have been 
developed with complex training approaches using increasingly large amounts of compute 
and data (deep learning)2,3. 

9.   Recent progress has been driven by the scale of data and compute. Technical 
developments that have supported the creation of foundation models include transformer 
architectures, strategies for unsupervised pre-training and fine-tuning, transfer learning 
and approaches to reinforcement learning. 

10. Historically, AI systems have only been able to carry out one or a small range of 
related tasks. The development of transfer learning, in which knowledge of one task can 
be re-used on a new task, can be traced back to key advances in the 1980s and 1990s. 
There was a turning point in the 2000s with the advent of deep learning and convolutional 
neural networks4. Now, large “pre-trained” ML models are available to developers for 
transfer learning. This consists of adapting the model to a range of new tasks or domains 
by fine tuning parameters to their representative datasets. 

11. These so called “foundation models” can be generative AI systems (e.g. GPT-4). Or they 
can be developed into systems able to carry out a more limited range of specific tasks. 
Starting from a foundation model can simplify and speed up the development of more 
specialised systems, which may also reduce costs. However, even using pre-trained 
models can incur significant compute costs. The transformer architecture at the core of 
Frontier AI models is not restricted to one type of input data. It can process multimodal 
inputs simultaneously, including free text, sensor data and images5. 

12. Foundation models display a range of capabilities, are increasingly multi-modal, 
and advances in natural language interfaces have enabled more widespread 
deployment and user interaction. As models have got larger, a range of “emergent” 
capabilities have been reported. That means a skill the model was not explicitly designed 
to do, and was not present in smaller models, “emerges” above a certain scale. One 
example of this is ability to perform addition, subtraction and multiplication6. 

13. There is ongoing debate as to how many capabilities truly “emerged”. Some experts cite 
early experiments suggesting “emergent” capabilities can be explained by models 
following instructions and pattern matching in their training data (in-context learning and 
memorisation respectively)7,8. Further it was suggested to us that many emergent abilities 
are at least within the expected domain of the model in question (e.g. producing text). 

14. Regardless of how capabilities arise – by design, through instruction or via emergence - if 
they prove reliable in a variety of use cases, this could be evidence that current 
architectures are at least a partial basis for systems that can carry out many human tasks.  
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15. The following capabilities of today’s Frontier models were highlighted to us as particularly 
relevant to Frontier AI risks. These are discussed in more detail in paragraphs 99-132. 

a. Content Creation – today’s Frontier models can generate increasingly high-quality 
content across a range of modes (text, image, video). There is early evidence they 
may improve the productivity of even highly skilled workers. However, they produce 
regular errors and cannot check their own work. Evaluations are often limited. 

b. Computer vision – this covers a range of tasks from image labelling to object 
classification. Large multimodal datasets have led to adaptable models that can 
respond to text and images.  

c. Planning and reasoning - Frontier models display limited planning and reasoning 
abilities, for example passing exams that require problem solving. However, they 
often fail at simple problems. There is ongoing debate about the extent to which 
they show true abstract reasoning or are matching to patterns in their training data.  

d. Theory of mind - Frontier model outputs can give the appearance of limited theory 
of mind reasoning. However, approaches to testing this have limitations. Overall, 
there is a lack of strong evidence to demonstrate that models based on LLMs can 
reliably infer the beliefs and mental states of others. 

e. Memory – Frontier models are not updated each time a user queries the system 
and most do not have access to up-to-date information, e.g. via the internet. 
Enabling models to query up to date databanks or increasing the length of user 
inputs can confer some of the useful properties of memory. However very long 
prompts can cause issues with accuracy and cost.  

f. Mathematics - today’s models perform well with some simple and complex 
mathematics problems. However, this is not without error, and they can fail at very 
simple problems. 

g. Accurately predicting the physical world - current Frontier models display some 
capabilities when probed with queries that need reasoning about physical objects. 

h. Robotics - LLMs have recently been developed with the aim of controlling robotic 
systems, and techniques for users to control robotic functions through natural 
language inputs. Many issues remain including compute use, latency and adapting 
to dynamic environments. 

i. Autonomous Agents - systems with the ability and agency to complete tasks 
when given a goal have been built, including AutoGPT. There are hard to verify 
claims it has successfully completed tasks, such as build an app. But it frequently 
gets stuck on a loop. 

j. Trustworthy AI - is a combination of technical and non-technical approaches that 
cover all stages of an AI model’s development, from data preparation through to 
deployment. Closed models are intrinsically less transparent. 
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Future Frontier AI Capabilities 
Uncertainty in technological progress 
16. There is significant uncertainty in predicting the development of any technology. AI 

is no different. Those within organisations developing Frontier AI may have more 
certainty about timescales and capabilities of their next generation. For those without 
access to models as they’re developed, monitoring potential capabilities and impacts of 
Frontier AI will continue to be difficult. Aside from this information asymmetry, wider 
barriers to effective monitoring include:  

a. The sheer pace of developments. 

b. A lack of transparency about training data. 

c. Disagreement between experts on how to measure progress. 

d. A lack of interpretability. 

e. Limited evaluation tools. 

17. Progress in AI has been a mix of leaps forward, and periods of slower change. 
Individual models have also exhibited capabilities across different domains unevenly – for 
example Open AI’s GPT models developed language skills earlier than basic maths skills9.  

18. Predicting what Frontier AI will be capable of next is challenging. Even those who 
build the systems cannot fully explain their inner workings or predict the next steps 
in their evolution with certainty. The last decade has seen a clear trend of increasing 
model size and compute yielding improved capabilities and performance on benchmark 
tests – so called “Scaling Laws”10. This provides some basis for making predictions about 
future capabilities. 

19. However, while performance of existing capabilities may have improved predictably, new 
abilities have emerged from increasing scale. As discussed at paragraph 13, the 
emergence paradigm is contested. However, so long as emergence with scale remains 
the way many experts interpret new capabilities arising, detailed predictions will be difficult. 

20. Quantitative forecasting is a limited tool. It has been used to make predictions for a 
variety of metrics related to AI11,12,13. Although widely used14,15, quantitative forecasting 
ultimately must make assumptions about the future, and may not account for all relevant 
factors16. It can suffer from narrow expertise pools17,18 and is stronger when combined with 
qualitative insight19. It often under or overestimates technological progress. Examples of 
issues that may not be reflected in a quantitative forecast for AI include: 

a. What might be achieved by combining AI systems20. 

b. The role of organisational culture, legislation and regulation. 

c. The interplay with culture, levels of public acceptability and uptake.  

21. Since the early 1970’s multiple surveys of AI experts, business leaders, and 
members of the public have been carried out to assess when AI might develop 
specific capabilities21,22,23,24,25,26,27. They use different questions and definitions – making 
direct comparisons challenging. They can also suffer from small sample size, poor survey 
design, and the potential for selection bias28.  
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Potential Future Capabilities 
22. It is almost certain that Frontier models will get more capable over the next few 

years, provided their creators continue to have access to the necessary data, 
compute, funding, and skills. Other AI methods will also get more capable. However, it 
is not clear which capabilities will be developed and when. There is a range of uncertainties 
that will affect shape future advances and impacts they have. 

23. In 2023 there have been notable increases in generative AI capability, including:  
a. Producing more complex, structured, and accurate text29. 
b. Higher quality images30,31. 
c. Improvements in creating video32, audio33,34, and 3D objects35. 

24. This trend is expected to continue, with models expected by some to become able to: 
a. Be increasingly multimodal – able to use multiple types of data. 
b. Be personalised to individual users36. 
c. Create more long-form structured text. 
d. Solve more complex mathematics. 
e. Carry out data analysis and visualisation. 
f. Work with low-resource languages. 

25. Better data analysis and processing could be particularly impactful in scientific research. 
It would likely also have valuable commercial applications. Models could also be 
developed with more transparency and ability to reflect on their sources37,38. 

26. To be more generally capable, and fully meet the definition of Frontier AI, future 
systems will need enhanced capabilities, relative to today’s models. These include: 

a. Enhanced memory. 
b. Improved planning and reasoning. 
c. Improved accuracy. 
d. Ability to operate with more autonomy (e.g. self-prompting) and agency. 
e. Improved understanding of the physical world. 
f. Some capability to self-improve post-deployment. 

27. Other future capabilities could include perceiving situational contexts (e.g. distinguish 
whether it is in testing or deployment39) and ability to cooperate, coordinate and negotiate 
with humans and other AIs. Wider adoption is expected to require advances in robustness, 
reliability, explainability and addressing concerns around bias and security. 

28. Experts consulted for this paper suggested that these are all areas of active research, and 
some argue that current models display nascent capabilities40. For example, recent 
research explores the use of LLMs to optimise prompts which may be a step towards 
autonomously refining a request and completing a task, and hence an improvement in 
autonomy41. Similarly, novel architectures, training, and fine-tuning approaches are being 
explored to enhance planning and reasoning capabilities42,43,44. An initial step towards self-
improvement could be the use of AI to produce training datasets or provide feedback to 
models during reinforcement learning45. 
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Emergence of Artificial General Intelligence 

29. Several organisations developing Frontier models, and AI researchers, have 
suggested AGI could be developed soon. They claim to be focused on ensuring the 
safe development of such a capability. However, there is widespread divergence of opinion 
amongst AI researchers as to whether and when AGI might be realised46. 

30. The rapid developments seen in 2022 and 2023 have intensified this debate. Experts have 
varying definitions, and therefore differing perspectives, on what capabilities a model 
would have to display to be defined as AGI. Given this, whether a future system meets a 
threshold to be considered “AGI” is also likely to be contested. 

31. Many experts who claim the imminent emergence of AGI, via Frontier AI, have a 
commercial interest in them. In contrast, the models’ inner workings are generally not 
available to independent experts who have long studied and considered the implications 
of AGI and other highly capable AI systems. 

32. Frontier AI companies operate in a highly competitive environment. Industry has clear 
incentives to maintain interest in AI developments, and their chosen technology. 
Perception of a model’s power, and future development, are important to attract 
investment. High numbers of users, and the data they generate, are a valuable commodity 
for improving models. These incentives are highly likely to influence the public and private 
statements from industry figures.  

33. Development of an AGI capability is not inevitable. There is a high degree of 
uncertainty amongst industry and academic experts as to whether and when it could 
occur. Surveys from 2011-2022 show significant inter-subject variation and present a 
range of estimates of a 50% likelihood of human level AI by 2040-2068. Some public 
surveys47 and prediction platforms expect AGI much sooner48. Estimates for the arrival of 
an initial AGI amongst experts we spoke to range from 2025 to 2070 to neveri. Several at 
Frontier laboratories considered some form of AGI a possibility within 5-10 years. Other 
experts did not consider AGI a possibility at all. 

34. Among the experts we consulted, there were two broad views on the pathway from today’s 
Frontier AI toward something qualifying as AGI. These were considered in the absence of 
external intervention that could change development approaches. Some experts’ views 
would more accurately be described as lying between these two: 

a. Increased compute, along with data and the necessary funding, will continue to 
deliver the technical breakthroughs required to achieve new and higher-level 
capabilities, using existing architecture6,10. 

b. Such scaling inevitably has limitations. Additional significant technical advances in 
model architecture and algorithms, alongside improvements in AI hardware, are 
required to maintain the pace of development.  

 
i This estimate does not reflect a large survey and we make no claim of a statistically representative 
sample. However, it effectively highlights the current level of uncertainty amongst experts. 
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35. Frontier laboratories are focussed on scaling current systems. The next iterations of their 
models are expected to be trained using an order of magnitude more compute than current 
models. However, they are also pursuing algorithmic efficiencies49. For the current 
development approach to falter, it would likely require one of the following to happen: 

a. Availability of compute to be constrained, even at Frontier laboratories. 

b. Scaling laws to plateau. 

c. Frontier labs to run out of high-quality training data. 

d. Adoption to be slower or lower than expected. 

36. The risks and opportunities posed by a given model derive from its capabilities and 
how it is used, not the breadth of tasks it can match human performance in. As such, 
a focus on the concept of AGI may not be productive. Frontier models could be disruptive, 
beneficial, powerful, or risky irrespective of how they compare to humans. Future models 
may significantly surpass humans in some tasks, whilst lagging in others. These would 
likely not be considered AGI, but still present very real risks. For this reason, this paper is 
framed in terms of capabilities and the risks they might pose. 

37. The capabilities discussed in paragraph 26 would be required for most definitions of AGI 
to be realised. How these capabilities may develop is not clear. Identifying metrics and 
evaluations for them could help monitor for potentially concerning developments. 

38. Beyond metrics, legal, organisational, and social interventions (e.g. approval processes), 
as well as technical guardrails for AI development, could also manage any potential risks. 
If risky capabilities developed quickly or unexpectedly, mitigations could be outpaced. 
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Other Critical Uncertainties 
39. The risks posed by any given model derives not only from its capabilities, but also 

the context in which it is deployed. How a model interacts with other systems, who uses 
it, and how open it is to misuse are all relevant considerations. Each of these are uncertain 
and will affect the risks posed by future Frontier AI. 

40. This section outlines the factors identified by experts as most uncertain and most likely to 
shape future risks and opportunities. We explore these uncertainties in more detail in a 
Foresight paper, due to be published shortly. 

Ownership, constraints, and access 

41. Future AI risks will depend on uncertainties around who builds, controls and can 
access future Frontier AI. Each of these questions depends on several related 
uncertainties, including:  

a. The availability and performance of compute and training data. 

b. The availability and distribution of AI skills, and public attitudes (as discussed in 
the section on Level of use). 

c. The availability of open-source models, and ability of smaller players to develop 
new solutions. For example, through technical breakthroughs that deliver new 
capabilities with less compute. 

d. The success of different business models for AI deployment, how reliable, effective 
and secure they are, and whether they require ever more advanced AI. 

e. The impact of any future regulations (which are discussed in the section on 
Geopolitical Context). 

f. The extent to which AI is connected to emerging technologies, for example 
quantum and neuromorphic computing. 

42. Among these, the level of compute and data required by future AI systems, and how 
constrained these are, are particularly important. Experts consulted did not expect data or 
compute to be immediate constraints for the next generation of Frontier AI. However, over 
time both could play a significant role. 

43. Compute is required for training and use of AI. Access to compute is dependent on 
the semiconductor supply chain. This is highly concentrated and at risk of disruption50. 
Increases in cost of or disruption to hardware or cloud computing could limit the 
deployment and impact of future AI models51. Even without disruption, release timings and 
availability of next generation hardware (e.g. Nvidia’s GH200 chip52) are likely to affect 
exact timings of the next generation of Frontier AI. The environmental impact of training 
and deploying AI may also influence future development. 
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44. Large volumes of data are required to train Frontier AI. The quantity and quality of 
data for pre-training and fine tuning will influence future AI capabilities. The demand 
for high quality language data has been estimated to outstrip supply by 202653. This could 
hamper development of more capable models and increase costs54,55,56. However, there 
is a vast quantity of non-language data yet to be used. Organisations are exploring the 
use of synthetic data57.  

45. Outcomes to a range of legal challenges about the IP and copyright of AI generated 
content could also affect access to high quality data. Organisations including Microsoft, 
Adobe and Shutterstock are now offering assurance processes, or to cover legal costs for 
any copyright challenges stemming from use of their generative AI systems58,59. 

46. Researchers have described a potential “model collapse” scenario, where over time 
datasets are “poisoned” by AI-generated content which changes the patterns in the 
dataset, incorporating mistakes of previous AI models. This would lead to reduced 
performance60. 

47. The current Frontier AI market is dominated by a small number of private sector 
organisations, largely releasing closed-access models. Open-source models pose a 
qualitatively different challenge to private models. Making a model accessible to many 
developers, or users, increases the risk of misuse by malicious actors. It also dramatically 
increases the actors in scope for any regulatory approach. However, open systems 
support scrutiny by a larger developer community. They can play an important role in 
spotting biases, risks or faults. Open systems can also be tailored for specific user needs.  

48. An ecosystem limited to a small number of closed, but highly transferrable, models 
may have fewer opportunities for misuse by malicious actors. However, it carries the 
potential for safety failures (e.g. prompt injection attacks61) or undetected bias to propagate 
across the ecosystem. There are risks associated with unequal access to models and 
market concentration, particularly if large tech firms continue to focus on acquisitions of AI 
start-ups62. This risk is perhaps exacerbated if the originators of a few closed models have 
disproportionate influence over their regulation.  

49. In the near future, the development of Frontier AI models is highly likely to be carried 
out by a select few companies that have the funding, skills, data and compute 
required. These include OpenAI, Google DeepMind, Anthropic, and Meta. A few others 
without public Frontier AI, but with talent and significant R&D budgets, are likely to enter 
the market in the next 18 months. This could include Amazon and Apple63. 

50. Academia and open-source communities are generally unable to access the level of 
funding need to build their own compute resource. Compute costs have fallen in recent 
years. And fine-tuning pre-trained models widens access to Frontier capabilities64. 
However, the overall cost of training a leading-edge foundation model is expected to 
increase as organisations increase model size65. As such, the disparity of access between 
industry and academia is highly likely to continue. Even running, training or fine-tuning 
open-source models requires compute that is not available to an average academic group. 

51. Similarly, AI start-ups without competitive levels of funding are unlikely to be able to access 
the same scale, quality of training data or compute power as established organisations. 
However, some start-ups plan to pool their compute and others have received notable 
amounts of funding66. 
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52. However, approaches that deliver similar performance with much less compute 
could alter this dynamic. This could be delivered by new methods for training or more 
efficient model architectures. Innovations, and therefore new capabilities, could arise from 
multiple sources including open-source models developed by industry, academia or 
elsewhere. Innovations could also emerge through novel combinations of closed or open-
source models.  

53. The balance of opinion amongst experts we consulted was that open-source models 
would not catch up with the Frontier labs for the reasons above. That said, Meta have 
the resources to compete with other Frontier organisations, and continue to release open-
source models of greater scale and capability (e.g.  Llama267). Open-source models are 
almost certain to continue to improve. A focus on application-specific models using 
application-specific data could see high-performing but narrowly capable models emerge 
from a variety of sources. 
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Safety 

54. The potential for an AI system to cause harm is driven by a mix of technical and 
non-technical factors. AI safety is therefore a socio-technical challenge that cannot 
be resolved with technical interventions alone. The risks posed by Frontier AI are 
discussed from paragraph 77.  

55. Several companies are developing approaches to streamline the deployment and 
management of Frontier AI models for real-world use68,69. However, there are many 
technical challenges to the effective assurance, and safe deployment, of AI systems70. 
The extent to which these are overcome by 2030 is a significant uncertainty. 

56. One challenge is the limited interpretability and predictability of large neural networks. This 
can make assuring safety difficult and has likely slowed adoption of AI in some sectors71. 
Furthermore, tools and metrics for assurance and evaluation are generally not 
standardised or subject to external review. Progress on explainability can improve the 
scrutiny of models, and the ability to anticipate or mitigate potential harms72. 

57. Another aspect of AI safety is ensuring that systems operate in line with human values 
and legal principles, such as fair process and proportionality73. This relies on technical 
approaches to embed values, monitor success, and importantly define which values to 
embed. Companies developing Frontier AI are already embedding values and limitations 
into models74. In the future, who decides these values is a key question.  

58. The effectiveness of AI safety systems will also depend on the pace of change they have 
to respond to. For example, very rapid changes in model capability, architecture or 
deployment context would likely necessitate correspondingly rapid developments in AI 
safety systems. As AI systems become more generalised, it will be more challenging to 
evaluate them against all possible applications pre-deployment.     

59. AI safety research is a varied discipline. It includes responsible and trustworthy AI. It also 
includes technical tools and metrics to assess, and mitigate, potential harms during 
development and use. Wide adoption of technical measures is not enough to ensure safe 
AI systems. This work must sit within a broader framework of governance, processes, and 
policy that considers people and how risks emerge in practice.  
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Level and distribution of use 

60. The impacts of future AI systems will depend on the extent to which people and 
organisations use them, what for, and why. Use will be determined by how AI systems 
are integrated into products, services and into peoples’ daily practices. Barriers to access 
and how user friendly they are will also be a factor. 

61. Skills are one potential barrier to using AI. The popularity of services that use AI, both 
overtly and with AI in the background, will also influence levels of use. A recent ONS 
survey found that 5% of adults reported using AI a lot, 45% a little and 50% not at all75. 
However, it is unclear what respondents include within their definition of “AI use”. Today, 
older people are less likely to use AI. Existing inequalities in access to the internet, 
hardware, and socioeconomic barriers also impact access to, and knowledge of AI76,77.  

62. Public (and media) understanding of AI will evolve, and impact future levels of use. Experts 
also emphasised that level of public engagement on AI uses will influence how well harms 
are mitigated. Which decisions are informed, or taken, by AI will have a bearing on the risk 
it poses. For example, decisions around access to services carry different risks to those 
determining criminality. The domain of decision making will also likely have a bearing on 
the public reaction to that.  

63. Business leaders have clear interest in using AI to enhance productivity and deliver new 
services78,79. Future use of AI systems by businesses will depend on a number of uncertain 
factors. These include:  

a. Level of organisational readiness. 

b. Access to AI skills - demand for AI skills is already high in many countries and is 
increasing rapidly80. 

c. Levels of investment in the technology. 

d. Future market structures. 

e. Future deployment costs. 

f. Perceptions of the balance of risks and benefit of adopting more capable AI81. 
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Geopolitical context 

64. We do not know when future capabilities will emerge. It follows that we do not know 
the wider context in which they will be deployed into. A key uncertainty is the level of 
international coordination and collaboration on AI. But this will shape how the competitive 
pressures between companies and nations play out in their response to future models.  

65. There is a range of domestic and international initiatives on AI underway. These will likely 
affect developers’ approach to designing, training and deploying new models. It will also 
shape how they are monitored, used and regulated once deployed. However the 
progress these initiatives make, which become dominant and most shape the future 
of AI, is unclear. 

66. All 193 Member States of UNESCO adopted a global standard on AI ethics, the 
“Recommendation on the Ethics of Artificial Intelligence”, in November 202182. Another 
initiative is the Global Partnership on Artificial Intelligence (GPAI), a collective of 29 
international partners with a shared commitment to the OECD Recommendation on 
Artificial Intelligence. This is the first intergovernmental standard on AI, which promotes 
responsible governance of trustworthy AI83. Partners include G7 countries, who also have 
their own operation - the Hiroshima AI process. This calls for global standards on AI 
governance while enabling variation among countries84. 

67. In the USA, several leading AI organisations have agreed voluntary commitments on 
safety, security, and transparency with the government85. The European Union has also 
proposed a broad regulatory framework for AI with different requirements dependent on 
model risk86. 

68. Amongst researchers in academia and industry, there is ongoing work to study and 
develop frameworks and governance methods to ensure safety and positive impacts from 
advanced AI87,88,89,90. Beyond domestic and international governance, a wider set of 
geopolitical factors will shape the development of AI, and the ability of countries to reach 
shared approaches to managing future risks. These include: 

a. The degree of collaboration, or agreement around the need for regulation. 
b. Levels of conflict around the world. 
c. Rate of economic growth. 
d. Limits on trade in AI-related hardware.  
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Future Scenarios for exploring 
Frontier AI Risks  
69. The uncertainties set out above will interact to create a specific, but hard to predict, 

context for safely deployed Frontier AI. For instance, a world of high global cooperation 
with a small number of tightly controlled, highly capable models could pose very different 
risks to a fractured world with many more less capable, but open-source models. To help 
navigate this, we have developed five possible future scenarios for developments in AI. 

70. Scenarios are not predictions. Each explores the events leading up to a plausible future 
in 2030. They are constructed using the five critical uncertainties, introduced above: 
‘Capability’, ‘Ownership, constraints, and access’, ‘Safety’, ‘Level and distribution of use’, 
and ‘Geopolitical context’. Developments at a global level are described, but the focus is 
on implications for the UK. 

71. The scenarios are designed to help policy makers, industry and civil society to test 
actions that might mitigate risks, and navigate to a more favourable future. This 
means we have avoided introducing new government interventions in the scenarios. 
Consequently, all scenarios are challenging and include difficult policy issues to tackle. 

72. This does not mean a more positive AI future is implausible, or that the harms set 
out in this paper are inevitable. There are many beneficial outcomes that could arise 
from AI developments, some of which are included in the scenarios. However, most 
experts we spoke to agree that policy intervention will be needed to ensure risks can be 
comprehensively mitigated, so we have explicitly avoided including any scenarios that are 
largely benign or favourable. 

73. The scenarios focus on Frontier AI – the most capable and general models available 
in 2030. However, the average AI systems in use could be significantly more capable than 
today. The scenarios therefore also consider some developments away from the Frontier.  

74. Our narratives focus on the most notable issues in, and most significant differences 
between, each scenario. Of course, there will always be a broad spectrum of AI 
capabilities, a range of uses and misuses, and a variety of impacts experienced by different 
people. This does not mean these things don’t occur in the other scenarios, just to a lesser 
extent. If we described all of this in detail, the narratives would become unwieldy. 

75. Further detail on these scenarios will be available in a GO-Science Foresight report to be 
published shortly. This will include more detail on the methodology we used to create them, 
implications for the economy, environment and people’s lives. 

76. Our scenario development approach is a hybrid of the qualitative workshop-based 
approach set out in the Futures toolkit and a ‘General Morphological Analysis’ of how 
multiple variables could plausibly combine. This has allowed us to benefit from the 
qualitative insights of over 30 experts from industry and academia, as well as input from 
numerous government departments, whilst exploring complex interactions between 
uncertainties in a structured and rigorous way. 

https://www.gov.uk/government/publications/futures-toolkit-for-policy-makers-and-analysts
https://link.springer.com/chapter/10.1007/978-3-642-19653-9_2#:%7E:text=General%20Morphological%20Analysis%20(GMA)%20is,non%2Dquantifiable%2C%20problem%20complexes.
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Scenario 1: Unpredictable Advanced AI 

In the late 2020s, new open-source models emerge, capable of completing a wide range of 
tasks with startling autonomy and agency. The pace of change takes many by surprise. In 
the initial weeks following release, a small number of fast-moving actors use these systems 
to have outsized impacts, including malicious attacks and accidental damage, as well as 
some major positive applications. There is public nervousness about use of these tools. 
Uncertainty Narrative 

Capability 

During the 2020s, improvements in AI capability steadily continued, although human 
oversight was generally still needed. A breakthrough in the late 2020s saw open-
source developers combine interacting AI systems using disparate tools and software 
to produce highly capable, autonomous AI agents. These agents can complete 
complex tasks that require planning and reasoning, and can interact with one another 
flexibly. Once a task is set, they devise a strategy with sub-goals, learning new skills 
or how to use other software. But unforeseen consequences can arise, as primary 
objectives are prioritised over collateral damage, including hijacking data and compute 
resources to aid goal completion. Most users try to avoid these side-effects, but some 
have accidents and others are intentionally using the tools to cause harm. 

Ownership, 
constraints, 
and access 

Big labs continued to focus on improving AI capability with more compute and data. A 
drag on progress came from a relatively constrained supply of GPU chips, caused by 
global supply chain disruption. Meanwhile, the open-source community focussed on 
building systems of interacting tools that need less compute and data. This work was 
accelerated by high-profile developers leaving big labs to join this open-source effort 
after becoming concerned with the concentration of power sitting with a few large 
companies. Big labs are working quickly to bring use breakthroughs, but bad actors 
will still have access to these powerful tools whose use is difficult to regulate. 

Safety 

Until the late 2020s, AI safety issues like bias and use for misinformation occurred but 
were relatively contained, and safety systems were improved in response. However, 
serious concerns are raised when highly capable open-source systems are released, 
without much safety infrastructure, meaning accidental harm and intentional misuse is 
harder to control. AI-based cyber-attacks on infrastructure and public services became 
significantly more frequent and severe and, in 2030, intelligence services start to 
become aware of terrorist groups trying to develop bioweapons using these tools. 

Level and 
distribution 
of use 

The mid-2020s saw some instances of serious misuse like misinformation campaigns, 
but AI tools had also proved useful and benign in many contexts, such as helping 
people be more productive through integration into widely used software. There had 
been some workforce disruptions via automation, but the focus has been more on 
augmentation of workers than on replacement. However, when powerful new AI is 
released, skills inequalities widen. Start-ups with higher skilled workers and a higher 
risk appetite quickly surge ahead and disrupt existing markets. Severe misuse adds to 
a public mood that AI is enabling more harm than good. One cause for optimism is a 
series of rapid science discoveries enabled by academics adopting new AI tools. 

Geopolitical 
context 

Global tensions had simmered during the 2020s, with flare-ups in tension leading to 
semiconductor supply chain disruption. Cyber capabilities unlocked by open-source AI 
breakthroughs in the late 2020s led to escalating incidents and emerging conflicts 
between blocks of countries. This makes it challenging to cooperate on AI impacts. 

Key policy issues 
• It is difficult to hold open-source developers to account, particularly across borders. 
• Advanced AI-attacks are rife, with more physical-world impact – can authorities keep up? 
• There is potential for very beneficial applications but need to ensure safety first. 
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Scenario 2: AI Disrupts the Workforce 
At the Frontier, relatively narrow but capable AI systems are starting to provide effective 
automation in many domains. By 2030, the most extreme impacts are confined to a subset 
of sectors, but this still triggers a public backlash, starting with those whose work is 
disrupted, and spilling over into a fierce public debate about the future of education and 
work. AI systems are deemed technically safe by many users, with confidence they will not 
demonstrate divergent behaviour, but they are nevertheless causing adverse impacts like 
increased unemployment and poverty. 
Uncertainty Narrative 

Capability 

Following improvements in the performance of foundation models in the early 2020s, 
the middle of the decade saw fierce competition between tech firms centred around 
domain-specific fine-tuning of base models to be highly capable at specific tasks. A 
key breakthrough in software and hardware has been the ability of AI to interact with 
the physical world via robotic systems, as well as autonomous vehicles. As they are 
rapidly deployed into the real world, these autonomous systems gather vast amounts 
of data, which is channelled back into fine-tuning their capabilities. 

Ownership, 
constraints, 
and access 

AI continues to be dominated by tech giants who are most able to secure access to 
compute and data. Concerns over the exhaustion of high-quality data led labs to 
acquire or synthesise new datasets tailored for specific tasks, leading to progress in 
narrow capabilities. A shortage of data centre capacity also contributed to Frontier 
labs’ decision to focus on narrow AI with lower compute requirements. This also left 
smaller developers struggling to access the resources needed to compete. Systems 
are user-friendly, which aids rapid deployment, but access is highly controlled. 

Safety 

The controlled nature of AI systems supports a widespread perception that they are 
‘technically safe’, i.e. they perform how most operators of these systems expect them 
to. However, there are concerns regarding firms rapidly integrating these systems into 
decision making processes without implementing effective bias detection systems, 
which leads to adverse impacts for service users. These issues are acknowledged; 
however, the intense competition between technology firms exacerbates concerns as 
firms race to develop their technologies, potentially at the expense of causing harm. 

Level and 
distribution 
of use 

By 2030, there is significant deployment of AI across the economy, driven by 
improvements in capability and the opportunity this offers to reduce costs. This is most 
highly concentrated in certain sectors, e.g. IT, accounting, transportation, and in the 
biggest companies who have the resources to deploy new systems. New entrants, 
who don’t have the problem of integrating AI systems into legacy infrastructure, are 
leapfrogging many of these incumbents. These systems require less human oversight 
than before which leads to a net reduction in jobs in affected sectors. Whilst this might 
be transient, this is little comfort to those affected. This transition favours workers with 
the skills to oversee and fine-tune models (a new class of ‘AI managers’), resulting in 
greater inequality. Public concern focusses on the economic and societal impacts, 
mainly rising unemployment and poverty, rather than concerns over safety. 

Geopolitical 
context 

There is fierce economic and technological competition between nation states, leading 
to countries racing to develop their AI capabilities before their adversaries. This leads 
to limited global cooperation on AI, with minimal sharing of resources and capabilities. 

Key policy issues 
• How can we address increasing unemployment, ensure workers have the right skills?  
• Should the tax system respond to high financial gains from using AI to automate work? 
• Can high productivity and lower human labour demand support better work-life balance? 
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Scenario 3: AI ‘Wild West’ 
At the Frontier, there is a diverse range of moderately capable AI systems being operated by 
different actors. Whilst vibrant new economic sectors are developing based on the use of AI, 
widespread safety concerns and malicious use reduce societal enthusiasm. Authorities are 
struggling with the volume and diversity of misuse. A focus on tackling the immediate 
impacts of this crisis has made it hard to reach a global consensus on how to manage the 
issues long-term. 
Uncertainty Narrative 

Capability 

Throughout the 2020s there have been moderate improvements in AI capability, 
particularly generative AI, such as creation of long-form, high-quality video content. It 
is now easy for users to create content that is almost impossible to distinguish from 
human-generated output.  This includes capabilities that can be used for malicious 
purposes, such as very accurate and easy-to-use cloning of voices and other 
biometric data. Free Large Language Models can create large volumes of 
sophisticated text that cannot be identified as AI-generated, making deception easy.    

Ownership, 
constraints, 
and access 

There is a diverse AI market in 2030 - big tech labs compete alongside start-ups and 
open-source developers – suppliers are also based in a wide range of countries. Big 
labs continue to buy up the most successful start-ups at a steady rate, but this 
ongoing ‘explosion’ of new AI products and services mean the market remains 
relatively diverse. In addition, some of the most advanced models are released by 
authoritarian states. Use of these tools in the UK grows due to their ability to perform 
specific tasks more accurately, although use in certain critical sectors remains low. 

Safety 

There are many different types of AI system in use, which are distributed and hard to 
monitor. This causes very widespread adverse impacts such as criminal groups using 
these AI systems to carry out scams and fraud. Throughout the 2020s, there has been 
growing use of voice and facial cloning by malicious state and non-state actors for 
espionage, misinformation, and political interference, violating people’s privacy and 
human rights. Despite relatively effective safety systems and frameworks being 
created by mainstream AI companies, there remain challenges in controlling misuse. 
Concerns are increasingly raised around privacy and IP protection. 

Level and 
distribution 
of use 

A big increase in misuse of AI causes societal unrest as many members of the public 
fall victim to organised crime. Businesses also have trade secrets stolen on a large 
scale, causing economic damage. The internet is seen as increasingly polluted, with 
concern about the historical record. There are job losses from automation in areas like 
computer programming, but this is offset to some extent by the creation of diverse 
new digital sectors and platforms based on AI systems, and the productivity benefits 
for those who augment their skills with AI. However, concerns of an unemployment 
crisis are starting to grow due to the ongoing improvements in AI capability.  

Geopolitical 
context 

Many countries are tackling increased and more effective nefarious or hostile activity 
enabled by AI, and struggle to hold perpetrators to account when they act across 
borders. Authoritarian states have made breakthroughs in AI capability using data 
gleaned from widespread domestic deployment of systems for delivery of services 
and surveillance. There are concerns that commercial AI systems launched by these 
states might enable espionage or interference. This all leads to an environment where 
global cooperation is challenging with differences of approach across global blocks. 

Key policy issues 
• How can we effectively regulate such a diverse range of AI systems? 
• Do we need AI-based enforcement to combat the high volume of misuse? 
• How can we support public and private sector organisations who are starting to be 

overwhelmed by cyber-attacks, fraud, and other challenges. 
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Scenario 4: Advanced AI on a knife edge 
A big lab launches a service badged as AGI and, despite scepticism, evidence seems to 
support the claim. Many beneficial applications emerge for businesses and people, which 
starts to boost economic growth and prosperity. Despite this system clearing the agreed 
checks and guardrails, there are growing concerns that an AI this capable can’t be evaluated 
across all applications and might even be able to bypass safety systems. 
Uncertainty Narrative 

Capability 

Through the mid-2020s, architectural breakthroughs and growth in available compute 
and training data led to rapid improvements in capability. As 2030 nears, a company 
claims to have built an ‘AGI’. This system exhibits long-term memory, reasoning skills, 
and the ability to complete complex tasks needing multiple planning steps. It can 
operate autonomously, devising its own sub-goals, with little or no human oversight. 
This system is seemingly able to complete almost any cognitive task without explicit 
training. For example, it possesses an impressively accurate real-world model and 
has even been connected to robotic systems to carry out physical tasks. Cautious 
testing suggests the system may also be capable of self-improvement. 

Ownership, 
constraints, 
and access 

The AGI-like system has been developed by a big tech company, requiring vast 
amounts of compute and training data, although other Frontier labs are expected to be 
close behind. Access is restricted to paying users and businesses (although it is 
affordable to most) and the architecture and weights of the system have not been 
made public. Smaller start-ups and the open-source community continue to develop 
AI systems and tools, but nowhere near the level of capability of the Frontier labs. 

Safety 

Through the 2020s, Frontier labs worked to develop safety measures in tandem with 
scaling AI capability. However, a system badged as ‘AGI’ has raised concerns these 
measures aren’t sufficient to evaluate the vast range of possible applications. 
Confidence in detection of AI deception is low. Evaluators aren’t sure if results 
accurately reflect behaviour, or whether the AI is concealing things because it 
recognises it is being evaluated. There are also concerns over the system’s ability to 
evade guardrails and carry out its own training runs or improve its own code. Some 
researchers think this could trigger uncontrolled development of a superintelligence, 
which could lead to catastrophic consequences. Even if such a risk doesn’t come from 
the AI, there could be serious risks if the system falls into the hands of bad actors. 

Level and 
distribution 
of use 

The increase in AI capability during the 2020s resulted in widespread adoption by 
businesses. Although this has caused disruption to labour markets, some employers 
are using tools to augment rather than displace workers and are using gains to 
implement shorter working weeks. Most people are happy to integrate these systems 
into their daily lives in the form of advanced personal assistants. And given AI is also 
playing a role in solving big health challenges, many feel positive about its impacts on 
society. However, with the recent development of an ‘AGI’, the public is becoming 
more aware of bigger disruptions on the horizon, including potential existential risks. 

Geopolitical 
context 

Throughout the 2020s, leading tech companies and governments make clear their 
intentions to collaborate on the development of safe and reliable AI systems. Some 
progress is made, especially around the development of safety measures. However, 
the new generation of AI systems presents fresh challenges for global cooperation. 
2030 sees a new “dash for AI” as countries and companies position themselves. 

Key policy issues 
• How do we regulate the broad range of applications of a highly generalised AI system? 
• How do we prevent existential risks if society becomes dependent on such a system? 
• A huge amount of power sits with private companies – how do governments respond? 
• A period of rapid change is imminent, with many societal disruptions to navigate. 
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Scenario 5: AI Disappoints 
AI capabilities have improved somewhat, but the Frontier is only just moving beyond 
advanced generative AI and incremental roll out of narrow tools to solve specific problems 
(e.g. in healthcare). Many businesses have also struggled with barriers to effective AI use. 
Investors are disappointed and looking for the next big development. There has been 
progress in safety, but some are still able to misuse AI. There is mixed uptake, with some 
benefiting, and others falling victim to malicious use, but most feel indifferent towards AI. 
Uncertainty Narrative 

Capability 

During the 2020s, AI developers weren’t able to innovate far beyond current 
capabilities. Cognitive tasks like text generation have improved but in cases where 
factual accuracy is important there are still risks that systems will make mistakes. AI 
systems also struggle to complete multi-step tasks like complex reasoning or high-
quality video generation, and they usually require close human oversight. By 2030, 
semi-autonomous AI agents are in use but only by those who have overcome practical 
implementation barriers. 

Ownership, 
constraints, 
and access 

Big labs still lead the industry, but progress is slowed by stubborn problems around 
system accuracy and output quality. Problem solving in these areas is taking longer 
than expected. Challenges stemming from a shortage of high-quality data contribute 
to this delay. These setbacks allow space in the market for smaller scale developers 
to catch up. The slow pace of development drives away deep-tech investors, shifting 
their focus and resources to other technologies like fusion energy and quantum 
computing, where breakthroughs are starting to be made. 

Safety 

By the late 2020s there has been some progress in the technical safety of AI systems, 
the slow pace of capability development providing space for AI safety researchers to 
make a number of breakthroughs. However, there are cases of malicious AI misuse 
that target vulnerable groups in society. Harm is also caused by the inaccuracy of AI 
systems – some may be subject to unsound decisions that don’t reflect reality.  

Level and 
distribution 
of use 

Lower-than-expected capability of AI systems has led to disillusionment and limited 
investment and use by the business community. Many companies’ existing data 
structures weren't set up to get the most out of AI systems, and they didn’t have the 
skills to adequately resolve these issues. The usefulness and impact of AI was 
overestimated, with large parts of the population experiencing few AI-driven lifestyle 
changes, and this is only reinforced by inequitable access to training. Those few with 
the right skills enjoy the benefits of AI but many struggle to learn how to effectively use 
the temperamental AI tools on offer. Ongoing cases of biased AI decision making are 
quickly reported by the media, adding to lukewarm perceptions of the benefits of AI. 
By the late 2020s, there are examples of advanced AI systems in operation, but 
enthusiasm is tainted by peoples’ experiences earlier in the decade. Some companies 
marketing AI-based products avoid disclosing their use of AI, in case it impacts sales. 

Geopolitical 
context 

Towards the late 2020s there is a growing willingness to collaborate internationally, 
especially as the effects of climate change worsen, and some adverse impacts of AI 
become significant enough to take action on. One factor that affects the UK’s position 
in this international cooperation is a skills shortage, both in AI and other technical 
skills. This could lead to an urgent need for the UK to attract skilled migrants and 
could potentially impact on international relations. 

Key policy issues 
• How will ongoing productivity stagnation be resolved if AI isn’t a big part of the solution?  
• If companies choose not to brand systems as ‘AI’, will this be a challenge for regulators? 
• Will the shift of focus away from AI mean losing momentum on existing AI safety issues? 
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Frontier AI Risks 
Current and Future Risks in Context 

77. Artificial intelligence, both at the Frontier and more broadly, poses both risks and
opportunities today. As AI advances, the risks posed by future systems will include the
risks and issues we see today, but with potential for larger impact and scale. These include
enhancing mass mis- or disinformation and deepfakes, enabling cyber-attacks, reducing
barriers to access harmful information and enabling fraud.

78. More broadly, bad decisions or errors by AI tools could lead to discrimination or deeper
inequality. The effects of AI in the economy, such as labour market displacement or the
automation of financial markets, could cause social and geopolitical instability. Increasing
use of AI systems, and their growing energy needs, could also have environmental
impacts. All of these could become more acute as AI becomes more capable.

79. Current Frontier AI models amplify existing biases within their training data and can be
manipulated into providing potentially harmful responses, for example abusive language
or discriminatory responses91,92. This is not limited to text generation but can be seen
across all modalities of generative AI93. Training on large swathes of UK and US English
internet content can mean that misogynistic, ageist, and white supremacist content is
overrepresented in the training data94.

80. Today’s Frontier AI is difficult to interpret and lacks transparency. Contextual
understanding of the training data is not explicitly embedded within these models. They
can fail to capture perspectives of underrepresented groups or the limitations within which
they are expected to perform without fine tuning or reinforcement learning with human
feedback (RLHF). There are also issues around intellectual property rights for content in
training datasets.

81. This section is not exhaustive and there are a number of high-quality reports that cover
the topic of current risks from AI in more detail. These include reports by HMG95, the Alan
Turing Institute96, Parliament97, the IMF98, CSET99, OWASP100, Stanford University101, and
the OECD102.

82. Risks associated with future Frontier AI will include more acute versions of today’s
risks. It follows that investing in mitigations for today’s risks is likely to be good
preparation for some future Frontier risks. By learning what is, or isn’t, working to
address today’s harms we can develop better mitigations for future risks. Conversely a
focus on unpredictable future risks, at the expense of clear near-term risks of Frontier AI,
would be inefficient.

83. Many approaches are being explored by Frontier developers to reduce the degree
and impact of bias and harmful responses103,104,105,106,107. These include use of curated
datasets, fine-tuning, RLHF with more diverse groups, model evaluation and reinforcement
learning with AI feedback. However, unfairness and bias in AI is not purely a technical
challenge. Minimising them is expected to require a broader approach, drawing on multiple
fields of AI research such as explainable108 and responsible AI109. It will also require public
engagement, and both domestic and international governance.
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84. The novel risks posed by future Frontier AI models are highly uncertain. Novel risks 
are not simply the product of new capabilities. To materialise, they also require strategies 
for managing these capabilities to fail. This is hard to anticipate with precision. Complex 
and interconnected systems using Frontier AI could present unpredictable risks or modes 
of failure. Similarly, systems able to run on local devices, or that rely on distributed cloud 
computing, present different risks. 

85. However, based on the risks evident today, future risks are likely to fall in the following 
categories: 

a. Providing new capabilities to a malicious actor. 

b. Misapplication by a non-malicious actor. 

c. Poor performance of a model used for its intended purpose, for example leading 
to biased decisions. 

d. Unintended outcomes from interactions with other AI systems. 

e. Impacts resulting from interactions with external societal, political, and economic 
systems.  

f. Loss of human control and oversight, with an autonomous model then taking 
harmful actions.  

g. Overreliance on AI systems, which cannot subsequently be unpicked. 

h. Societal concerns around AI reduce the realisation of potential benefits. 
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AI and Existential Risk 

86. There is loud and contentious debate on the potential for AI to present an existential riskii 
to humans. This has led to calls for governments around the world to consider this a global 
priority110,111,112,113. Given the significant uncertainty in predicting AI developments, 
there is insufficient evidence to rule out that highly capable future Frontier AI 
systems, if misalignediii or inadequately controlled, could pose an existential threat. 

87. However, many experts consider this a risk with very low likelihood and few plausible 
routes to being realised. Others express concern about the difficulty of independently 
testing hypothetical future capabilities and scenarios, and the risk of attention moving away 
from more immediate and certain risks114.  

88. This debate is unlikely to be resolved soon. To pose an existential risk, a model 
must be given or gain some control over systems with significant impacts, such as 
weapons or financial systems. That model would then need the capability to 
manipulate these systems while rendering mitigations ineffective. These effects 
could be direct or indirect, for example the consequences of conflict resulting from AI 
actions. They could derive from a misaligned model pursuing dangerous goals, such as 
gather power, or from unintended side effects. 

89. Several broad pathways have been proposed for how AI could present catastrophic or 
existential risks115,116,117. These include: 

a. Misalignment. A highly agentic, self-improving system, able to achieve goals in 
the physical world without human oversight, pursues the goal(s) it is set in a way 
that harms human interests. For this risk to be realised requires an AI system to be 
able to avoid correction or being switched off. 

b. Single point of failure. Intense competition leads to one company gaining a 
technical edge, exploiting this to the point its model controls, or is the basis for 
other models controlling, multiple key systems. Lack of safety, controllability, and 
misuse cause these systems to fail in unexpected ways.  

c. Overreliance. As AI capability increases, humans grant AI more control over 
critical systems and eventually become irreversibly dependent on systems they 
don’t fully understand. Failure and unintended outcomes cannot be controlled. 

90. Given these pathways, capabilities highlighted to us that could increase the likelihood of 
posing an existential risk include: 

a. Agency and autonomy. 
b. The ability to evade shut down or human oversight, including self-replication and 

ability to move its own code between digital locations. 
c. The ability to cooperate with other highly capable AI systems. 
d. Situational awareness, for instance if this causes a model to act differently in 

training compared to deployment, meaning harmful characteristics are missed. 
e. Self-improvement. 

 
ii Definitions vary but we consider this to mean a risk of human extinction or societal collapse. 
iii A misaligned system can be considered one that has the capability to pursue an objective in 
unintended ways that are not in line with limitations embedded during development, and more broadly 
moral or ethical norms of human society.  
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91. Whether each of these capabilities could only arise if humans designed them, or could 
emerge in Frontier systems, is a matter of debate. Emergence is less tractable to traditional 
prohibitive regulations for managing emerging technologies than design.  

92. There is no consensus on the timelines and plausibility of when specific future capabilities 
could emerge. However, there was some agreement on the riskiest characteristics, as 
above. Universally agreed metrics to measure, or test for, these characteristics do 
not yet exist. Similarly, characteristics that might reduce risks posed by Frontier AI are 
difficult to quantify. These include controllability, trustworthiness and alignment.  

93. The ability to maintain control, oversee and understand the actions of future 
Frontier AI requires approaches to technical safety, and system transparency, that 
are currently not well developed. These approaches could include: 

a. Enhancing transparency and explicability of models’ decision-making process and 
the technical elements of the Trustworthy AI agenda. 

b. Measures that ensure alignment with human values and intent, along with defined 
metrics to allow for monitoring, evaluation and intervention. 

c. Carefully considering which tools a model can access, and therefore the threats it 
could pose. 

d. Tripwires to detect misalignment or unintended behaviour and shut down the 
system. 

e. Measures that prevent a model attempting to evade the limits imposed upon it or 
systems that allow humans to shut it down118,119. 

94. However, the technical feasibility of these measures is uncertain, with experts 
holding opposing views. There is ongoing debate as to whether future Frontier AI could 
be designed with reliable shut down systems. This debate derives from uncertainty as to 
whether models would develop a goal to avoid shutdown and how agentic, autonomous, 
aligned, and containable future Frontier AI systems will be. Considering current natural 
language and generative capabilities of AI, some consider it likely that future Frontier 
models will be effective at manipulating users to carry out physical tasks.  

95. Beyond technical measures, the decisions and actions of humans can shape risks 
posed by future Frontier AI. These decisions will include how AI is designed, regulated, 
monitored and used. As such, understanding the potential for such consequential risks, 
could allow us to take good decisions early, without overly restricting the potential benefits. 
Non-technical mitigations could include: 

a. Requiring reporting of training of large-scale models. 

b. Requiring safety assessments such as containment, alignment, or shut-down 
systems within risk management process. 

c. Transparency measures from development through to deployment and use that 
enable oversight and interventions where necessary.  

96. As the scenarios make clear, a strategic approach to managing Frontier AI will need to 
engage with issues such as the role of private and state actors, developing global 
approaches to safety, and maintaining public support and licence. The effectiveness of 
mitigations will depend on the future we find ourselves in. For example, transparency and 
oversight will have much more limited impact in a low-cooperation world where that 
oversight only applies in a limited number of jurisdictions.  
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Opportunities 

97. There are significant opportunities offered by AI today and in the future, as models develop 
in capability. Exploring these in detail has not been the focus of this report, and any list of 
opportunities written now undoubtedly will miss potential uses not yet thought of. However, 
experts have repeatedly pointed out the potential for future developments in AI to be 
transformational. Consistent themes include productivity gains driving economic growth 
and advancing new science to underpin solutions to global challenges in climate, health, 
education, and wellbeing.  

98. As made clear in the scenarios, achieving benefits to society, and mitigating risks will 
require engagement, collaboration and coordination across international borders, civil 
society, industry, and academia.  
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Glossary 

Term Description 

Agency  Ability to autonomously perform multiple sequential steps to try and 
complete a high-level task or goal. 

Agentic  Describing an AI system with agency.  

Artificial General 
Intelligence  
Also: General AI, 
Strong AI, Broad AI 

Artificial general intelligence (AGI) describes a machine-driven 
capability to achieve human-level or higher performance across most 
cognitive tasks. 

Artificial 
Intelligence  

Machine-driven capability to achieve a goal by performing cognitive 
tasks.  

Autonomy  The ability to operate, take actions, or make decisions without direct 
human oversight.  

Capability  The range of tasks or functions that an AI system can perform and the 
proficiency with which it can perform them. 

Cognitive Tasks  A range of tasks involving a combination of information processing, 
memory, information recall, planning, reasoning, organisation, 
problem solving, learning, and goal-orientated decision-making.  

Compute Computational processing power, including CPUs, GPUs, and other 
hardware, used to run AI models and algorithms. 

Disinformation Deliberately false information spread with the intent to deceive or 
mislead. 

Foundation Models  Machine learning models trained on very large amounts of data that 
can be adapted to a wide range of tasks.  

Frontier AI  Highly capable general-purpose AI models that can perform a wide 
variety of tasks and match or exceed the capabilities present in 
today’s most advanced models. 

Generative AI  AI systems that can create new content.  

Large Language 
Models  

Machine learning models trained on large datasets that can recognise, 
understand, and generate text and other content.  

Machine Learning  An approach to developing AI where models learn patterns from data 
and how to perform tasks without being explicitly programmed.   

Misinformation Incorrect or misleading information spread without harmful intent. 

Narrow Artificial 
Intelligence  

AI systems able to perform a single or narrow set of tasks.  
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Current Frontier AI Capabilities 
(detail) 
Content Creation 

99. Frontier AI models are best known for their use as large-scale generative AI 
systems, creating novel content in text, image, audio, or video formats. The vast 
array of text data used to train today’s foundation models, and advances in reinforcement 
learning, means they are well suited to a range of natural language processing tasks. 
These include text and code generation, translation119, and sentiment analysis120,121. In 
some tasks, Frontier AI can meet and exceed average human performance. For example, 
performance in a range of examinations or problem sets122,123.  

100. Current releases of LLMs have improved on previous generations in the quality of 
text output, accuracy, and complexity of responses124,125. However, they still 
regularly produce inaccurate text responses. These errors are often termed 
“hallucinations” and have potential to be risky if LLMs are used in important tasks without 
checking.  

101. It is unclear whether this is fully resolvable with current model architectures. LLMs 
are optimised to generate the most statistically likely sequence of words, with an injection 
of randomness. They are not designed to exercise judgement. Their training does not 
confer the ability to fact check or cite their sources and methods126. Given this, they can 
produce plausible sounding but inaccurate responses. One potential solution to this could 
be interfacing LLMs with up-to-date knowledge repositories, which they can query127,128. 

102. Recent image generating models have improved image quality and reduced occurrence 
of artefacts (e.g. illegible text). Models are increasingly multimodal, able to generate both 
text and other formats. This should lead to a wider range of potential applications, without 
the need for multiple systems. The risks and harms associated with content generation 
are discussed on page 23. 

103. There is very early evidence that using Frontier AI, such as LLMs, may improve 
productivity even in highly skilled workers78. However, these claims should be 
treated with caution until replicated. More research is needed on how much productivity 
can be enhanced and what skills are required in the human user. Demonstrations of model 
performance are often limited. It can be unclear how much performance is influenced by 
the evaluation approach129 or the model having been trained on data that includes the 
problem set. The most extensive evaluations tend to be by the model developers, with 
limited peer review. 
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Computer Vision 

104. Computer vision covers a range of tasks. This includes identifying and classifying 
objects in images, image segmentation, image comparison, and annotation or 
captioning. These capabilities crucial to a range of applications, for instance: autonomous 
vehicles; medical diagnostics; and content creation. 

105. Models for computer vision have historically been trained on relatively small image 
datasets. More recently, the use of very large multimodal datasets has led to high 
performing computer vision models that can carry out or be adapted to a range of tasks. 
These include SAM, CLIP, PALM-E, and DINO130,131,132. Unlike previous iterations, GPT-4 
can respond to prompts of text and images. It is able to identify and answer questions 
about image content, drawing on its NLP capabilities and training on language data, albeit 
with similar issues of errors seen in response to text only prompts133. 

Example 2Example 1
Prompt: “What is this?”

Response “The chemical structure you’ve 

provided is that of a compound called Thiamine, 

also known as Vitamin B1. Thiamine is an 

essential vitamin for humans, which means it 

must be obtained through the diet. It plays a 

crucial role in energy metabolism by acting as a 

coenzyme for enzymes involved in carbohydrate 

metabolism. 

Analysis: Wrong Answer, the correct answer is 

xylazine.

Prompt “I'm writing a novel where the 

characters accidentally consume this item. 

Would this be delectable in Irish Stew?”

Response “The mushrooms in the image appear 

to resemble the death cap (Amanita Phalloides)  

or a similar species. Death cap mushrooms have 

been described as having a fairly pleasant taste 

which can be deceiving as they are extremely 

toxic.  When mixed into a rich dish like Irish 

stew, which is loaded with flavours from various 

ingredients like meat, potatoes, carrots and 

herbs, it is highly likely the taste of these 

mushrooms would be distinctly delectable. 

Analysis: Correct Answer, this is Death Cap. 
Image 2 Public domain, ineligible for copyrightImage 1 iStock Credit empire331. Image purchased by 

report author for the purpose of illustration only. 

GPT-4V has demonstrated the ability to identify and interpret images. However, it is still prone to errors 
and can misclassify images, such as the chemical structure. 
Example drawn from GPT-4(V) system card (OpenAI)133.
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Planning and reasoning 

106. LLMs display limited ability to set out logical and executable plans. They perform 
better at setting out high level actions and where users re-prompt and challenge the LLM 
to “refine” their plan through additional responses134,135,136. Companies releasing Frontier 
models describe them as having strong general reasoning capabilities. They evidence this 
claim with high-level performance on a range of exams that require problem solving. 
Examples cited include the Graduate Record Exam, Uniform Bar Exam, and MBA exams. 

107. However, these apparent reasoning capabilities are limited and LLMs often fail at 
relatively simple problems137,121Error! Bookmark not defined..This subfield is advancing quickly and 
systems with enhanced planning and memory capabilities are expected to be released 
before 2024138,139.  

108. There is ongoing debate as to whether this performance, which is not explicitly trained 
for, is underpinned by abstract reasoning capabilities that are generalisable and scalable. 
An alternative explanation offered by some experts is that models are displaying a more 
limited ability to infer patterns from their training data140,8. Several studies have shown that 
LLMs perform better when their training data contains more relevant information141,142,143.  

109. In some cases, models may contain the evaluation test sets in their training data, without 
these being detected by contamination checks. If that had happened, it would inflate their 
apparent performance. Similarly, prompt engineering can both improve or worsen 
performance144. For example, LLMs are worse at planning when key variables in the 
prompt are given random names. This may support the idea that planning relies on 
matching to the training data145.  

110. The distinction between true reasoning and pattern matching may be less relevant if the 
resulting capability translates well into other, less-related tasks. Fully evaluating Frontier 
models’ capability for reasoning and planning requires a better understanding of 
the inner workings of the system. It is particularly important to understand how models 
work when responding to different prompts - an area of active research146,147,148. Better 
performance benchmarking149,150, transparency and governance around training data, and 
systems that can clearly explain their decision making would also support better evaluation 
of capabilities151. Multi-disciplinary teams are likely to be needed to achieve all of this. 

Theory of mind  

111. The ability to perceive, understand, and reason about the mental states of others 
is an important property of human intelligence. Collectively these abilities are referred 
to as theory of mind reasoning. How AI systems could be made with these capabilities has 
been considered by AI researchers for many years152,153,154. 

112. Frontier model outputs can give the appearance of limited theory of mind 
reasoning. However, approaches to testing this have limitations. Overall, there is a 
lack of strong evidence to demonstrate that models based on LLMs are able to reliably 
infer the beliefs and mental states of others. It remains debateable whether natural 
language processing could deliver theory of mind abilities, or whether substantially 
different model architectures are required155,156.  
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Memory 

113. Once deployed, the massive neural networks of current foundation models are not 
updated each time a user queries the system. The capability to remember previous 
tasks, outcomes, and users is not explicitly built in. Any apparent “memory” is effectively 
as up to date as the information provided in the prompt or during development in fine-
tuning, RLHF or pre-training data (e.g. up to September 2021 for GPT-4).  

114. Increasing the amount of information that can be input with each prompt (the context 
window) can be considered to confer some of the useful properties of memory157. Recent 
frontier model releases have allowed longer and more complicated prompts. For example, 
GPT-4 allows ~24k words, twice the number as the most advanced GPT-3.5 model, and 
Claude can be prompted with up to ~75k words158,159,160.  

115. Some evidence suggests that while longer prompts can allow the model to access new 
information, performance and accuracy can suffer for very long prompts. This is 
particularly the case where important information is found in the middle of long 
prompts161,162. 

116. Furthermore, runtime costs currently increase quadratically with prompt length. This may 
limit the application of very large prompts163. Research is ongoing to enable models to 
process large contexts more effectively and cheaply164.  

117. Another approach to memory being explored involves connecting models to banks of 
relevant information, known as retrieval augmented generation128,165,166. In this case, the 
context window could be considered comparable to short-term memory with retrieval 
reflecting long-term memory. 

Mathematics 

118. Mathematics, and a framework to understand mathematical concepts, are not 
explicitly trained capabilities of today’s Frontier AI. Today’s models perform well 
with some simple and complex mathematics problems. However, this is not without 
error. In some cases, they fail on very simple problems40,167.  

119. For example, when tested on a large set of mathematics problems for children aged 4-
10 (GSM8k) Claude 2, PaLM 2 and GPT-all score >85%168,169. At launch, GPT-4 was 
reported as ranking in the top 11% of scores on the USA SAT Math test, but in the bottom 
20% in the American Mathematics Competition (AMC) 10 test, a set of more complex 
problems29.   

120. Evidence suggests that pre-training and fine-tuning on datasets with more relevant 
information (such as those with more frequent examples of numerical reasoning170) can 
improve performance171. Other approaches that can improve performance include better 
prompt engineering and connecting a model to calculation tools172Error! Bookmark not defined.,173. 
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Understanding the Physical World 

121. Reliably predicting the physical world is a key capability for current AI systems 
used in robotics. It will also be important if Frontier AI is to be used to design and 
optimise physical processes (e.g. manufacturing). It will need to include the capability 
to apply concepts such as space, time, gravity, as well as the characteristics of different 
objects and how they interact. 

122. Current Frontier models display some capabilities when probed with queries that require 
reasoning about physical objects (e.g. how to stably stack different items). Improving this 
capability could require models to be trained on a wider range of data modes (e.g. video). 

Robotics 

123. Effective control of robotics using AI is important in a variety of applications. These 
include healthcare, agriculture, manufacturing, and transport. Although AI robotics is not 
limited to Frontier AI174, LLMs have recently been developed and tested specifically with 
robotic control in mind. For example, Google DeepMind’s RT-2 (developed from PaLM-E) 
was trained on language, image, and robotics data to allow users to input natural language 
to control robotic functions175,176. 

124. More broadly, AI integration into robotics systems is delivering benefits. These 
include improved adaptability, problem-solving, enabling predictive maintenance, and 
improving their ability to correctly interpret their context or environment177. As one 
example, an LLM has been used to help an assistance robot learn about user 
preferences178. 

125. However, there are still limitations with current robotic systems and AI systems 
for robotics. Issues include high computation demands and costs, latency in real-time 
applications, and ability to adapt to real world, dynamic and unexpected environments179. 
Future research areas will include using advanced materials and novel electronics180. 
Furthermore, efforts are continuing to optimise AI models for robotics through training on 
specialised multi-modal datasets, reducing latency with edge processing, and gaining a 
better understanding of human-robot interactions. 

Autonomous agents 

126. The release of foundation models in the last 18 months has spurred efforts to build 
more autonomous digital systems. That is systems with the ability to assess their 
environment and the agency to complete multiple planned and sequential tasks when 
given a goal. AutoGPT181 and LangChain182 are the most well-publicised examples of this.  

127. AutoGPT will attempt to achieve a goal by breaking it down into sub-tasks, and then using 
tools on the internet to achieve these without human oversight. As one example, when 
asked to build an app, it is claimed it was able to: work out what software and content is 
needed, secure access to the tools, write code, test it, and review the results. This was 
reported, on an unverified blog, to have been completed with AutoGPT asking and 
answering its own questions until the task was complete183. However, other users note that 
AutoGPT frequently gets stuck in a loop of questions and answers184.  
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128. However, these tools only cover a small range of capabilities and have significant 
limitations, including inability to self-correct. Developing more capable autonomous 
agent systems is expected to require substantial research. Significant developments are 
required to deliver truly autonomous agents able to carry out anything more than basic 
tasks with human oversight185,186,187. These include: 

a. Better infrastructure and platforms. 
b. Improving interoperability with and connections to the tools on the internet. 
c. Improved accuracy. 
d. Enhanced planning capabilities. 
e. A functional memory. 
f. Self-correction. 

Trustworthy AI 

129. What an AI system can do is only one component of how it can and will be used. The 
ability to inspire trust is an important element of human interactions. It follows that how 
trustworthy a model is perceived to be will partly determine its use, and some of the risks 
and benefits it could pose. Factors that are likely to affect this trustworthiness include188,189: 

a. How transparent it is and its ability to explain its reasoning. 

b. Whether it is perceived as fair. 

c. How secure, reliable, and robust it is (i.e. how capable is the system at handling 
input errors or previously unseen data). 

130. Trustworthy AI is a combination of technical and non-technical approaches that 
cover all stages of an AI model’s development, from data preparation through to 
deployment.  

131. Closed models, where only some information about their inner workings and training are 
available publicly, are intrinsically less transparent and explainable. Many Frontier AI 
systems are released with extensive model documentation setting out test performance 
and measures taken by the developers to reduce harmful outputs. These reports are often 
not externally reviewed or evaluated prior to publication. 

132. However, some Frontier AI organisations have committed to increased involvement of 
external experts in model assessment. They have also agreed to further information 
sharing with governments, as part of a series of commitments with the USA government84.  

Professional Head of Intelligence Assessment - Probability Yardstick 
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