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Executive Summary 
It is becoming increasingly common for machine learning (ML) algorithms to be used for decision making, often 

behind the scenes and not regulated as clearly as human decision making. This creates a need for methods that can 

detect and hopefully mitigate bias in these systems. Data proxies have the potential to be used to infer important 

demographic data from available user information and this can be used to check for bias in otherwise opaque 

algorithms. 

In this report, six methods have been identified that are assessed as likely to be viable for use in the UK as they have 

been trained on UK or international datasets. They cover a range of different proxies: age, gender, and race/ethnicity 

as well as maturity: open-source, commercial tools, and academic papers. A technical description has been provided 

for each method and a comparison of the performance of each method carried out against important metrics. The 

trades-off between these metrics and their implications for inferring the feasibility of methods is provided, to aid in 

future comparative studies.  

The three most important metrics for feasibility considered were the accuracy, sustainability, and transparency of a 

method of prediction:  

• Accuracy is important to ensure bias can be 

detected to a reasonable level of confidence. 

However, variation in the availability and quality of 

accuracy metrics makes a calculation of minimum 

detectable bias using open literature very 

uncertain. A recommendation of this report is to 

perform independent reviews of the performance 

of proxy methods to gain a better understanding of 

their performance on UK specific datasets.  

• It is important to note that due to the inherent 

changing nature of population demographics, 

proxies will change over time and hence the 

performance of models will change, this is referred 

to as a model’s sustainability. Any method that is 

not continuously retrained on new data can 

become out of date and recommendations should 

be made on the frequency of retraining and 

revalidating methods. Another recommendation of 

this report is further work on assessing 

sustainability of proxies. 

• Although transparency does not impact the 

performance of a model it is often needed to gain 

stakeholder support for use. There is an increasing 

demand for algorithms to be more transparent to 

ensure that there is not underlying bias that is 

masked by the ‘black box’ nature of machine 

learning techniques.  

 

 

 

 

 

 

 

 

 

 

Privacy preservation techniques have been considered as the impact of privacy violations will have the most 

damaging effect. However, the techniques discussed in this report can be used to mitigate these risks and make the 

likelihood of a violation much lower. 
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1 Introduction 
It is becoming increasingly common for machine learning 

(ML) algorithms to be used for decision making, often 

behind the scenes and not regulated as clearly as human 

decision making. A recent review into bias in algorithmic 

decision making (Reference 1) carried out by the Centre 

for Data Ethics and Innovation (CDEI) found that, to 

identify bias in a system, access is required to the 

demographic information about its users. However, due 

to current privacy laws, this data is not always available. 

To get around this, data proxies can sometimes be used 

to infer demographic data from the available user 

information. Bias detection is becoming more important 

as there are more reported instances of ingrained 

algorithmic bias in systems that impact people’s lives 

(Reference 2). The aim of this report is to review some of 

the existing data proxy methods available to providers in 

the UK and to assess their feasibility for use in 

monitoring bias in algorithmic decision-making systems 

in a privacy-preserving way. 

In this report, six methods have been identified that are 

assessed as likely to be viable for use in the UK as they 

have been trained on UK or international datasets. They 

cover a range of different proxies: age, gender, and 

race/ethnicity as well as maturity: open-source, 

commercial tools, and academic papers. The remainder 

of this report will be structured as follows: 

 

• Section 3 provides a technical 

description of each method. 

• Section 4 presents a comparison 

of the methods and a discussion 

around metrics used to measure 

performance. 

• Section 1 presents an 

assessment of the feasibility of 

each method for use in the UK. 
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2 Acronyms and Definitions 
 

AHP Analytical Hierarchy Process 

AI Artificial Intelligence 

API Application Programming Interface 

CLI Command Line Interface 

CNN Convolutional Neural Network 

DCNN Deep Convolutional Neural Network 

DL Deep Learning 

GDPR General Data Protection Regulation 

GUI Graphical User Interface 

ICO Information Commissioner’s Office 

IEEE Institute of Electrical and Electronics Engineers 

LSTM Long Short Term Memory 

ML Machine Learning 

RAG Red / Amber / Green 

SDK Software Development Kit 

SQL Structured Query Language 
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3 Description of Selected Proxy Methods 
With the field of AI and machine learning growing at a rapid pace, there are an ever-increasing number of proxy 

methods and tools available to UK organisations for identifying bias in a system. For this study, a selection of 

representative methods have been chosen. The selected methods cover a range of different proxies: age, gender, and 

race/ethnicity as well as types of approach, open-source, commercial tools, and academic papers. For the review to be 

useful, each of the models had to meet certain criteria, such as being trained on international or UK datasets and have 

enough publicly available performance data to assess their usefulness.  

3.1 Discounted Methods  

The methods presented in Section 0 were chosen as the best to review in the scope of this task, but they are by no means the 

only proxy methods that are available. There may be use cases where other methods are more suitable, or a wider 

assessment of available methods is required. For this reason, the other available methods originally considered for inclusion 

are presented in Appendix A.1. Models not trained on a UK dataset do not necessarily have to be discounted as they could be 

retrained on a more representative dataset. However, for race/ethnicity prediction methods, like BISG, designed for use in 

the US, the outputs are less beneficial where the categories don’t match the UK population demographic.

 

3.2 Investigated Methods 

The methods described in this section, were down selected from those presented in Appendix A.1 as the best 

methods for a more detailed investigation into feasibility of use in the UK. A summary of the methods is provided in 

Table 1 later in this section. 

1. Namsor 

Namsor is a commercial tool that makes use of artificial 

intelligence (AI) to classify names by country of origin, 

ethnicity, country of residence and gender. It uses a 

specialised data mining software to recognise the 

linguistic or cultural origin of personal names in any 

supported alphabet/language (Reference 3). As it is a 

commercial tool, it is continually maintained with new 

training data being periodically added. Use of the service 

incurs a fee.  

2. Demographic Inference and Representative Population 

Estimates from Multilingual Social Media Data (Social 

Media) 

This is a model from an academic paper which describes 

a deep learning (DL) system for demographic inference. 

It was trained on a Twitter dataset using profile images, 

screen names, names, and biographies (Reference 4). 

Automatic machine translation is used when biographies 

are written in languages other than English, this is done 

per word and so some reduced performance could 

reasonably be expected.  The model is open source and 

trained on an international dataset but is currently not 

maintained. 

3. Ethnicolr 

Ethnicolr is an open-source model that uses United 

States census data, Florida voting registration data and 

Wikipedia data to predict race and ethnicity based on 

first and last names or just last name. The method uses a 

Long Short Term Memory (LSTM) Network to model the 

relationship between the sequence of characters in a 

name and the race/ethnicity of a person (Reference 5).  

4. Wiki-Gendersort 

Wiki-Gendersort is an open-source tool which uses first 

names to assign gender based on the Wikipedia 

database. The method reads Wikipedia pages and 

assigns gender to a name by instances of gendered 

words e.g., ‘he’/’she’ (Reference 6). 
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5. Age and Gender Classification using Convolutional 

Neural Networks (Neural Networks) 

This academic paper’s model uses facial recognition to 

classify the age and gender of a person in a picture. The 

method uses a deep convolutional neural network and 

trains on open-source real world images (Reference 7). 

The model itself is open source and trained on an 

international dataset but is currently not maintained. 

6. Gender API 

Gender API is a commercial tool that predicts gender 

using a lookup database when provided with an email 

address or name. The tool can either use country as an 

input to improve gender prediction or make a prediction 

about country of origin from the name (Reference 8). As 

it is a commercial tool it is continually maintained with 

new training data being periodically added, but usage 

does incur a fee. 

 

 

 

 

 

 

 

3.2.1 Summary of Investigated Methods 

Table 1 presents a summary of key properties of the investigated methods. 

ID Method Type Proxy Output 

1 Namsor Commercial tool Names 
Gender, ethnicity, 
country of origin 

2 
Demographic Inference and 

Representative Population Estimates 
from Multilingual Social Media Data 

Academic paper Twitter bio Age, gender 

3 Ethnicolr Open source Names Race or ethnicity 

4 Wiki-Gendersort Open source Names Gender 

5 
Age and Gender Classification using 

Convolutional Neural Networks 
Academic paper Images Age, gender 

6 Gender API Commercial tool 
Names & Email 

address 
Gender, race or 

ethnicity 

Table 1 - Summary of methods assessed in this report. 
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4 Evaluation of Methods 
In order to highlight the strengths and weaknesses of each method, a qualitative evaluation was conducted. This has 

provided discussion points around all the key trade-offs that will need to be made when using any proxy method. Accuracy, 

granularity, and privacy are complicated metrics that are discussed in further detail in Section 1. The requirements for the 

method will change depending on the proxy available, the required output, the area of use and the scope of the organisation 

wishing to implement it. This means there is no all-round best method, but this section aims to guide the reader in a 

methodology for choosing the most appropriate method and identifying the shortfalls of using various proxy methods.   

4.1 Binary Comparison 

To begin comparing the methods listed in Table 1, a series of 

binary (yes/no) questions were asked. The aim of this initial 

‘first-pass’ was to quickly review key features of the 

methods. This is a good way to identify methods that are 

not fit for purpose and should be excluded from the 

organisation’s investigation. The results of the initial 

comparison are presented in Table 2.  

The aim of this report is to investigate the potential use of 

proxy methods in the UK so the first question (‘Was the 

model trained with UK/international data?’) was considered 

the most important. As can be seen in Appendix 1, a lot of 

methods were rejected from further assessment because 

they were too US-specific. In other scenarios the 

requirements may be different, e.g., for a small company 

the cost of implementing and maintaining a model may be 

too high and therefore only currently maintained models 

should be considered. This approach cannot be used in 

isolation as it does not consider a lot of important metrics; 

we will discuss this further in Section 4.2. 

 

Question Namsor 
Social 
media 

Ethnicolr 
Wiki-

Gendersort 
Neural 

networks 
Gender API 

Was the model trained with 
UK/international data? 

1 1 1 1 1 1 

Has the model been tested 
on UK data? 

1 1 0 1 0 1 

Could the model be 
retrained on a new dataset? 

0 1 0 0 1 0 

Does the model have a user 
guide? 

1 1 1 0 1 1 

Is the model maintained? 

 
1 0 1 0 0 1 

Is the code open source? 

 
0 1 1 1 1 0 

Does the model have a 
GUI/API? 

1 0 1 0 0 1 

Table 2 – Initial comparison of metrics using binary questions, highlighted cells indicate a positive result. 
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4.2 Analytical Hierarchy Process (AHP) 

AHP is a technique used to provide a more quantitative approach to deciding the best option by using a set of qualitative and 

quantitative criteria to judge all options. The method uses pairwise comparison to assign weightings to each criterion 

(Reference 9). The options are then given a score for each metric, and this combined with the weightings provides a score 

which can be used to rank them for comparison. The metrics considered in this analysis are summarised in Table 3. 

Metric Description Scoring criteria 

Direct cost 
The cost associated with any licences, subscriptions, or 
one-off payments necessary to use the model. 

RAG (red, amber, green) ranking.  

▪ Red is the most expensive upfront cost 
for a model. 

▪ Amber is a model with a smaller cost.  

▪ Green is a free to use model with no 
restrictions. 

Training set size 
This metric ranks the overall size of the training dataset, 
along with the reliability/quality of the training data. 

RAG (red, amber, green) ranking.  

▪ Red is either a small dataset (relative 
to other tested models), a dataset that 
is unrepresentative of the UK, or a case 
where no detailed information is 
provided.  

▪ Amber is large dataset which can be 
applied to the UK.  

▪ Green is a very large dataset, with 
specific data for the UK. 

Accuracy 

This metric ranks the overall accuracy of a method and 
uses the Fs1 score as this measurement is more sensitive 
to smaller groups within a sample, which is often the 
case for protected characteristics. There are many 
difficulties associated with trying to gain a good measure 
of model accuracy, this is further discussed in section 
5.1. 

F1 score as defined in Section 4.2.2. 
(Reference 10) 

Sustainability 

This metric considers whether a model’s methodology 
will become outdated in the future, and if the model 
would be likely to maintain its accuracy for shifting 
demographics. 

RAG (red, amber, green) ranking.  

▪ Red is for a model that will become 
outdated very quickly.  

▪ Amber is a model which can potentially 
last in the long term but may need 
some modifications to account for 
certain demographics.  

▪ Green is when the model is considered 
fully capable of adapting to reasonably 
expected demographic shifts. 
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Metric Description Scoring criteria 

Maintainability 
How much effort is required to keep the model running 
into the future, or to train on more relevant datasets for 
a specific region. 

RAG (red, amber, green) ranking.  

▪ Red is for a model that is not 
maintained by any group.  

▪ Amber is for a model that is updated 
infrequently.  

▪ Green is for a model which receives 
consistent updates. 

Transparency 
Measures how much of a model’s methodology and 
training data is available to the public. 

RAG (red, amber, green) ranking.  

▪ Red is for a model which gives no/very 
little information on the methodology.  

▪ Amber is for a model which gives a 
detailed description of the 
methodology without providing access.  

▪ Green is for a model where the code is 
available to analyse. 

Ease of 
implementation 

A measure of how much effort is required to set up a 
model and integrate it into existing systems. 

RAG (red, amber, green) ranking.  

▪ Red is for a model with no user guide 
or contactable support.  

▪ Amber is for a model with a user guide.  

▪ Green is for a model with a user guide 
and a contactable support team. 

Verification 
status 

A metric to show the level of verification the model has 
already been subjected to. 

RAG (red, amber, green) ranking.  

▪ Red is where no verification can be 
found.  

▪ Amber is when the model has been 
widely referenced, but without the 
guarantee of endorsement.  

▪ Green is for a model that has been 
audited and endorsed by multiple 
different organisations/groups.  

Table 3 - Performance metrics. 
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4.2.1 Ranking Metrics 

The first step was to use pairwise comparison to rank 

each of the determined metrics against each other 

(Reference 11). This involved comparing each metric 

one-on-one with all the other metrics and giving a score 

which signifies which of the two metrics is considered 

more important. These could then be combined to 

provide a total weighting for each metric type. The 

weightings themselves can be varied to fit with the 

required use case for a proxy method. The proposed 

metrics for this assessment are presented in Figure 1 and 

the justifications for each comparison based on the 

scope of this task are given in Appendix A.2. The 

weightings have been normalised, so that they sum to 1. 

It can be seen that for this report accuracy, 

sustainability and transparency are the key metrics with 

regards to feasibility of use. Accuracy ensures the model 

is able to adequately detect bias and sustainability 

ensures the model will continue to do so for a useful 

amount of time. While transparency does not impact the 

performance of model it is often needed to gain 

stakeholder support for use. Cost and ease of 

implementation are included as factors but given the 

purpose of this work is to understand feasibility, they are 

given a lower weighting. 

 

Figure 1 - Proposed weightings for performance metrics. 
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4.2.2 Ranking of Methods 

When using AHP, each method is ranked against a metric 

and is given a score from 0 to 100. Some metrics were 

ranked using a traffic light system, where green was 

equivalent to 100, amber to 50 and red to 0. Where 

available, F1 score is used as the accuracy metric for each 

model. F1 score is an accuracy metric for classification of 

machine learning models that combines the precision and 

recall scores of a model for each class in the model 

(Reference 10). The F1 scores are often then averaged to get 

a single score for the model. This metric is more appropriate 

than classification accuracy when classes are imbalanced or 

when false results have a disproportionately high impact. 

4.2.2.1 Namsor 

Upfront 
Cost 

Training 
data 

Accuracy Sustainability Maintainability 
Method 

transparency 
Ease of 

implementation 
Verification 

status 
Total 

0 8.2 22 11.2 8.2 0 3.6 8.2 61.4 

 

Advantages: Namsor is a highly accurate commercial tool, 

achieving an F1 score of 97.9 (Reference 12), which comes 

with many benefits. The tool is maintained and consistently 

updated by a dedicated team, constantly improving the 

accuracy of any results and increasing the size of the 

training dataset, with Namsor claiming the tool has 

processed 7.5 billion names (Reference 3). Other 

advantages include that the tool has been externally verified 

by multiple different sources (Reference 13, 14, 15) and the 

tool is simple to implement into systems, with fully 

documented APIs provided, along with support staff to 

contact.  

Disadvantages: Though the tool has been externally 

verified, the methodology behind the tool is proprietary 

software and not available for the public to see, making it 

harder for the public to understand how the tool works and 

whether or not to trust its results. There is also an upfront 

cost because of the tool’s subscription model. This is a 

constant cost, though this could be mitigated by savings due 

to the Namsor team completing the backend maintenance 

themselves, along with the help they can provide for 

implementing Namsor into existing systems. The 

sustainability of the tool will depend on how Namsor adapts 

to changing demographics, such as the increase in people 

identifying as non-binary and if the tool will be changed to 

make non-binary predictions. There can also be changes to 

what gender or ethnicity a name is associated with as time 

progresses, though these changes should be accounted for 

with the continued training. 

4.2.2.2 Demographic Inference and Representative Population Estimates from Multilingual Social Media Data 

Upfront 
Cost 

Training 
data 

Accuracy Sustainability Maintainability 
Method 

transparency 
Ease of 

implementation 
Verification 

status 
Total 

4.4 8.2 20.6 11.2 4.1 22.5 1.8 4.1 76.9 

 

Advantages: Some of the main advantages of this tool stem 

from the open-source nature of the tool. This gives the tool 

no upfront costs, as it can be freely downloaded from 

GitHub, so there are also no subscription costs. The tool’s 

methodology is also freely available to look over and 

scrutinise. The openness of the tool should help increase 

public trust and confidence in any results produced. The tool 

had a very large initial training dataset, using 14.53M twitter 

accounts for gender recognition training and 2.61M for age 

recognition training (Reference 4). For the gender detection 

aspect of the tool, the F1 score was 91.8.  

Disadvantages: Despite there being no upfront costs, there 

would still be running costs associated with maintaining and 

implementing the tool. The tool still has sporadic updates, 

but there is no dedicated team. As the tool is open source, 

the maintenance can be performed by any group with the 

technical knowledge to do so. The tool does have a user 

guide to help with implementation, though there is no 

contact team to help with any queries, and the tool is only 

written in one language. The paper for the tool has been 

widely cited, but it is unknown if these are papers verifying 

the validity of the tool or scrutinising it. The tool’s 

sustainability will be affected by the rising number of people 

identifying as non-binary, who cannot be correctly 

categorised by this tool in its current state. Further 

development of the tool would be required in the future for 

it to be able to accurately identify all members of the 

population. 
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4.2.2.3 Ethnicolr 

Upfront 
Cost 

Training 
data 

Accuracy Sustainability Maintainability 
Method 

transparency 
Ease of 

implementation 
Verification 

status 
Total 

4.4 4.1 16.4 22.5 4.1 22.5 1.8 4.1 79.9 

 

Advantages: Ethnicolr is an open-source tool, which comes 

with many advantages. The tool is freely available to 

download from GitHub, meaning there are no initial upfront 

costs or recurring fees for using the tool. The tool itself is 

also fully transparent, with the methodology publicly 

available to be verified and scrutinised. The paper detailing 

how the tool works (Reference 5) has also been cited 132 

times, though it is not possible to know if more sources 

were praising the methodology or scrutinise it. There are 

two versions of the tool, trained on different datasets: one 

set is Florida voter registration data, the other is Wikipedia 

data. Since the Wikipedia data uses international data, its 

results are more applicable to the UK. The dataset had over 

140,000 names and gave an F1 score of 73. Although this is 

a lower score than other tools, as there are more categories 

for predicting ethnicity, it’s difficult to directly compare to 

other tools, which often have a binary choice for predicting 

gender. The tool is very sustainable, with a deep range of 

ethnicities that can be predicted. As time goes on, different 

ethnic groups can become more integrated, but the tool will 

be able to handle these demographic changes using new 

training data, so the tool itself would not need fundamental 

changes to categorising people.  

Disadvantages: The main disadvantage of this tool is the 

maintainability and its ease of implementation. The tool is 

currently maintained online by an active community, but 

there is no guarantee this support will continue in the 

future. This unreliability of the maintenance could incur 

unforeseen costs. Whilst the tool does have a user guide, if 

there was trouble with implementing the tool into an 

already existing system, unlike for most commercial tools, 

there would be no help team to contact.  

4.2.2.4 Wiki-Gendersort 

Upfront 
Cost 

Training 
data 

Accuracy Sustainability Maintainability 
Method 

transparency 
Ease of 

implementation 
Verification 

status 
Total 

4.4 4.1 20 11.2 4.1 11.2 0 0 55.1 

 

Advantages: Wiki-Gendersort is an open-source tool which 

comes with a few key advantages. The tool has no upfront 

or recurring fees to use the tool as it can be freely 

downloaded from GitHub. As the tool is open source, the 

method is completely transparent and can be fully 

scrutinised and verified by the public. A fairly large training 

dataset consisting of 694,376 names was used to train the 

model (Reference 6), with the dataset consisting of 

international names. Wiki-Gendersort has an F1 score of 

89.1, so the tool does give accurate results.  

Disadvantages: The main disadvantages of this tool are its 

lack of verification and its difficulty in implementation. The 

number of citations for the paper detailing the method 

(Reference 6) could not be found, so no external verification 

for the method is available. The tool also has no user guide 

or dedicated team to contact when attempting to 

implement the tool into any existing system. The 

maintainability is another weakness of the model, as it does 

not receive regular updates, though due to it being open 

source, the code can be maintained by any team with the 

correct technical knowledge. A potential concern with the 

model is its sustainability. As the method categorises gender 

as a binary, by default it cannot categorise non-binary 

people accurately. As this group of people gets larger, this 

would make the tool less accurate. 
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4.2.2.5 Age and Gender Classification using Convolution Neural Networks 

Upfront 
Cost 

Training 
data 

Accuracy Sustainability Maintainability 
Method 

transparency 
Ease of 

implementation 
Verification 

status 
Total 

4.4 0 19.5 11.2 4.1 22.5 1.8 4.1 67.7 

 

Advantages: The tool is open source, which provides the 

usual benefits for the upfront costs and method 

transparency. As the model can be downloaded from 

GitHub for free, there are no fees that must be paid to 

use the tool. As the code for the model is feely available, 

it is also possible for members of the public to verify and 

scrutinise the methodology, which would help with 

trusting the model. The tool has been highly cited (576 

citations) which shows the paper has been scrutinised by 

many academics, though it is not possible to know how 

many of them verified the method as opposed to 

debunking it. The tool does have a user guide to help 

with implementation, though there is no dedicated 

support team like there would be for commercial tools. 

Disadvantages: The main disadvantages of this tool are 

its lack of clarity on its training data, and problems with 

sustainability. The amount of training data used by the 

model was not explicitly stated in the study detailing the 

methodology (Reference 7). The tool also only 

recognises gender as a binary, which may become 

unsuitable over time as more people identify as non-

binary. There is also an issue with maintenance, as this 

tool does not receive regular updates; this issue can be 

overcome as the tool is open source, so the tool could be 

maintained internally. 

4.2.2.6 Gender API 

Upfront 
Cost 

Training 
data 

Accuracy Sustainability Maintainability 
Method 

transparency 
Ease of 

implementation 
Verification 

status 
Total 

2.2 8.2 22.1 11.2 8.2 0 3.6 0 55.6 

 

Advantages: Gender API is a commercial tool, with its 

main advantages being its large set of training data, high 

accuracy, and its high level of maintenance. Gender API 

uses a database of over 6,000,000 names, with a UK 

specific database consisting of over 100,000 names 

(Reference 8), and the database is updated every month. 

In one study, Gender API had an F1 score of 98.5 

(Reference 12), which is a very high score (the highest of 

all methods tested in this report). As this is a commercial 

tool, the maintenance is handled by the Gender API 

team, implementing consistent updates to the tool. 

Gender API can be very easily implemented into existing 

systems, with the API working in multiple languages and 

able to accept a range of file types, along with a support 

team that can be contacted with any queries. 

 

 

 

Disadvantages: The main disadvantages of Gender API 

are its lack of transparency, upfront costs, and 

sustainability. The model is a commercial tool and does 

not have the source code or exact methodology open for 

scrutiny. Gender API also do not provide any external 

verification for the tool, though academic studies have 

tested the tool (Reference 12). The tool is provided on a 

subscription model, so there are recurring fees to using 

the tool, though these costs may be mitigated by 

reduced maintenance and implementation costs. For 

sustainability, the model is consistently updated with 

new names (mainly from publicly available data: 

government data with manual additions), which should 

allow the model to account for demographic shifts 

associated with names. The main issue is that the gender 

detection cannot detect non-binary people, which can 

become an issue, especially as trends point towards 

more people identifying as non-binary in the future. 
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4.2.3 Results  

The scores for each model defined in section 4.2.2 have been combined with the weightings presented in Section 4.2.1 

to provide the overall ranking for each method presented in Table 4. 

 

 Namsor Social media Ethnicolr 
Wiki-

Gendersort 
Neural 

networks 
Gender API 

Upfront Cost 0 4.4 4.4 4.4 4.4 2.2 

Training data 8.2 8.2 4.1 4.1 0 8.2 

Accuracy 22 20.6 16.4 20 19.5 22.1 

Sustainability 11.2 11.2 22.5 11.2 11.2 11.2 

Maintainability 8.2 4.1 4.1 4.1 4.1 8.2 

Method 
transparency 

0 22.5 22.5 11.2 22.5 0 

Ease of 
implementation 

3.6 1.8 1.8 0 1.8 3.6 

Verification 
status 

8.2 4.1 4.1 0 4.1 0 

Total 61.4 76.9 79.9 55.1 67.7 55.6 

Table 4 - Final AHP rankings 

The results presented in Table 4 show similar rankings 

between the methods, particularly between Namsor, 

Social Media and Ethnicolr. This is potentially interesting 

as they are very different methods using different 

proxies. Namsor scores very poorly on upfront cost and 

transparency as it is commercial tool, but its ease of 

implementation and maintainability outweigh any open-

source methods available. It is important to remember 

that the weightings provided in Section 4.2.1 will have a 

big impact on the overall ranking of methods. They are 

shown to aid the discussion in Section 0 but should be 

adapted for each use case depending on stakeholder 

priorities. 

One of the limitations of AHP used here is the fact that 

different key metrics can often help achieve similar 

objectives and compensate for them. For example, the 

main benefit from both verification status and 

transparency is an increase in trust in the model.             

A model could have a high score in one of these metrics 

and a low score in another (e.g., Namsor is a closed 

source tool with many external audits performed on it to 

verify its accuracy). Whilst the model can be deemed 

trustworthy due its verification, the low transparency 

may bring down its score more than it reasonably 

should, as one of the negatives of a low transparency 

(low trust) has been mitigated by another metric. The 

process does not account for scenarios where a low 

score in one metric is compensated for by another 

metric, adding a level of uncertainty to a model’s final 

score. Where a specific use case is well understood the 

weighting on each metric will become more important to 

the final result. The metrics cannot just be merged, as 

there are other factors that are captured by the different 

metrics, with transparency also helping to increase an 

understanding of the model that can help with 

performing maintenance or implementation of the 

model. 
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4.3 Discussion 

 

4.3.1 Accuracy 

It was not in the scope of this task to perform independent quantitative accuracy assessments of the methods being 

reviewed. For the accuracy results we have relied on already reported accuracy figures. These can give an indication of 

performance, but it is important to note the main shortfalls with this approach so that unjustified confidence is not placed in 

the outcome: 

• For some of the methods assessed the accuracy is only 

self-reported; this is mainly seen in the academic papers 

reviewed as they include their own testing. Therefore, 

without independent verification, there is the risk of bias 

when the author has chosen the dataset and the 

accuracy metrics to report. 

• It is very difficult to distil the accuracy down to a singular 

figure when classifying groups with large population 

imbalances.  This is because of the accuracy paradox, 

where accuracy is found to be a poor measure of 

performance when dealing with small groups in a 

population (Reference 16). Therefore, different metrics 

need to be used. For gender detection methods, the 

accuracy paradox is less of a problem if you are 

considering only male or female. For ethnicity predictors 

or gender predictors which can predict non-binary 

genders, the accuracy paradox is a much bigger problem. 

For this report the F1 score was used instead of 

accuracy. The F1 score is the harmonic mean of the 

precision and recall. Precision measures valid positive 

predictions, and the recall measures valid negative 

predictions (Reference 17). 

• The accuracy metric also only covers specific aspects of 

the models e.g., Namsor’s gender prediction had F1 

score used as an accuracy measure, but this does not 

represent its accuracy in predicting diaspora from 

names. The accuracy of a multi-faceted tool cannot be 

simplified down to a single figure, with each aspect 

considered separately. 

• For the accuracy metric, Ethnicolr is the only model 

which is using its F1 score for predicting ethnicity as 

opposed to gender. Gender and ethnicity predictions are 

very different tasks, with gender predictions often being 

a binary choice, as opposed to a large range of potential 

ethnicities. This should be kept in mind when comparing 

the accuracy of Ethnicolr to the other models.  

• The tests won’t have been performed on the same 

dataset (except in the case of Reference 12, where 4 

proxy methods are assessed in one review). A good 

comparison of accuracy can be made here; it is 

recommended more assessments like this are sought or 

otherwise carried out independently before 

implementing a method. 

• The dataset is very important to the accuracy 

performance – a review of the same methods as in 

Reference 12 but done on Chinese names in Pinyin 

format showed significantly poorer performance 

(Reference 18). This problem has been highlighted in 

much of the literature reviewed; non-Western names 

are likely to see poorer performance. This is a concern as 

when used in the Western world they would represent 

the minorities that bias detection is targeted at. It is 

recommended that if performing an independent 

assessment, testing data as close as possible to the 

actual use case should be used. 

• The metric reported can impact the perceived 

performance – when classification accuracy is used as 

the metric it can therefore be misleading. Reference 19 

highlights a weighting in an ethnicity estimator tool that 

favours ethnic minorities over white British. This should 

lead to a higher accuracy performance for ethnic 

minorities, e.g., less likely to misclassify a person as 

‘white’ at the expense of misclassifying ‘white’ names. 

• Do the accuracy metrics cover all the necessary 

information? In most cases when assessing the accuracy 

of a gender estimator tool, performance is measured for 

men and women. It was shown in Reference 2 that 

performance can vary within this category, a tool might 

have good accuracy for women but when looking deeper 

into the data performance is poor for women from 

ethnic minorities. If carrying out an independent review, 

filtered accuracy results would increase understanding 

of performance or applying weightings to minority 

results (this is sometimes referred to as ‘balanced 

accuracy’). (Reference 20) 
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While reported accuracy scores can give a good indication of performance when initially reviewing methods and 

potentially discounting the use of some, they should not be used in place of first-hand testing to provide confidence in 

a model. There is also a risk of models being used because they have been cited many times and so appear trusted by 

the community, again this should not be used in place of testing as the use case could be different or the method 

unsustainable and now out of date. Before any proxy method is used, to provide full transparency, an independent 

review should be carried out on its performance where the model is queried for each use case on a representative 

dataset. Performance should be assessed for each predicted category, considering the effect of false positives and 

false negatives. 

 

4.3.2 Minimum detectable bias 

For a tool to be used in bias detection there must be 

considerable confidence that the results are more 

accurate than random chance. As discussed in the 

previous section, measures of performance are 

complicated and without an independent review the 

minimum detectable bias for a tool is unknown. A 

conservative way to provide an initial estimate is to use 

the classification accuracy metric.  

As an example: 

A model is correct 75% of the time, meaning any bias in 

the system that is less than 25% could potentially be 

missed by the system and so we can class this as the 

‘minimum detectable bias’. In a dataset where 15% of 

people are female, there is the potential for them all to 

be misclassified by the model and for bias to go 

undetected.  

4.3.2.1 Gender predictors 

Out of the methods assessed in this report Ethnicolr is 

the only tool that does not makes a gender prediction, 

so a conservative minimum detectable bias metric is 

given for the other five methods in Table 5. It is 

important to note that these values will vary with the 

dataset used, Reference 18 reports much lower accuracy 

scores using Chinese names and so would predict much 

higher minimum detectable bias. 

 

Method Minimum detectable bias Notes 

Namsor 2% 
Average of male and female classification 

accuracy values (Reference 12) 

Demographic Inference and 
Representative Population Estimates 
from Multilingual Social Media Data 

10% 
No accuracy value available, based on F1 

metric (Reference 4) 

Wiki-Gendersort 6.6% 
Average of male and female classification 

accuracy values (Reference 12) 

Age and Gender Classification using 
Convolutional Neural Networks 

22.5% 
Average of accuracy values for two datasets 

tested on (Reference 7) 

Gender API 1.8% 
Average of male and female classification 

accuracy values (Reference 12) 

Table 5 - Conservative minimum detectable bias predictions, where accuracy score was not available F1 is used. 
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4.3.2.2 Race/ethnicity predictors 

Out of the methods assessed in this report, three claim to make race/ethnicity or country of origin predictions. 

However, there is no performance data for Gender API in the open literature, so the two available methods have been 

presented in Table 6. 

Method Minimum detectable bias Notes 

Namsor 29% 
Accuracy of ‘country of origin’ metric 

(Reference 21) 

Ethnicolr 27% 
Average F1 score from global race predictions 

(Reference 5) 

Table 6 - Conservative minimum detectable bias predictions, where accuracy score was not available F1 is used. 

 

4.3.3 Ease of Implementation and Maintainability Versus Cost 

When reviewing proxy methods there is a clear trade-off between commercial tools and open-source models, that has 

been summarised in Table 7. With a commercial tool the transparent costing and support team can help to de-risk its 

use, so it is an important consideration to make. 

Commercial tool Open source 

Set up to be easily used with a GUI or an API 
implementation so very little time or investment is 

required to get going. 

If there is a GitHub repository or equivalent the setup 
will be less straightforward, but there is often a 

walkthrough guide. More time and potentially cost 
investment is needed at the outset. 

Usually maintained, this means they should work on 
most systems and update as technology and datasets are 

updated. 

Sometimes maintained, but often not or at least not as 
rigorously as commercial tools, so some ongoing cost of 
maintenance/continued training should be considered. 

Cost is normally based on number of requests so is easily 
calculated but scales with the size of the dataset. 

Cost is somewhat harder to determine as it will be based 
on the cost to set up the tool and potentially 

hiring/training someone to use and maintain it. 

For well-known tools there are many documented use 
cases and published accuracy results from independent 

sources. 

There is less of a requirement to publish accuracy results 
or, in the case of academic papers, no independent 

review of the model/results. 

There is a risk they could be discontinued, so if they are 
part of a system this could cause problems later down 

the line. 

There are privacy and security implications when using 
open-source tools and/or datasets. 

Table 7 - Trade-offs between commercial tools and open-source models. 
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4.3.4 Transparency 

The transparency score given in Table 4 is a measure of 

how much of a model’s methodology and training data is 

available to the public. Some open-source methods are 

completely transparent in that they provide full source 

code and use open-source training data. This does not 

guarantee full transparency though - machine learning 

algorithms by nature are not very transparent (this is 

often called the ‘black box problem’). Often, for 

complicated problems, even the people who have 

created and trained them do not fully understand how 

all the variables relate to each other to make 

predictions. Where a model has an accompanying 

academic paper there is more transparency, in that for 

the choice of technique and any parameter-tuning 

justification is provided. However, this is only 

transparent for people with the required knowledge 

base to understand the paper. One could argue that a 

proxy method with very good accuracy performance 

does not need to be transparent to work, but it is hard to 

garner trust in a system people do not understand. 

There are numerous media examples of AI making errors 

and introducing bias; this has consequently increased 

the need for transparency. More interpretable models 

are likely to receive higher stakeholder confidence as 

they cannot hide bias as easily. (Reference 19) 
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5 Feasibility of Methods 
Note - The aim of this report is to provide insight and guidance on the feasibility of using proxy methods. It is not to 

provide legal advice and does not provide legally approved conclusions.  

5.1 Accuracy Assessment 

5.1.1 Measures of Accuracy 

The standard measure of classifier models is usually their 

classification accuracy (that is, how many predictions 

they were able to make correctly during the testing 

phase). However, this figure alone is insufficient in 

guiding our judgement for most use cases. 

For instance, it is necessary to weigh relative costs of 

both false positives and false negatives, as these costs 

may differ depending on the usage context. If two 

models have identical classification accuracies (with one 

returning more false negatives and the other more false 

positives), but we consider false positives to be a worse 

outcome in context, then we should go with the one that 

has a lower false positive rate. For this purpose, we 

could potentially ease the problem of computing and 

evaluating our models using tools such as confusion 

matrices. From this information we can calculate 

additional metrics such as F1 score; these give us a more 

contextualised understanding of model performance 

(Reference 22). It may sometimes even be the case that 

a model with lower classification accuracy ends up 

performing better in context – this is an example of the 

accuracy paradox (Reference 23). 

It should be noted that F1 scores (or equivalent) and/or 

confusion matrices are given by the developers for 

Ethnicolr, Namsor, Wiki-Gendersort, Gender API, and the 

Social Media models. In the case of Age and Gender 

CNN, a confusion matrix is only given for age 

determination. The figures stated are indicative but 

should be independently verified prior to 

implementation in new use cases. 

5.1.2 Sustainability of Accuracy 

Accuracy figures are very likely to be fluid over time, reflecting a constantly shifting demographic landscape in the 

United Kingdom. Take the example of an algorithm which sorts by surname. It is likely that increased multiculturalism 

will alter distributions over time – a surname that was almost certainly indicative of a particular demographic just 50 

years ago may be less of an accurate indicator today, and there is potential for this trend to continue. Some models 

we have looked at (such as Gender API) attempt to account for these scenarios. To this end, it is important to consider 

how long a particular method may continue to be viable for use; this has further economic implications such as 

investment payback time and costs stemming from increased future misclassifications. 

Example Scenario 1: Consider an algorithm ‘A’ that scans 

facial features to ascribe labels for gender. When 

presented with a face that is somewhat androgynous by 

our societal standards, we might expect it to struggle to 

correctly classify this person. As fashions change, so will 

the ways in which people present themselves; this may 

diminish the effectiveness of the algorithm over time. For 

example, in the future it may be more common for men 

to wear heavier makeup. Model A has learned to 

associate makeup with women and will therefore 

become less accurate.  

 

This type of scenario is especially important when we 

consider that a demographic organisation may want to 

monitor and prevent bias for its transgender individuals 

(with the category of gender reassignment being a 

protected characteristic in the Equality Act 2010 

(Reference 24)). Due to disparate access to medical 

interventions (among other factors), facial scanning 

algorithms could be expected to fail to recognise this 

demographic a reasonable amount of the time. 

Furthermore, if the trend of increasing numbers of 

younger generations in the UK openly identifying as 

transgender continues (Reference 25), the model may 

therefore become less and less accurate with passing 

generations. 
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Example Scenario 2: Algorithm ‘A’ is now presented with 

a subject whose gender identity is non-binary. Most 

methods and datasets also do not account for non-binary 

identities, so A has no way of correctly classifying the 

subject.  

In addition to this, an increasing number of people in the 

UK identify as a ‘mixed’ ethnic category (Reference 26), 

ethnicity being another protected characteristic 

(Reference 24). This could also be expected to diminish 

the accuracy of face-scanning approaches to ascribing 

ethnic backgrounds, due to the lines between trained-in 

algorithmic notions of what the ‘average’ member of 

each demographic looks like becoming blurred.  

Example Scenario 3: Algorithm ‘B’ ascribes labels for 

ethnicity based on a picture of a face. It is presented with 

someone who comes from a family with many different 

ethnic backgrounds across multiple generations. It 

therefore struggles to correctly classify this person, as it 

does not have a strong idea of which ethnicity the person 

appears to be closest to.   

These examples raise tangentially related questions of importance: 

• How can we ensure our algorithm itself is not unfairly biased?  

• How ethical is it to create a tool which ascribes identifiers such as race based on what are essentially highly 

stereotypical depictions of often-protected demographic groups?  

• What are the associated challenges with training models to recognise demographics such as mixed ethnicities or 

non-binary genders which by their very nature blur traditional expectations of categorisation? 

A potential workaround for diminishing accuracy is the 

implementation of algorithms which may either undergo 

regular retraining or continuous learning. However, the 

main drawback here is that it is often far more difficult 

to assure agents like this for use in sensitive contexts, 

due to both the relative lack of explainability of ‘black 

box’ models and the unpredictability of future 

performance. An algorithm that is constantly learning 

and retraining itself also gives rise to additional concerns 

about the increased likelihood of a system being 

manipulable by threat actors, for example by dataset 

poisoning (which itself could significantly damage the 

accuracy of outputs). It may be possible to balance risks 

by reaching some kind of ‘middle ground’. One 

manifestation of this might be a system which is 

separate from the live deployment, retraining itself at 

regular intervals and requiring re-approval before being 

pushed to live. 

Either way, initial training will impact accuracy. This 

raises a potential concern in how training data will be 

sourced if it is not readily available to organisations in a 

sufficiently representative form. If training data is to be 

volunteered by data subjects, there may be systematic 

biases in who tends to volunteer this data. This could 

result in a biased model. Bias in the training set is a 

particularly prevalent concern in photographs of faces 

(Reference 27). Additionally, any pre-existing training 

data runs the risk of being potentially outdated due to its 

historical nature.  

Regular retraining would also protect against bias creep 

as the general population distribution shifts in time (in 

directions which may mean an initial training set that 

was once sufficiently representative is no longer so). 

Representative distribution is especially important when 

we consider the potential indicators of group that may 

differ from one demographic to another. For example, 

the stereotypical (or societally expected) presentations 

for different genders may vary by age group or ethnic 

background. This too is likely to be highly susceptible to 

time. Take the example of having long hair – in many 

Western cultures this is typically associated with women, 

but in many Native American cultures is much more a 

unisex practice. We have no way of knowing if this will 

continue to be the case in future, though. The rate 

required for retraining would vary by model and usage 

context, but a reasonable periodicity may be defined by 

tracking and testing accuracy rates and noting when the 

model drops below a certain threshold. 

In the case of the spread of models we have 

investigated, Namsor and Gender API are known to use 

continuously updating datasets; the Social Media model 

and Age and Gender CNN do not. While it is uncertain 

whether Ethnicolr and Gendersort continue to be 

maintained, they are based on the Wikipedia dataset 

which stems from a continually updating source, perhaps 

lending itself to more straightforward retraining. 
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5.1.3 Summary of Accuracy Risks 

Risk Likelihood  Potential impact Mitigations 
Post-mitigation 
likelihood 

We choose the 
wrong model based 
on accuracy figures 
alone. 

Very likely 

The model performs 
poorly, adding costs 
of misclassification 
and remediation. 

Use additional 
measures such as 
confusion matrices, 
F1 score, and specific 
use case analysis. 

Very unlikely 

We see diminishing 
returns on 
classification 
algorithms due to 
demographic shift. 

Moderately likely 

The model becomes 
less usable over time, 
diminishing returns 
on investment and 
increasing any 
misclassification 
costs. 

To an extent this can 
be avoided by regular 
retraining or models 
that learn from 
changing data, 
though this comes 
with its own risks. 
New emerging 
demographics may 
be much more 
difficult to classify 
and mitigate. 

Somewhat likely 

Table 8 - Risks to accuracy and their potential mitigations. Any likelihood figures are estimates only. 

 

5.2 Granularity Assessment 

For our purposes, ‘granularity’ and ‘privacy’ can be 

closely linked terms depending on how we are defining 

the latter. We can take privacy to have any of the 

following meanings in our context: protecting people’s 

data being put into a system; protecting the inner 

workings of the systems from being exposed and 

therefore at risk of manipulation by threat actors; or 

protecting individuals from having sensitive information 

identifiably attached to them which they did not 

voluntarily surrender (i.e., the consequence of 

insufficient coarseness of granularity). In this section, we 

will largely be considering the last of these three. 

Therefore, this section will primarily discuss aspects 

granularity through their relationship to data protection. 

We can broadly split techniques for aggregation 

depending on whether they are designed around 

blurring the data or simply masking it. It should be noted 

that some methods naturally combine better with 

certain tools and approaches; this should be a 

consideration when selecting the right algorithm for the 

context. We have learned that the level of granularity 

required for each model depends upon the contextual 

use-case, but in general a small dataset will produce a 

lack of anonymisation. The ICO recommends applying a 

‘motivated intruder’ test to ensure the removal of 

identifying data is accurate (Reference 28); we believe 

this would be a useful technique in determining the 

correct level of granularity has been achieved for a given 

usage scenario. 
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5.2.1 Data Blurring  

Basic aggregation of all the data together does not 

necessarily guarantee privacy. For example, if we apply 

very specific sets of filters that have very few results 

each, it may be possible to determine who belongs to 

the results subset (i.e., what personally identifiable 

labels we have ascribed to them) (Reference 29). Simple 

aggregation functions exist for imported datasets in R, 

SQL, and Python - however, a pre-existing set of non-

anonymised data is generally required to feed in. Basic 

aggregation would therefore have to be ‘baked in’ the 

original algorithmic program to be potentially allowable. 

Aggregate data can have random noise added to prevent 

reverse-engineering, but this obviously affects the values 

in the output dataset, which may not be acceptable in a 

particular use case. 

Data generalisation (also sometimes called clusters, 

binning or blurring) can be achieved in various ways, 

such as providing less-specific values or bins (e.g., 

identifying by birth month instead of full date). 

Generalisation may also be automated or declarative. 

See the example paper by Samarati and Sweeney for 

more details (Reference 30). Another example could be 

pixelating visual data (in the case of photographs of 

faces), though this might severely limit the usefulness of 

applying the algorithm. 

A general limitation of these kinds of techniques is that 

they are not effective for smaller datasets. These 

techniques also increase the likelihood of us drawing 

incorrect conclusions from the data (Reference 31). 

 

 

5.2.2 Data Masking 

Differential privacy takes a maths-based definition of 

privacy for the purposes of data protection. As a 

technique, it describes patterns of the whole group 

while withholding individual identifiers. Some ways of 

pursuing differential privacy include the Laplace 

mechanism (addition of noise) and randomised response 

(perturbation) (Reference 32). However, there is a risk of 

introducing bias using the latter approach if the spread 

of truthful and randomised responses is not correctly 

balanced. It is also possible to add in noise during the 

model training process, or to the outputs. Again, data 

with added noise carries the risk of being less helpful for 

its intended use case. 

Tokenization is an approach that replaces sensitive 

information with a different datum of equal type and 

length. A database may be required to link tokens to 

their true meanings; this presents a vector for accidental 

or malicious leak of personal data and requires extra 

computational requirements for implementation that 

expand with the amount of category labels being 

counted. 

Pseudonymization is defined in GDPR as ‘processing of 

personal data in such a way that the data can no longer 

be attributed to a specific data subject without the use 

of additional information, as long as additional 

information is kept separately and subject to technical 

and organizational measures to ensure non-attribution 

to an identified or identifiable individual’ (Reference 33). 

Data coding is when private information is removed and 

replaced with numbers or codified categories, similar to 

tokenization above. Whether or not this is helpful 

depends on the individual use case, particularly the data 

to be codified and its sensitivity. 

Algorithms used to mask data can sometimes be reverse 

engineered. The efficacy of these techniques would be 

limited for small datasets. Techniques such as 

randomising response can also affect the calculations we 

may want to perform on the data. K-anonymity is the 

measure that defines how re-identifiable data records 

may be. True anonymity occurs if quasi-identifiers for 

each person in the dataset match at least k-1 other 

people also in the set. 
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5.2.3 Summary of Granularity Risks 

Risk Likelihood  Potential impact Mitigations 
Post-mitigation 
likelihood 

Insufficient 
coarseness of 
granularity results in 
an unnecessarily high 
privacy risk. 

Moderately likely 

Personal information 
is uniquely 
identifiable, and 
privacy is violated. 
This also presents 
legal and ethical 
consequences. 

Only process 
datasets of sufficient 
size and select an 
appropriate privacy-
preserving method 
for the use case. 
Apply the motivated 
intruder test as a 
check. 

Very unlikely 

Noise or blurring 
significantly impacts 
model usefulness or 
the conclusions we 
draw. 

Moderately likely 

The model is less 
useful, presenting 
decreased return on 
investment and 
increased total 
misclassification 
costs. 

Conduct experiments 
to find an 
appropriate level of 
noise / blur. 

Unlikely 

Computational 
requirements exceed 
those allotted for the 
use case. 

Moderately likely 
(but highly context 
dependent) 

Additional 
computational 
resource must be 
secured, presenting a 
cost. This cost would 
also be ongoing due 
to upkeep. 

Steer away from 
privacy-preserving 
techniques which 
have intrinsically high 
computational 
resource 
requirements (such 
as tokenization). Use 
models which are 
easy to integrate 
with techniques. 

Unlikely 

Masked data is 
reverse engineered 
by a threat actor. 

Unlikely 
A privacy violation 
occurs, with legal and 
ethical implications. 

Use a blurring 
technique. Apply the 
motivated intruder 
test as a check. 

Very unlikely 

Table 9 – Risks to granularity and their potential mitigations. Any likelihood figures are estimates only. 
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5.3 Privacy Assessment 

We must also consider how to protect the inner workings of systems from being exposed and therefore manipulated. 

We could also discuss this in terms of some of the cyber security aspects of the model; the IEEE remarks that ‘the 

goals of data privacy and information security are overlapping in some instances’ (Reference 34). This section will 

therefore look more closely at model security. 

A commonly known weakness with classifier models is 

the ‘evasion attack’ – the ability of a near-undetectable 

level of unexpected noise to affect model conclusions. 

Depending upon the intended model use case and 

context, it may have a widely varying likelihood of being 

adversarially targeted in such a way. We must ask 

ourselves how attractive the system is as a target and 

what may stand to be gained by misclassifying an input. 

For the use case of bias monitoring this is potentially less 

likely than, say, labelling faces for personal identification 

purposes. It would also require the insertion of invalid 

data for receipt of services, which would heavily 

inconvenience the user in many cases. There are still 

some mitigating measures. Techniques such as denoised 

smoothing (Reference 35) look promising in the 

literature but require extra computational resource, 

whereas other measures such as training to withstand 

input noise are viable but can affect overall model 

accuracy and require inclusion from the algorithm design 

phase. 

Obtaining a trustworthy training set is critical. During any training phase (be that the initial model training or ongoing 

‘update’ training), it is possible for a threat actor to ‘poison’ the model by inserting crafted inputs. These inputs will 

have been designed to influence the model to perform in a particular way, to the threat actor’s advantage. Data 

poisoning is one of the key reasons a continuously-learning model is much harder to assure for use, due to the 

inherent risk. 

It is far easier to craft such a malicious payload if there is 

freely available information concerning the inner 

workings of a model and/or the initial training set is 

publicly known. This presents a key consideration for any 

model which is open-source or derived from open-

source training sets. A publicly usable model is also a 

more likely victim of ‘model stealing’ attacks (Reference 

36), which can be used to glean the data that was used 

to train them. This is an obvious potential privacy risk, 

relating back to our earlier discussion of data protection 

in Section 5.2. 

 

Methods for lowering the risk of adversarial attacks include: 

• Limiting how much of the model’s inner workings are public 

knowledge.  

This is not always possible depending on the model and 

required use case, and in some cases must be balanced with 

any requirements for transparency. On a related note, only 

reliable training sets should be used. 

• Rate restrictions (i.e., slowing down the rate of input 

queries). This is unlikely to be useful for the bias monitoring 

use case as live models will not typically be accessible to 

everyone. 

• Having separate test and live branches which can be used to validate model updates. 

• The inclusion of adversarial detection methods. This is the most complex method as it requires including 

detection methods which sort the ‘good’ data from the ‘bad’ – and this presents another attractive threat 

vector. 
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The incentives for an adversary to attack a model may vary. 

In the case of bias detection, likely motives may include a 

desire to disrupt the organisation’s ability to monitor for 

bias, or a desire to be misclassified due to a perceived gain. 

It is also a common trend throughout recent history for 

attackers to attempt to compromise tools simply for the 

perceived challenge. 

The impacts of an attack can be minimised by having both a 

robust incident response plan and the resources to regularly 

assess that a model is still performing as expected. Note 

that the privacy requirements for the deployed system will 

vary widely by stakeholder group – some groups will need 

(and should have) greater and/or different transparency 

needs.  

The IEEE Standard for Data Privacy Process (Reference 34) 

provides recommendations for deploying systems that use 

personal data. Some of these include producing a detailed 

map of data transits, identifying an optimal set of 

procedures, and ongoing monitoring. 

To some extent, all the models we have examined in detail 

use openly available data such as government census 

information or Creative Commons photo databases. In this 

report, two of the models we have looked at use datasets 

derived from Wikipedia. This is a source which may be 

susceptible to intentional sabotage, though the scale at this 

which would be required in order to significantly affect 

model outputs may be infeasible for most potential threat 

actors. Namsor and Gender API are the only tools we have 

looked at which are not open-source – the rest are available 

via GitHub repository. It may be possible for open-source 

tools to be retrained on a different set if a suitable data 

source is available, however the feasibility and/or 

complexity of this could vary. 

5.3.1 Summary of Privacy Risks 

Risk Likelihood  Potential impact Mitigations 
Post-mitigation 
likelihood 

An evasion attack is 
used to purposely 
misclassify an input. 

Very unlikely 
Misclassification 
metrics increase. 

Use denoised 
smoothing or train the 
model to withstand 
noise. An adversary 
detection method 
could be deployed. 
However, it is arguably 
reasonable to accept 
this risk due to the very 
low likelihood of 
occurrence. 

Very unlikely 

Training datasets are 
poisoned, intentionally 
or accidentally. 

Somewhat likely (but 
highly context 
dependent) 

The model becomes 
less usable and 
requires a cost to be 
fixed. 

Vet datasets for use 
and ensure both they 
and/or the model’s 
inner workings are 
kept private where this 
is feasible. Use 
separate live and test 
deployments. 

Unlikely 

A model stealing attack 
is used to determine 
training data. 

N/A 
Identifiable 
information from the 
training set is leaked. 

Not applicable here, as 
the deployment model 
is not expected to be 
publicly usable for our 
use case(s). 

N/A 

Table 10 – Risks to privacy and their potential mitigations. Any likelihood figures are estimates only. 
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5.4 General 

Given that granularity is extremely use case dependant, 

without a specific application, it is not possible to give a 

reasonable requirement for the exact requirement and 

doing so for a very simple use case will not provide 

significant benefit. It is recommended that this be 

reconsidered with a real data set applied to a use case 

and requirement. 
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6 Conclusion 
In this report, six proxy methods for predicting social 

demographics with the aim of monitoring bias have been 

reviewed. The methods are assessed as likely to be viable 

for use in the UK as they have been trained on UK or 

international datasets. They cover a range of different 

proxies: age, gender, and race/ethnicity as well as types of 

method: open-source, commercial tools, and academic 

papers. The report also provides an assessment on the 

general feasibility of using proxy methods for bias 

monitoring purposes, considering in detail the accuracy, 

granularity and privacy risks involved.  

It was shown in Section 3 that evaluating the 

appropriateness or feasibility of a proxy method is very 

case specific, the requirements will change depending on 

the proxy available, the required output, the area of use and 

the scope of the organisation wishing to implement it. The 

three most important metrics for feasibility considered in 

this report were the accuracy, sustainability, and 

transparency of a method of prediction.  

The accuracy of the results is important, as without 

considerable confidence in the outputs being correct the 

method has no purpose. In the open-source literature, a 

wide range of accuracy metrics were presented for 

classification models; classification accuracy, F1 score and 

confusion matrices. It is difficult to compare methods where 

the metrics are not comparable and where the testing 

datasets are not identical. This has the potential to mask 

where models are overfitting to the training data. This is 

most common when a model has been trained to a small or 

very specific dataset and so has high accuracy when tested 

on similar data but cannot be extrapolated outside of this 

window.  There have been very few published comparisons 

of multiple models that could be used to definitively 

compare accuracy. It is recommenced that before use of any 

proxy method an independent review is carried out using 

representative test data to ensure performance is high 

enough to be useful as a bias detection tool.  

One of the main trade-offs to consider is using a commercial 

tool or an open source one. Commercial tools provide a lot 

of benefit in term of ease of use and financial scoping, they 

are also likely to be more sustainable due to continuous 

training and support teams that are current on social 

demographic changes. However, their lack of transparency 

can make them harder to trust. Transparency is becoming 

increasingly important due to the number of reported 

instances of ingrained algorithmic bias (Reference 2), the 

very thing bias monitoring aims to prevent. If stakeholders 

cannot trust in the AI tools not to introduce bias, how can 

they trust the detection tools not to encounter the same 

problems. Having a fully transparent process does not 

guarantee it will be bias free, but it makes it easier to detect 

any bad traits a ML algorithm is picking up. 

In terms of the issues, we have discussed surrounding 

privacy, accuracy and granularity, we perceive the biggest 

ongoing potential risk to come from an inability to wholly 

account for future changes in UK demographics while 

maintaining the same levels of model effectiveness seen at 

the outset. Consequently, this also links to the related issues 

of assuring models which learn continuously, and to some 

extent being able to guarantee that datasets have the 

lowest possible risk of being poisoned either intentionally or 

accidentally (though likely the latter for our case).  

The risks relating to privacy violations conversely have the 

most damaging perceived consequences, though when 

mitigating measures are applied these risks can be greatly 

reduced. Determining a granularity requirement without a 

realistic data set and using an actual algorithm is extremely 

difficult and may be misleading and as such was not able to 

be explicitly defined here. 

This report has shown that it is feasible to use proxy 

methods to predict demographic characteristics about a 

person from a range of proxies. However, several ethical 

matters are associated with these techniques. The main 

concern is the performance of the models. It could be 

argued that a tool predicting correctly most of the time is 

better than using no tool at all. But this is not the case in 

bias detection where often the aim is to assess the fairness 

in algorithms towards minorities. Care should be taken 

when using any of the methods discussed in this report to 

ensure that accuracy of the bias detection method is not 

also introducing bias.   
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7 Recommendations 

• Before any proxy method is used or recommended for 

use an independent review should be carried out on 

using a representative dataset to ensure performance is 

high enough to be useful as a bias detection tool. 

Filtered accuracy results or weighted accuracies should 

be used to increase understanding of performance 

across the whole population. It is recommended that F1 

score be used over classification accuracy, as it considers 

the effect of false positives and false negatives.  

• In general, some more comparisons of proxy methods 

should be carried out similar to the reports in references 

12 and 18. Using the same testing datasets and 

performance criteria would give potential users of the 

data a more transparent resource to choose the correct 

method to use. 

• It is recommended that the requirement for granularity 

be reconsidered with a real data set applied to a use 

case and requirement. 

• In some use cases a combination of proxies may provide 

performance benefits. For instance, where names are 

used to predict gender, some cultural context can 

provide benefit. The name ‘Jean’ is more often 

considered feminine in English speaking countries and 

masculine in French speaking countries. Passing a 

dataset through a ‘country of origin’ predictor and then 

a gender prediction is likely to provide a better 

prediction than one model alone. 

• Different proxies and different population groups will 

evolve at different rates, so there can be no clear rules 

for guidance on frequency of retraining models or how 

often they should be revalidated for use. It is 

recommended that further work is carried out, looking 

at historic data as well as current social and cultural 

trends to provide some predictions on potential future 

modelling shortfalls. 
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A.1 Alternative Proxy Methods 

Model Type Proxy Notes 

Agify.io, Genderize.io, Nationalize.io Commercial tool Name 
Not enough performance 
information 

Bias detection by using name disparity 
tables across protected groups 

Academic paper Name 
Currently based on an American 
database 

AGEify Commercial tool Image or ID Similar to other tools considered 

Predicting Twitter User Socioeconomic 
Attributes with Network and Language 
Information 

Academic paper Social media 
Not available for testing or 
commercial use 

Comparing Bayesian Improved Surname 
Geocoding to Machine Learning Methods 

Academic paper Name 
Currently based on an American 
database 

Predicting age groups of Twitter users 
based on language and metadata features 

Academic paper Social media Similar to other tools considered 

User-Level Race and Ethnicity Predictors 
from Twitter Text 

Academic paper Social media 
Not available for testing or 
commercial use 

Bayesian Improved Surname Geocoding 
(BISG) 

Open source Name Currently based on an American 
database 

 

Inferring User Gender from User 
Generated Visual Content on a Deep 
Semantic Space 

Academic paper Image Similar to other tools considered 

rethnicity Open source Name 
Not available for testing or 
commercial use 

Face ++ Commercial tool Image 
Not enough performance 
information 

Microsoft Face API Commercial tool Image Similar to other tools considered 

Genderperformr Academic paper Name 
Not enough performance 
information 

What your username says about you Academic paper 
Email address or 
social media 

Similar to other tools considered 

Table 11 - Alternative proxy methods considered. 
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A.2 Weightings Justification 

A.2.1 Upfront Cost 

Upfront cost and training data: A higher upfront cost would 

be worth considering for a method which uses a large high 

quality, relevant training dataset. There would however 

reach a point of diminishing returns, where cheaper 

alternatives may still provide the accuracy needed, even 

with an inferior training dataset. The metrics were judged to 

be equal when compared to each other. 

Upfront cost and accuracy: All methods considered require 

a high enough accuracy to be actually monitoring bias. A 

high-cost method would be worth it for significant gains in 

accuracy, especially gains for minority groups which are the 

most likely to be miscategorised for many methods. 

Accuracy is judged to be the more significant metric, with 

the upfront cost being weighted at 0.67 against accuracy. 

Upfront cost and sustainability: A method with a very high 

sustainability would potentially last for a very long time. If a 

method can adapt to shifting demographics without needing 

to be significantly overhauled or replaced, this could easily 

justify high upfront costs when considering a method. The 

increased longevity of a sustainable model is judged to be 

more important than higher upfront costs, so costs are 

weighted at 0.67 against sustainability. 

Upfront cost and maintainability: An easily maintained 

method would have much lower running costs than a 

method which required specialists to perform routine 

maintenance to keep it running. This means an easy to 

maintain method can easily justify a high upfront cost, as a 

hard to maintain method would likely be more expensive in 

the long run. The lower cost of an easily maintained model 

is likely to save more money in the long run compared to a 

low upfront cost, so upfront cost was weighted at 0.67 

against maintainability.           

 

       

 

Upfront cost and transparency: Many commercial tools will 

not provide full transparency on their methodology (e.g., 

release the source code online). The lack of full transparency 

for a method would make self-verification more difficult, 

along with trusting the methodology. A fully transparent 

tool is much easier to verify and trust, though is more 

susceptible to hacking. A lack of method transparency can 

be tolerated if the method has been verified by trusted 

sources. If this was the case, a high-cost method that has 

been verified and produces accurate results could be useful 

even if the full methodology is unknown, though this would 

still create an issue with public trust. Transparency is 

considered more important than upfront costs due to the 

additional public trust being more valuable than extra 

upfront costs. Cost is weighted at 0.67 against transparency.  

Upfront cost and ease of implementation: An easy to 

implement method would be worth a high upfront cost, as a 

method that is difficult to implement it would require extra 

staff and more time to implement. This would likely be more 

expensive than paying an upfront fee to use an easy to 

implement solution. The upfront subscription costs of a 

model could very well be within the short-term costs 

associated with a hard to implement model, so the metrics 

are judged to be equal to each other.  

Upfront cost and verification status: Results from a heavily 

verified method are easier to trust than a method that is 

only verified internally. An upfront cost would be worth the 

added security of knowing a method has been externally 

verified, as this reduces the possibility of the method not 

being as useful as advertised. Using a verified method could 

potentially be a long-term saving, as it is entirely possible a 

method’s claims of accuracy don’t hold up to scrutiny. Due 

to their being circumstances were both high cost and non-

externally verified models can be considered suitable, the 

metrics were judged to be equal.   
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A.2.2 Training Data 

Training data and accuracy: The quality and relevance of 

the training data is very important when judging the 

accuracy of a method. For example, if the model was trained 

and evaluated on US data and gives a high accuracy, this will 

not necessarily translate to a high accuracy in the UK, as the 

model may be overfitted to only work well in the US. It is 

important that any training data is either international or 

from the UK, as this would improve the accuracy and 

performance within the UK. Accuracy is deemed more 

important than the training data, as the training data is 

chosen specifically to improve the accuracy of a model. 

Training data is weighted at 0.67 against accuracy. 

Training data and sustainability: A more up to date set of 

training data would help with method sustainability as the 

method should be able to stay relevant for small 

demographic shifts. However, if demographics change 

significantly, training data would become outdated, and 

would need updating/replacing. As both sustainable model 

and reliable training data are required for a long-term, 

accurate tool, they were judged to be equal. 

Training data and maintainability: A method that is, or can 

be routinely maintained could be retrained and updated 

with new data. Being able to update the training data of a 

method makes it less important for the initial training data 

to be a perfect representation of an area being modelled. 

However, this means the model would need to be retrained 

and tested again before it could be used. As model longevity 

relies on both being able to maintain and provide high 

quality training data to a model, the metrics were judged to 

be equal. 

Training data and transparency: The transparency of the 

method will help with verifying the method, along with 

understanding how training data is processed. High quality 

training data is necessary for identifying biases, but it is also 

important to know if the method is fairly processing the 

data. Being able to see the full method of a model, along 

with having high quality training data was judged to be 

equal. 

Training data and ease of implementation: A high quality 

set of training data should help in creating an accurate 

model for bias detection. It is judged it would be worth 

increased effort being required to implement a model if the 

training data provided was of a high standard and relevant 

to the group being monitored, as this would produce more 

accurate results. Having a high-quality set of data was 

judged to be more important than the costs associated with 

a hard to implement model. Training data was weighted at 

1.5 against ease of implementation. 

Training data and verification status: It is complex task to 

measure the quality of training data or detect any biases it 

may have which could skew the results produced by a 

model. The verification status of a method would help in 

giving confidence in a method’s accuracy, along with its 

training data. Being able to verify the high quality of a 

training data set was judged to be important, as a bias 

detection tool needs to use training data that is trusted to 

represent a group of people. Training data is weighted at 

0.67 against verification status. 
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A.2.3 Accuracy 

Accuracy and sustainability: A highly accurate method that 

is unsustainable would only be useful for short term use 

before demographic shifts cause the method to either need 

overhauling or replacing. On the other hand, a low accuracy 

yet sustainable method would not be useful at any point in 

time. It is important for a method to have a high level of 

accuracy and sustainability if the method is to be used for an 

extended period. The current and future accuracy of a model 

are judged to be as important as each other, so the accuracy 

and sustainability are considered to be equal. 

Accuracy and maintainability: A highly accurate method 

would be worth a high level of maintenance if the method is 

expected to last for an extended period. A method that with 

a low maintenance level that produced low accuracy results 

would not be fit for purpose and would require replacing. 

High costs associated with a difficult to maintain model were 

judged to be worth the additional costs for a highly accurate 

model. Accuracy has a weighting of 1.5 against 

maintainability. 

Accuracy and transparency: Method transparency helps with 

verification and confidence in a method, however if the 

method has a high accuracy (which has been verified), it 

could be worth the risk of trading knowledge of the exact 

methodology for highly accurate results. This however does 

heavily depend on being able to trust reported accuracy 

figures. Provided the method has been externally verified, 

the accuracy of a model was judged to be more important 

than full transparency of the method. Accuracy has a 

weighting of 1.5 against transparency. 

Accuracy and ease of implementation: The ease of 

implementing a method will lower staffing costs associated 

with setup and will make it easier to exploit a method’s 

potential, but if the method has a low accuracy, the saved 

costs would not be worth it. A high accuracy method is 

required to reliably monitor bias, so would be worth the 

extra effort required if the method was difficult to 

implement. It would be worth the extra difficulty and costs 

associated with a hard to implement model if the model had 

a high degree of accuracy. Accuracy has a weighting of 1.5 

against ease of implementation. 

Accuracy and verification status: Being able to trust the 

results of a bias monitoring algorithm is very important due 

to sensitivities around the monitoring of protected 

characteristics. A highly accurate method should produce 

trustworthy results, but it is important for those unfamiliar 

with the method to also be able to trust it. External 

verification would help with this, but the accuracy itself 

would be more important as this is a prerequisite for an 

external verification to give the okay on a method. As 

verification status increases trust in the accuracy measure of 

a method, they are judged to be equal against each other.

A.2.4 Sustainability 

Sustainability and maintainability: If a method is not 

sustainable, its maintainability would not be very important 

as the method itself would become outdated and need 

either significant changes or replacement. The longevity of a 

method will depend on both its maintainability and 

sustainability, with maintainability being more relevant in 

the short term, and sustainability more important for the 

long term. A hard to maintain but sustainable model is a 

workable model, however an unsustainable yet easy to 

maintain model is not, due to the unsustainability lowering 

model accuracy. For this reason, sustainability is deemed 

more important and has a weighting of 1.5 against 

maintainability.  

Sustainability and transparency: If a method was 

guaranteed to be highly sustainable, it would not be as 

important to have full access to the model, as one of the 

reasons to see the model in full is to see if the methodology 

will still apply in the future. It would be difficult to guarantee 

that a method was sustainable without access to the 

methodology, though high quality external verification would 

mitigate this risk. As public trust is also very important when 

considering the long-term benefits of a model, sustainability 

and transparency have been weighted equally against each 

other.  

Sustainability and ease of implementation: If a method was 

highly sustainable, it would be much easier to accept a 

method that is hard to implement. This is because the 

method is likely to still be in use after a long time, so the 

effort required when initially implementing the method 

would not have to be repeated any time soon. For this 

reason, sustainability was deemed more important and given 

a weighting of 1.5 against implementation. 
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Sustainability and verification status: When considering 

long term use of a method, it is more important for a 

method to be sustainable than to have rigorous external 

verification, as changes in demographics can cause older 

verifications to become outdated, and the method would 

need to be verified again. In the short term, verification 

would be beneficial as it allows one to trust the information 

given about the method. When considering long term use of 

a model, sustainability is more important than verification 

status, so sustainability is weighted at 1.5 against verification 

status.       

                                                          

A.2.5 Maintainability 

Maintainability and transparency:  

Self maintenance of a method would 

be much more difficult without access 

to the methodology. Commercial 

products are usually maintained, so 

method transparency is not required. 

Some open-source models are 

maintained by an online community 

and can also be maintained internally 

as the full methodology is known. 

Transparency makes it much easier for 

the public to trust the results 

produced by a method. Public trust 

and long-term use of the model are 

both necessary for a good tool, so 

maintainability and transparency   

have been weighted equally against 

each other. 

Maintainability and ease of 

implementation: A hard to implement 

tool may require a lot of training to 

effectively maintain the tool, so would 

make the tool more expensive to keep 

running. Conversely, a tool that could 

easily be implemented but not well 

maintained could become outdated or 

susceptible to cyber-attacks, so would 

have a shorter lifespan. For these 

reasons the metrics have been 

weighted equally against each other. 

 

 

 

Maintainability and verification 

status: As a tool is maintained and 

changes, this could affect it 

verification status by changing parts of 

the method (e.g., training data, 

accuracy measurements etc). A tool 

that has been verified allows one to 

trust a tool more readily, however 

maintainability allows one to extend 

the life of a method, which more 

useful. Maintainability has been 

weighted at 1.5 against verification 

status. 

 

A.2.6 Transparency 

Transparency and ease of implementation: For open-

source tools, full knowledge of the methodology would help 

with implementation, but would not guarantee it would be 

easy. For commercial tools, they are often built with easy 

implementation in mind, but will not provide method 

transparency. Transparency of a method will help with 

trusting and understanding the model, which could be 

worth the additional costs for a difficult to implement 

model. The metrics have been weighted equally against 

each other.  

Transparency and verification status: The main benefit of a 

transparent method is that it allows one to verify and 

understand the methodology used. The fully verified 

method can allow one to trust a method but would have a 

less thorough understanding of the method. It would also 

take less resources to trust an external verification. As both 

metrics help with understanding and trusting the 

model/methodology, they are weighted equally against 

each other. 

A.2.7 Ease of Implementation 

Ease of implementation and verification status: It is more 

important to have assurances in the methods efficacy then 

ease of use with the tool. Extra time taken to learn how to 

implement a method that is known to work would be a 

better use of resources on using a tool which might have 

currently unknown biases/inaccuracies. Some form of 

verification (either external verification or a transparent 

method so it can be internally verified) would be worth the 

extra resources required for a hard to implement method. 

For this reason, ease of implementation is weighted at 0.67 

against verification status.  
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Table 12 - Trade-offs for each metric. 

 

 

  Cost 
Training 
data size 

Accuracy Sustainability Maintainability 
Method 
transparency 

Ease of 
implementation 

Verification 
status 

Cost 1 1 0.67 0.67 0.67 0.67 1 1 

Training data 
size 

1 1 0.67 1 1 1 1.5 0.67 

Accuracy 1.5 1.5 1 1 1.5 1.5 1.5 1 

Sustainability 1.5 1 1 1 1.5 1 1.5 1.5 

Maintainability 1.5 1 0.67 0.67 1 1 1 1.5 

Method 
transparency 

1.5 1 0.67 1 1 1 1 1 

Ease of 
implementatio
n 

1 0.67 0.67 0.67 1 1 1 0.67 

Verification 
status 

1 1.5 1 0.67 0.67 1 1.5 1 
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