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Executive Summary

1. Applications of crop/soil simulation models in developing countries were reviewed
under the headings of (1) tools for research, (2) tools for decision-making, and (3)
tools for education, training and technology-transfer.

2. The greatest use of crop/soil models so far has been by the research community, as
models are primarily tools for organising knowledge gained in experimentation.
However, there is an urgent need to (a) make the use of models in research more
relevant to problems in the real world, and (b) find effective means of dissemination of
results from work using models to potential beneficiaries.

3. The use of models as decision-support systems has had major impacts in the areas of
irrigation scheduling and pest management. However, particularly in pest
management, this has not been as was originally intended – as soon as farmers have
learnt the optimal times to control pests, they have no further use for an operational
decision-support system. Models are probably more useful as research tools to
provide solutions to constraints which can then be developed into simple rules-of-
thumb, rather than as operational decision-support tools.

4. Models have a useful role to play as tools in education, both as aids to learning
principles of crop and soil management, and also in helping students to develop a
‘systems’ way of thinking, to enable them to appreciate that their speciality is part of a
larger system.

5. The strengths of models in general include the abilities to:

• provide a framework for understanding a system and for investigating how
manipulating it affects its various components

• evaluate long-term impact of particular interventions
• provide an analysis of the risks involved in adopting a particular strategy
• provide answers quicker and more cheaply than is possible with traditional

experimentation

6. Crop/soil simulation models should be targeted in the near future at researchers,
educationalists, and agricultural consultants, in, or involved in, developing countries. It
is unlikely that such models will provide a useful resource for extension personnel or
farmers themselves in this time frame, although in the longer-term, with increasing
availability of computers and the skills to operate them, extension personnel may find
them appropriate.

7. Nevertheless, the information generated by crop/soil simulation models can be useful
for extension staff and farmers, and the problem becomes a general one of how to
improve dissemination pathways between research and farmer. Information contained
in, or generated by, the models needs to be transformed into other forms more
appropriate to uptake by farmers (e.g. posters, booklets, radio, etc.). Participatory
exercises involving modellers and farmers interacting together to evaluate farming
strategies should be encouraged.
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8. Various factors can prevent the use of models having any impact on target agricultural
systems. These were categorised as (a) inherent limitations of the models themselves
for a particular use, (b) constraints to the uptake and use of these models by target
groups, and (c) factors restricting the use of these models being translated into impact.

9. Factors enhancing the likelihood of impact of models include:

• involvement of competent modellers
• working in multidisciplinary teams
• participatory approach with end-users
• clear definition of problems being addressed
• demand for solutions from a target group
• long-term commitment from funding sources
• variable environments where answers to problems are not obvious
• quick answers needed

10. We suggest that simulation modelling can strengthen the Sustainable Livelihoods (SL)
approach promoted by DFID by making explicit many of the concepts currently
embodied within the approach. Crop/soil simulation models would be an integral
component of this. In the first instance, an SL model would provide a tool for
rigorously testing hypotheses during further development of SL thinking, particularly in
relation to poverty and livelihood vulnerability. Subsequently, however, this would
lead to development of specific tools for use by practitioners of SL, providing a
means of developing the approach from a way for thinking about a system into ways
of doing something about improving it. Specifically, these could include the ability to
provide:

• initial evaluations of new technologies
• extrapolation to address problems of site specificity
• analysis of short-term risk and long-term impact of interventions on natural

resources
• mechanisms for evaluating vulnerability of livelihoods and assets to outside

influences
• an evaluation of environmental impact, both within and outside a system

11. In the current phase within DFID of applying knowledge to solve specific problems
relating to poverty, support for further projects with the production of a biophysical
model as the main output are hard to justify. However, the use of such models within
projects with clearly-defined problem-solving objectives should definitely be
encouraged. Enhancements to existing crop/soil models to answer specific questions
should be seen as part of this process.

12. Similarly, crop/soil simulation models have a part to play in the development of
decision support systems aimed at helping land resource managers in developing
countries choose the most appropriate technologies and land use strategies for
specific biophysical and socio-economic conditions. It is unlikely that such models
would be incorporated directly into these decision support systems, but they should
be used wherever possible to develop the underlying knowledge base. Development
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of these decision support systems should be in close consultation with the end-users
to ensure that the system is relevant to their needs.

13. Crop/soil simulation models have the potential to contribute to improving the
efficiency of crop improvement programs in developing countries by (a) identifying
and evaluating desirable characteristics for specific plant breeding goals, (b)
characterisation of target environments in terms of crop responses, and (c)
understanding and analysing genotype × environment interactions to increase the
sensitivity of other statistical approaches to the analysis of variance in multi-
environment trials. Pilot studies are needed to see if these potential contributions can
become real ones. Contact should be made with CGIAR centres involved in the
International Crop Information System (ICIS) to see if there is any contribution that
DFID could make.

14. Crop/soil simulation models also have a vital role to play in environmental research in
developing countries, in such areas as quantifying the impact of climate change on
crop production, and in understanding and quantifying the impact of tropical
agricultural systems on the environment. Such work can have major impact by helping
developing countries meet their obligations under the United Nations Framework
Conventions on Climate Change. Future research should focus on integrating the
effects of all the components (CO2, temperature, CH4, and other greenhouse gases),
and on including the influences on, and by, people in the system.

15. Low-cost user-support groups to provide help and model updates to users of existing
models should be encouraged, to prevent loss of modelling skills built up during
previous modelling projects. The emphasis in such groups should be on using models
to help solve practical problems relating to poverty alleviation.

Robin Matthews
William Stephens
Tim Hess
Tabitha Mason
Anil Graves

Cranfield University, Silsoe
August 2000.
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1 Introduction

1.1 Background

The 1997 White Paper established that DFID would pursue the aim of poverty
elimination in poorer countries through the promotion of sustainable development. A specific
objective was to improve the protection and management of the natural and physical
environment. Research and extension of research results were recognised as major activities
underpinning this objective, which DFID aims to achieve through continued investment in
research capacity in developing countries. With this in mind, DFID’s Natural Resources
Systems Programme (NRSP) aims to improve the livelihoods of poor people who are
largely dependent on the natural resource base, by undertaking research on natural
resources using systems-based approaches. The purpose of this research is to generate and
promote natural resource based techniques and information that have the potential to benefit
the poor in a sustainable way. A key feature of this sustainability is that recommended
interventions will be compatible with maintaining the productive potential of the natural
resource base.

Arable agriculture is a major way in which people interact with the natural resource base
in developing countries; this may not always be to the long-term benefit of either, particularly
if cropping practices are sub-optimal or inappropriate. Traditional agronomic research has
made remarkable advances in recent years in improving some of these practices, but new
tools being developed, such as crop and soil simulation models with their ability to integrate
the results of research from many different disciplines and locations, offer a way of
improving the efficiency and/or reducing the cost of some of this research. Since research
organisations cannot afford to generate technologies that are inappropriate, more use is
being made of systems methods to ensure that research is relevant (Goldsworthy & Penning
de Vries, 1994).Their use in a research program has the potential to increase efficiency by
emphasising process-based research, rather than the study of site-specific net effects. This is
particularly attractive in developing countries, where scarce resources may limit effective
agricultural research.

There is also an increasing need to understand how agricultural systems interact with other
segments of society. The population of the world is increasing by over 70 million per year,
and it is likely that there will be 1.8 billion more people in the world by 2020 (Pinstrup-
Andersen et al., 1999). To meet the demand for food from this increased population, the
world’s farmers need to produce 40% more grain by 2020. Moreover, if certain climate
change scenarios come to pass, agricultural production in some areas may decrease. There
are many cases of land degradation, and a lack of new land that can be brought into
agricultural production. How can productivity be increased while ensuring the sustainability
of agriculture and the environment for future generations? Decision makers need information
supplied by research to make informed choices about new agricultural technologies and to
devise and implement policies to enhance food production and sustainability. Ultimately,
however, it is the farmer who makes the final choices about acceptance of a new technology
or method. Policy makers need to understand how the impacts of their decisions on the
well-being of farm households, on the natural resource base, and on the regional or national
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economy. The users of information generated through research and encapsulated in models
are not just farmers but decision makers at all levels in the public and private sectors.

1.2 Rationale of this project

From 1990 until 1999, NRSP has funded work on developing a suite of models to
address problems relating to crop production in the semi-arid tropics, specifically the
evaluation of rain-water harvesting, and maintenance of soil fertility. This work resulted in the
PARCH, PARCHED-THIRST, SWEAT and EMERGE models. However, a number of
studies (e.g. Fry, 1996; Stephens & Hess, 1996; Kebreab et al., 1998) have shown that
uptake and use of these models has been limited to non-existent. Rightly so, this has led
questions to be asked by certain sectors within DFID as to whether crop simulation
modelling and systems analysis approaches have any contribution to make in addressing
problems in developing countries.

Stephens & Hess (1996) identified the first limitation to the uptake of a model as the
inability of a potential user to be able to perceive a relevance of the model to his/her work,
or lack of appreciation of what the model could be used for. All three studies emphasised
the need for continued support to end-users of the models if there is to be uptake. Both of
these points have been recognised by NRSP, and in October 1999, a workshop funded by
NRSP was held at IACR Rothamsted to review the current status of the PARCH suite of
models, and to discuss options for taking DFID-funded modelling activities forward, with
particular emphasis on the application of systems approaches to contribute to the solution of
real-world problems in developing countries.

The study described in this report is a progression from discussion points raised in the
wrap up session of the Rothamsted workshop. The purpose of the study is to make a
thorough review of the literature to identify past and current applications of crop/soil
simulation models in general, identify the limitations of such models, characterise groups of
end-users of the models, and to attempt a synthesis of where such models might be useful in
the future in contributing to system-based, poverty-oriented research projects for NRSP
production systems.

Substantial use was made of Internet discussion groups to obtain information and views
from the international community involved in modelling agricultural systems. Principally, these
were the AGMODELS listserver (AGMODELS-L@UNL.EDU), the DSSAT listserver
(DSSAT@LISTSERV.UGA.EDU), the ESA-AGMODELS listserver (ESA-
AGMODELS@ESA.UDL.ES), and the FAO-AGROMET listserver (AGROMET-
L@MAILSERV.FAO.ORG). We are grateful to all subscribers of these groups who
responded to our questions, and have attempted to give credit to the source where we have
included these comments in this review.

1.3 Definition of models covered in this study

There are many types of models that have been published describing various aspects of
agricultural production systems, and it is all too easy to be overwhelmed by their sheer
numbers. Mindful of the purposes of this study to evaluate ways to build on the work
already funded by DFID to develop a suite of crop models, we have, therefore, restricted
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our focus to crop simulation models, which may or may not have components describing soil
processes and pests and diseases (Penning de Vries, 1990). We have adopted the definition
of Sinclair & Seligman (1996) that a crop model is “the dynamic simulation of crop growth
by numerical integration of constituent processes with the aid of computers”. More
specifically, this implies a computer program describing the dynamics of the growth of a
crop (e.g. rice, wheat, maize, groundnut, tea, etc.) in relation to the environment, operating
on a time-step an order of magnitude below the length of a growing season, and with the
capacity to output variables describing the state of the crop at different points in time (e.g.
biomass per unit area, stage of development, yield, canopy nitrogen content, etc.). We have
not generally included models that only predict some final state such as biomass or yield
(Whisler et al., 1986). Nevertheless, we have permitted ourselves to occasionally deviate
and consider models and their applications that might be outside this definition, but only if we
feel that there are lessons to be learnt that are relevant to the way ahead for crop and/or soil
simulation modelling in the context of natural resources systems research.

In a task of this kind, it becomes necessary to classify model applications in order to
provide the basis for some kind of meaningful discussion. There are many different ways that
the uses of models can be classified; Passioura (1996), for example, classifies models into
two groups - scientific models (i.e. helping with understanding) and engineering (i.e. applying
science to solve a problem). Mindful of the broad groups of end-users of crop simulation
models, we have expanded this classification, and have divided model applications into (1)
those used as tools by researchers, (2) those used as tools by decision-makers, and (3)
those used as tools by those involved in education, training, and technology transfer. We are
the first to recognise that this is not a perfect classification and that there is bound to be
overlap between the groups, but have found it to be a useful way of thinking about common
characteristics of models from the point of view of the people who will be using them.
Where a particular application falls into more than one classification, we generally discuss it
under both headings, with the focus on the aspects relevant to each classification.

We have not attempted to review every single instance of a crop model application, as
that would require considerably more time than we had available. Instead, we have
attempted to cover all the broad types of uses to which crop models have been put, and
have used as many examples of each as possible to illustrate the use of models in that area.
We recognise that there will probably be many good examples of model applications that
we have not included; we apologise to the people involved and hope that they can
appreciate that it is only space and time that prevented us from doing so. We have also
focused on applications of crop models in developing countries, although we have drawn
substantially on experiences with tropical crops in Australia, as many of the examples there
are relevant to possible applications of systems analysis techniques in other tropical
countries. We have not generally included examples from temperate agricultural systems
except where we feel there were interesting lessons learnt that had some relevance to
agriculture in developing countries.

We also recognise that there is a certain element of unavoidable bias in such a review
towards instances where models have been successfully applied. Cases where models have
failed or have been unsuccessfully applied are generally not reported in the literature.
However, we make no apologies for this bias; in the same way as a plant breeder is not
required to apologise for the 99% or more of his material that are ‘failures’. Just as progress
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in plant breeding is made with the proportion of individuals that are ‘successful’, the aim of
this study is to impartially as possible identify areas where models have been applied
successfully, so that future modelling activities can be focused in those areas. Indeed, we
would argue that the notion of a model being a ‘success’ or a ‘failure’ is somewhat
meaningless, anyway – in research, the most useful model is often the one that fails as it can
point the way to new thinking and research (Seligman, 1990). On the other hand, we do
recognise that there is a cost to research that has not produced results, and with this in mind
we have attempted to make appraisals of the limitations of the models used where possible,
and have discussed constraints to their uptake and impact.

1.4 History of crop modelling

Before describing the various applications of crop simulation models that have been
published, it is perhaps useful to summarise the history of crop modelling to provide some
perspective. Sinclair & Seligman (1996) have given an excellent overview of developments,
drawing parallels between the growth and development of crop simulation models and
human beings.

The infancy stage began with the birth of crop modelling more than 35 years ago with the
advent of the mainframe computer in the 1960s (Bouman et al., 1996). The first steps for
crop models were models designed to estimate light interception and photosynthesis in crop
canopies (e.g. Loomis & Williams, 1962; de Wit, 1965). These were relatively simple
models, but they provided for the first time a way of quantitatively and mechanistically
estimating attainable growth rates of various crops. They showed that the potential yield of a
crop could be defined in terms of the amount of solar radiation energy available for the
accumulation of chemical energy and biomass by plants.

The juvenile stage that followed in the 1970s seemed to open up areas of research that
were limited only by the imaginations of the researchers, and led to the development of so-
called ‘comprehensive’ models mainly aiming at increasing understanding of the interactions
between the crop and the main growth factors. This stage also coincided with rapid
advances in equipment for field experimentation to provide data describing the various
physiological processes that were incorporated into the models, which inevitably led to an
increase in their complexity. However, this complexity meant that the number of parameters
required to describe the system in detail increased dramatically. Errors in the values of these
parameters obtained from field experimentation often propagated through the model. Other
parameters could not be measured directly and had to be estimated.

The adolescence stage in the early 1980s saw a re-evaluation of the basic concepts of
crop modelling in the light of accumulated evidence. The first of these was the assumption
that the reductionist approach of increasing the complexity of a model led to better models.
It had become apparent that much of the behaviour of a system could be captured by a few
key variables, with the inclusion of further variables only adding marginally to the accuracy of
the model, if at all. This led to the emergence of simplified versions of the comprehensive
models, or so-called ‘summary models’ (Penning de Vries et al., 1989), and even more
recently still simpler ‘parsimonious’ models (e.g. ten Berge et al., 1997b; Peiris & Thattil,
1998). In these latter models, a system is modelled with only a few key variables in an
attempt to keep a model simple, both so that it is easily understood by potential users, and
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also that its requirements for input data are markedly reduced. Nevertheless, a more
detailed crop simulation model may often be used to help develop the simpler model. The
second re-evaluation was of the assumption that a universal model could be developed for
each crop, with the realisation that the nature of the problem to be solved dictated the nature
of the most appropriate model to use. This brought a move towards ‘bespoke’ models built
with a specific purpose in mind.

The maturity phase in the 1990s brought a growing awareness of the limitations of crop
models and a better understanding of the nature of these limitations, some of which we
discuss in more detail in this report. Many objections have been raised to the use of
deterministic crop growth models, ranging from lack of confidence in the method altogether,
(e.g. Passioura, 1973; Monteith, 1981), through the problems of their data requirements, the
‘parameter crisis’ (Burrough, 1989b), the stochastic nature of the input data used
(Burrough, 1989a), the fact that model results necessarily pertain to single events which
causes application problems in a spatially and temporally variable environment, to the
complaint that the models cannot reproduce the actual situation. On the positive side,
however, there does seem to be general agreement across the board that the development
of such models provides the opportunity to formulate consistent quantitative statements on
the behaviour of the systems under consideration, that the consequences of alternative
options can therefore easily be made explicit, and as such these models form a tangible basis
for discussion.

We would like to extend the analogy of Sinclair & Seligman (1996) to human
development, and describe the first employment these crop models have had, and offer
some thoughts about how their job prospects might develop from here, with particular focus
on their relevance to agriculture in developing countries.
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2 Models as tools in research

2.1 Introduction

Crop simulation models were originally developed as research tools, and have probably
had their greatest usefulness so far in being part of the research process. The advantages of
integrating simulation modelling approaches into a research program have often been stated
- Seligman (1990), for example, lists the following uses of models in research:

• identification of gaps in our knowledge,
• generation and testing of hypotheses, and an aid to the design of experiments,
• determine of the most influential parameters of a system (sensitivity analysis),
• providing a medium for better communication between researchers in different

disciplines,
• bringing researchers, experimenters and producers together to solve common problems.

Boote et al. (1996) see models as providing a structure to a research programme, and
being particularly valuable for synthesising research understanding and for integrating up
from a reductionist research process, but point out that if the efficiency of research is to be
increased, the modelling process must become a truly integrated part of the research
activities. Experimentation and model development need to proceed jointly - new
knowledge is used to refine and improve models, and models are used to identify gaps in
our knowledge, thereby setting research priorities. Sinclair & Seligman (1996) make a
similar point, seeing models as a way of setting our knowledge in an organised, logical
dynamic framework, allowing identification of faulty assumptions, and providing new
insights. They propose that models should be seen as aids to reasoning in research and
teaching about the performance of a crop or the benefits of alternative management
strategies.

An interesting example of the use of models to provide new insights into crop processes
for future research to focus on is provided by Matthews & Stephens (1998). During the
development of a simulation model for tea (Camellia sinensis) in a DFID-funded project, it
was found that temperature alone could not be used to simulate the large peak in production
in September in Tanzania. Various potential mechanisms were evaluated, but the only one
that was able to adequately explain this peak was the assumption that the growth of dormant
shoots was triggered at the time of the winter solstice, allowing a large cohort of shoots to
develop simultaneously and reach harvestable size at the same time. The proposed
mechanism involving daylength was also able to accurately simulate patterns of shoot growth
in the northern hemisphere. An experiment was planned to test the hypothesis, but was
subsequently cancelled when the company to fund the work sold their interests in tea. The
matter is not only academic - the large September production peak can often exceed factory
processing capacity with a subsequent loss of harvested material. If the peak could be
manipulated with, say, supplementary lighting to offset the winter solstice effect, a more even
spread of production over the year might be obtained.
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In the following section describing applications of models as research tools, we have
started at the level of the genotype, and considered how models may contribute to the
process of genotype improvement, then moved to the level of the whole crop, and discuss
applications aimed at understanding and improving crop management. We then progress to
how individual crops fit into an overall cropping system, looking at ways in which these
systems can be optimised to meet certain goals, then how these cropping systems contribute
to an overall farming system and the livelihoods of the farmers involved. Finally, we consider
how crop models have contributed to the policy making process at the national and
international level.

2.1.1 Risk

Many of the crop model applications discussed in the following pages involve an
assessment of risk, so we feel that it is worthwhile to say a little at this stage about what risk
is, what causes it, and how different people perceive risk in different ways. Risk &
uncertainty are inherent in agriculture, particularly in tropical countries. The influence of
weather, pests & diseases, and prices & costs, are all unknown in advance to varying
degrees. This risk and uncertainty is important as it affects decision making at a number of
levels - the same decision made in a low-risk environment may be totally inappropriate in a
high-risk environment. Efficient agricultural management has much to do with the
management of this risk, both at the household and regional levels. At the household level, a
farming family may try to minimise income fluctuations over time; at the national level on the
other hand, a government may try to ensure an adequate supply of food to the population in
all sectors of society. Risk to crop production may be short-term, such as fluctuations in
climate or socio-economic conditions, or long-term, such as degradation of soil fertility.
Often production in the short-term can be maximised, but sometimes it may be at the
expense of an increase in resource degradation in the long-term. Also, different people have
different perceptions and time-scales of risk - an individual farmer may be much more
concerned about the risk of crop failure in the next season than the risk of long-term decline
in soil fertility, whereas a government may be much more concerned about long-term harm
to the environment.

Wade (1991) classified farmers into three groups (1) risk-takers - those who aim for high
productivity in a good year, and are prepared to accept crop failure or low yields in some
years, (2) risk avoiders - those who are prepared to sacrifice some yield in a good year as
long as the risk of crop failure in poor years is minimised, and (3) those who fall somewhere
in between (1) and (2). Commercial farmers with access to credit and who can afford high
levels of inputs would generally fall into category 1, while subsistence farmers with little or no
access to means to buffer year-to-year variability would generally fall into category 2.

With access to long sequences of historical weather data, crop models can be excellent
tools for assessing the production variability associated with weather for various strategies
(Thornton & Wilkens, 1998). Traditional field experiments to obtain the same assessment of
risk associated with a particular strategy would be virtually impossible due to the time and
cost involved.
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2.2 Crop genotype improvement

The goal of any plant breeding programme is the development of new improved cultivars
or breeding lines for particular target areas and for specific applications. In general, the time
from initial selection of individual plants to the release of a new cultivar can take up to 10-15
years, and in most cases, improvements of only a few percent are obtained for each new
cultivar over current ones. Any new techniques of improving the efficiency of the
improvement process are, therefore, of considerable interest to plant breeders. Chapman &
Bareto (1996) have defined increasing the efficiency of plant breeding as increasing the rate
of genetic gain, given particular levels of research resources and genetic variability.

The overall process of crop improvement can be subdivided into three phases – a
planning and hybridisation phase, a segregation and stabilisation phase, and a line evaluation
and release phase (Hunt, 1993). The personal time of a breeder can be allocated between
these three phases in different ways, but a suggested allocation for a wheat improvement
program is shown in Table 2.1. Regardless of the type of crop improvement program, most
breeders consider the first phase, the design of a new genotype for a particular environment,
the selection of parents with characteristics matching this design, and the initial hybridisation,
to be of critical importance, with around 40% of their time being allocated to it (Hunt,
1993). Even with careful matching of parents, the chances of success depends on the
numbers of lines evaluated each year. Thus, given the increasingly marginal returns from
conventional breeding approaches, it is timely to seek more efficient methods that might help
improve the efficiency of this phase.

Table 2.1: Division of time between the different phases of activity in a self-pollinated
crop breeding programme (Jensen, 1975).

Phase Breeder’s time Technicians’ time
1. Planning and hybridisation 40% 5%
2. Segregation and stabilisation 10% 10%
3. Line evaluation and release 50% 85%

100% 100%

The emergence of simulation models for a large number of crops provides tools that may
be useful in helping to improve the efficiency of the crop improvement process. Both Shorter
et al. (1991) and Lawn (1994) stress the need for an integrated multidisciplinary approach
between plant breeders, crop physiologists, and crop modellers. Cooper & Hammer
(1996), summarising the results of a workshop on plant adaptation and crop improvement
held at the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT) ,
highlighted the use of models in crop improvement programs in three main areas: (a)
identification and evaluation of desirable plant characteristics to aid indirect selection
methods, (b) characterisation of the target environments for different germplasm, and (c)
partitioning genotype by environment (G×E) interactions to increase the sensitivity of the
analysis of variance of trial data. However, for crop simulation models to make significant
contributions in these areas, there is a need for much collaborative research to be done
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between physiologists and plant breeders. Until this research is conducted, and the benefits
of shifting resources into the systems approach can be weighed against reducing resources
put into the conventional empirical approach, widespread acceptance of the new methods is
unlikely (Hammer et al., 1996).

In the following sections, we summarise and discuss work that addresses these three
areas.

2.2.1 Identification and evaluation of desirable plant characteristics

Direct selection for crop yield is generally perceived as costly and inefficient because of its
low heritability (White, 1998), despite being the main method of selection for superior
germplasm up until the present time. Much effort, therefore, has gone into the identification
of traits which breeders might select for to increase yield indirectly. Crop models offer a way
in which various traits can be evaluated simply and easily. Varying only one plant parameter
at a time while keeping the rest of the parameters constant is analogous to the creation of
genetic isolines, something that requires a good deal of time an effort in reality. Although a
single trait may be of interest, a combination of traits, or a crop ideotype, is more often
sought.

The concept of designing a genotype with optimal characteristics for a particular set of
conditions was first used by Donald (1968) who designed a small grain cereal for favourable
environments. These ideas were subsequently expanded to develop a general ideotype
applicable to cereals, grain legumes and oil seeds (Donald & Hamblin, 1983). The principal
traits of this plant were an annual habit, erect growth, dwarf stature, strong stems,
unbranched and non-tillered habit, reduced foliage, erect leaves, determinant habit, high
harvest index, and early flowering. Cock et al. (1979) proposed a cassava ideotype with
late branching, large leaves, and long leaf life, based on a model that used weekly time
intervals to simulate leaf development, crop growth, and partitioning between roots and
shoots. More recently, simulation studies helped in defining morphological characteristics of
the ‘New Plant Type’ of rice currently being developed at the International Rice Research
Institute (Dua et al., 1990; Dingkuhn et al., 1991). Desirable traits were identified as (a)
enhanced leaf growth during crop establishment, (b) reduced tillering, (c) less foliar growth
and enhanced assimilate export to stems during late vegetative and reproductive growth, (d)
sustained high foliar N concentration, (e) a steeper slope of N concentration from the upper
to lower leaf canopy layers, (f) expanded capacity of stems to store assimilates, and (g) a
prolonged grain filling period.

Because of their dynamic nature, crop simulation models also offered the opportunity to
explore the effect of changing the rates of various physiological processes. Various cotton
models, for example, have been used since 1973 to assess the effect on yield of traits
including photosynthetic efficiency, leaf abscission rates, and unusual bract types (e.g.
Landivar et al., 1983a; Landivar et al., 1983b; Whisler et al., 1986). Landivar et al.
(1983b) concluded that if photosynthetic efficiency was correlated with specific leaf weight,
then most of the increased growth would go into the leaf with little overall effect on yield.
Hoogenboom et al. (1988) used the BEANGRO model to investigate the effects of specific
leaf area, root partitioning, rooting depth, and root length/weight ratio (RLWR) on seed
yield (SLA) and water use efficiency (WUE) of common bean. Yields increased with an
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increase in rooting depth, root partitioning, increased RLWR, and increases in SLA up to
300 cm2 g-1, beyond which there was no increase. Boote & Jones (1988) performed a
similar exercise with PNUTGRO , comparing the effects of 16 parameters on peanut yield
under rainfed conditions over 21 years. Increasing canopy photosynthesis and the duration
of the vegetative and reproductive phases both increased yields over 15%. Jordan et al.
(1983) and Jones & Zur (1984) found that for soybean growing in a sandy soil, increased
root growth was more advantageous than capacity for osmotic adjustment or increased
stomatal resistance. By contrast, the GOSSYM model predicted that doubling stomatal
resistance would lead to a 28% increase in yield, a conclusion subsequently supported by
improved cultivars (Whisler et al., 1986). Other examples of the use of crop simulation
models to investigate the sensitivity of different genetic traits on yields are in soybean
(Wilkerson et al., 1983; Elwell et al., 1987) and groundnut (Duncan et al., 1978).

Determining the responses of particular genotypes to environmental characteristics is
another important area that crop simulation models have made a contribution. Such an
application was reported by Field & Hunt (1974) to help determine the optimum response
of lucerne growth to temperature in Eastern Canada. Lower production in the latter part of
the season was thought to be due to increased ambient temperatures, although it was difficult
to confirm this experimentally due to the confounding influences of various combinations of
day, night and soil temperatures. Using what was known of basic temperature responses
from controlled environment experiments, these authors constructed a model to calculate the
degree to which seasonal changes in temperature controlled lucerne growth. The results
supported the hypothesis, and led to the suggestion that breeding work should be directed at
selecting clones with more uniform performance at different temperatures. This was
subsequently explored in actual breeding work by McLaughlin & Christie (1980).

A development of this approach has been to use long sequences of historical weather
data and crop models to test the likely performance of a ‘novel’ genotype in a target
environment. Differences in predicted yields from year to year give an estimate of the likely
risk faced by a farmer in choosing to grow that genotype. This approach is particularly useful
in variable environments such as, for example, the semi-arid tropics, which are characterised
by variability in the amount and temporal distribution of rainfall. These areas pose special
problems for effective selection of improved genotypes, as the relative importance of
different growth processes in determining final yield, and consequently the value of different
traits, may differ between environments and between years in the same environment. It is
expensive, if not impractical, to assess the value of different plant types using conventional
multi-site, multi-season trials. This in turn, restricts the amount of information available to
evaluate the risks associated with different plant traits that farmers are likely to face over
longer periods of time. As an example, Bailey & Boisvert (1989) used a crop model
coupled to long-term weather data to evaluate the performance of a range of cultivars at
several locations in the semi-arid areas of India by incorporating economic concepts of risk
efficiency. They found that the ranking of the cultivars differed from that obtained with the
traditional Finlay & Wilkinson (1963) approach, and depended crucially on the simulation of
yields, and therefore on the ability of the model to accurately simulate the crop’s response to
water deficits.

Using a similar approach, Muchow et al. (1991) explored the consequences of maize and
sorghum breeders selecting for (a) greater rate of soil water extraction by the root system
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and (b) a higher water use efficiency (WUE). Their simulations showed that in the first case,
the resulting faster exhaustion of soil water supply early in growth led to a 20-25%
likelihood of yield loss due to lack of rain later to recharge the profile. In the second case,
there was a yield gain in all years if the higher WUE was associated with no change (or
increase) in radiation use efficiency (RUE), but a 30% chance of yield loss if the increased
WUE was associated with lower RUE.

In a subsequent study, Muchow & Carberry (1993) used models for maize, sorghum and
kenaf based on the CERES crop models to analyse three crop improvement strategies -
modified phenology, improved yield potential, and enhanced drought resistance. They found
that there was no clear yield advantage of the traits in all years, and that the choice of plant
type would depend on the farmer’s attitude to risk. They defined a subset of cultivars as
‘risk-efficient’, characterised by a higher mean yield or lower standard deviation. However,
the problem remained of how feasible it is in practice to modify the plant in the way shown
by the simulations - a higher transpiration efficiency (g DM (g H2O)-1) was shown to be
beneficial , but this is generally a very conservative parameter with little genetic variation.
The work highlighted clearly the dangers inherent in using conventional selection techniques
alone - traits selected for superior yields in a few years only could be very unrepresentative
of their performance over a much longer time span - but also underscored the need to
temper simulation results with information from field experimentation as to what was
realistically achievable.

In rice, Aggarwal et al. (1996; 1997) used the ORYZA1 model for investigating effects
on grain yield of various traits such as developmental rates during juvenile and grain-filling
periods, leaf area growth, leaf N content, shoot/root ratio, leaf/stem ratio, and 1000-grain
weight. Because of the lack of feed-backs built into this model, however, changing any one
of these parameters generally changed yields in the expected way, with the exception of the
phenological parameters, which interacted with year-to-year variability in weather.
However, these changes were generally small, and they concluded that all parameters need
to be increased simultaneously if there is to be any increase in yields - increasing one
parameter alone has little effect. They also made the point that increased nitrogen
applications might be necessary to express the effects of genotypes with higher yield
potential as current N practices may be masking this potential. Yin et al. (1997) also used
the ORYZA1 model to investigate the effect of variation in pre-flowering duration on rice
yields at IRRI in the Philippines, at Hangzhou in China, and at Kyoto in Japan. They
concluded that the pre-flowering duration was about right for most modern cultivars - if it
was any shorter, yield would be sacrificed, and any longer and the number of cropping
seasons possible per year would be sacrificed. In another study in West Africa, Dingkuhn et
al. (1997) used the same ORYZA1 model to investigate traits that would enhance the
competitive ability of rice against weeds (see Section 2.3.7 for further details).

Similar approaches have been used to assess the effects of different phenology in different
varieties on grain yield for sorghum (e.g. Jordan et al., 1983; Muchow et al., 1991), rice
(O'Toole & Jones, 1987), and wheat (Stapper & Harris, 1989; Aggarwal, 1991). Hammer
& Vanderlip (1989) simulated the impact of differences in phenology and radiation use
efficiency on grain yield of old and new sorghum cultivars. Jagtap et al. (1999) used the
CERES-Maize model to show that short duration varieties performed better than long-
duration varieties at three sites in Nigeria, but that the risk of crop failure was high if nitrogen



12

Applications of crop/soil simulation models Matthews et al.

wasn’t applied. Other modellers have used simulation analysis to design improved plant
types for specific environments (Dingkuhn et al., 1991; Hunt, 1993; Muchow & Carberry,
1993).

Although much interest was generated in this approach, at the practical level, few plant
breeding programmes have adopted it in any significant way. Donald (1968) himself
recognised several of the difficulties of the approach, dividing them into conceptual (i.e.
whether the approach was valid - is there such a thing as a ‘best’ type?), and practical (i.e.
could the approach be implemented - e.g. which selectable characteristics determined the
‘best’ type?). Of the latter, one of the most serious is the frequent lack of genetic variability
in reality of the characters in question. For example, BEANGRO predicts increases in yields
with an increase in days to maturity in the absence of temperature or water deficit, but it has
been difficult to breed lines that mature later than existing cultivars (White, 1998). Similarly,
most models predict that increasing photosynthesis rates will increase yields, but little
success has been achieved in practice so far in selecting for genotypes with increased
photosynthetic rates. A second major problem is that characters are often negatively
correlated, so that selecting to optimise one results in a sub-optimisation of another (e.g.
Kramer et al., 1982), cancelling out any improvement. Models are not usually able to
predict these negative correlations in advance, although Boote & Tollenaar (1994)
considered possible compensation between traits such as photosynthesis rate and specific
leaf weight, and concluded that there was little potential for selecting for higher
photosynthetic rates. Nevertheless, even as recently as 1991, Rasmusson (1991) argued
that ideotype design for a particular environment was a useful exercise for a plant breeder,
as it helped to focus his/her attention on what was or was not known about the environment,
what particular characteristics it was practical to select for, and promoted goal setting for
particular traits.

2.2.2 Environmental characterisation

The aim of any plant breeding programme is to develop improved genotypes for a pre-
defined target population of environments. The target population could be defined either
geographically (e.g. wheat varieties for the Punjab region in India) or in terms of a type of
environment (e.g. rain-fed rice cultivation). However, because the definitions of the target
environments are generally rather broad, there are usually a range of different individual
environments within any defined population. Traditionally, genotypes are evaluated using
multi-environment trials (METs) to evaluate the performance of a genotype in a sample of
environments from the target population of environments. However, in many METs, there is
no measurement of how well the sample environments match the target population of
environments .Progress, therefore, is often slow because of the need to sample sufficient
environments over sufficient years to be sure that any gain from selection is real.

What is needed is a way of characterising all of the different environments within the target
population with an index, so that similar environments with the same index can be grouped
together. Representative locations within environments with the same index could then be
chosen, with trials established at these locations to evaluate the selected genotypes. Results
obtained from trials at these ‘benchmark sites’ can then be extrapolated with some degree
of confidence to other similar environments with the same index. The number of METs that
need to be carried out, therefore, could be greatly reduced.
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The question then arises as to which indices are the most appropriate to characterise
environments. Angus (1991) has reviewed the evolution of approaches to describe climatic
variability, ranging from agroclimatological indices, simple water balances, through to crop
simulation models. These methods vary in their input data requirements, and in their
complexity. Cooper & Fox (1996) distinguished between direct characterisation, or
characterisation based on the measurement of environmental variables such as water
availability or the physical or nutrient status of the soil, and indirect characterisation, based
on measurement or estimation of plant responses in a particular environment. As plant
breeders are interested in the way a particular genotype performs in different environment,
indirect characterisation, taking into account how plants perceive their environment, perhaps
gives a more realistic index. One way of doing this that has had some success is to use
probe genotypes, where a specific set of genotypes is selected based on their known
reaction to an environmental factor encountered in the target population of environments
(e.g. Cooper & Fox, 1996). The relative performance of the genotypes which comprise the
probe set can then be used to judge the incidence of the environmental factor in METs. A
second approach currently being explored is to use crop simulation models to predict how a
genotype with a particular set of characteristics will perform under different environments,
and to characterise these environments in terms of that genotype’s performance. The model
used in this way acts as a means of transforming raw meteorological data into a form that
represents the way a plant perceives its environment rather than just a purely physical
description.

As a comparison of the different approaches to environmental characterisation, Muchow
et al. (1996) calculated three indices of water deficit to characterise target environments at
two locations in Australia for grain sorghum. The simplest index was based on rainfall and
potential evapotranspiration only, but poorly characterised the two environments. The
second, a soil water deficit index based on a soil water balance and variable crop factor,
and third, a relative transpiration index calculated using a sorghum simulation model, were
both successful in identifying groups of seasons having distinct patterns. However, groupings
based on the relative transpiration index from the crop model accounted for a higher
proportion of the annual yield variation. Similarly, Chapman & Bareto (1996) used a simple
model to define the extent of adaptation environments for maize in Central America using
phenology and drought tolerance as traits. Monthly minimum and maximum temperature
data from 364 base stations in the region were interpolated spatially in a Geographical
Information System (GIS), and then used to develop maps of flowering date and thermal
time accumulated up to 70 DAS.

A major limitation to the use of crop models to characterise environments in this way,
especially in developing countries, is the lack of input data both in spatial and temporal
dimensions. This may be because of either poor spatial coverage (i.e. few stations with
reliable long-term records) or due to the availability of only monthly mean data rather than
the daily data required by the models. Interpolation methods within a GIS such as those
used by Chapman & Bareto (1996) go some way towards addressing this problem,
although the reliability of data between weather stations is often dependent on the method of
interpolation used. However, the availability of agrometeorological data suitable for use with
crop models in developing countries is improving gradually all the time, and may not be such
a limitation in the future.
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A second limitation to most of the above approaches for environmental characterisation is
the failure to take into account socio-economic aspects. Because crop production always
takes place in a sociological context, attempts to change cropping practices or recommend
certain types of genotypes used by farmers within the target environment may fail if this is
ignored (e.g. Fujisaka, 1993). Information on the preference of farmers for such things as
plant type, grain/stover ratios, and quality of grain for cooking and eating would help to
ensure that the goals of breeding programmes were consistent with farmer requirements. If
possible, information of this nature needs to be represented spatially in a GIS and overlaid
onto the biophysical characterisation information. Crop simulation models could be used to
predict plant type and grain/stover ratios, but most models to date do not incorporate
aspects of quality such as taste or cooking characteristics.

2.2.3 G×E interactions

As mentioned in the previous section, the traditional way of evaluating genotypes is
through large numbers of multi-environmental trials (METs). However, METs are generally
only conducted for a few years, and are unlikely to sample the full range of seasonal
variability at a specific location, particularly where temporal variation is high such as at many
locations in the semi-arid tropics, for example. Current approaches used by plant breeders
involve partitioning the variation observed in such METs for a desired trait into that due to
genotype (G), environment (i.e. location and season, E) and the interaction between
genotype and environment (G×E). The G×E interaction term is then often treated as a
source of error or bias in the analysis of genotypic variation, which has resulted in the
theoretical framework on which selection methods have developed being biased towards
broad adaptation (Cooper & Hammer, 1996). Where the G×E term is large, however, the
usefulness of using genotype means across the sample environments as an index for selecting
superior genotypes is reduced.

Recognising that mean yields across all of the sample environments may hide important
differences in response, a number of statistical methods have been developed to analyse
G×E interactions. One approach is to characterise each sample environment by the mean
yield of all genotypes grown in the trial at that site, and then use this mean as an index of
productivity of the site (Finlay & Wilkinson, 1963). Yields of individual genotypes across all
the environments are then regressed against their corresponding site indices, and the slope of
the line is taken as the stability or responsiveness of the genotype. However, the approach is
often criticised as the site index violates the assumptions of statistical independence, and the
response of genotype performance is assumed to be linearly related to the site index, which
may not always be the case. Moreover, it is difficult to relate the site index to specific
environmental factors such as water deficit or temperature stress. New statistical tools to
address some of these problems, notably the assumption of linearity between genotype
performance and site index, are being developed to discriminate between genotypes and to
explain G×E interactions (DeLacy et al., 1996). These include Additive Main effects and
Multiplicative Interaction (AMMI) models, and pattern analysis.

However, the problem remains of the time and cost of running sufficient METs to
generate the data needed for the analysis. Aggarwal et al. (1996) proposed a strategy for
increasing the efficiency of this process, by using limited MET data to estimate genotype
interaction scores by AMMI analysis for all test genotypes on one hand, and to identify
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groups of genotypes with similar interactions via pattern analysis on the other.
Representative genotypes for each group could then be identified and their performance
simulated with a crop model over a wider range of target environments. The interaction
scores for these new environments are then estimated from the simulated responses and
combined with the genotype scores from the original MET to extrapolate G×E interaction
effects over the wider range of environments. They used the ORYZA1 rice simulation model
to simulate the performance of 26 hypothetical genotypes, which were ‘created’ by random
combinations of eight model parameters (leaf N content, fraction of stem reserves, leaf:stem
ratio, relative growth rate of leaf area, specific leaf area, spikelet growth factor, and crop
development rates before and after anthesis), in ten different environments. These were then
grouped into six genotype groups (Figure 2.1), from each of which one genotype was
arbitrarily selected as the reference genotype representing that group. Data for eight new
environments were then generated using the same 26 genotypes. A highly significant positive
correlation was obtained between the estimated and simulated interaction effects for the new
sites, indicating the potential for this type of combination of statistical analysis and crop
modelling to extend the range of G×E interaction information.

A similar approach for sorghum in Australia was used by Hammer et al. (1996), who
investigated the effects of phenology, stay-green, transpiration efficiency, and tillering traits.
As in the study by Aggarwal et al. (1996), they found that the partitioning of total variation
between genotype, environment, and G×E interactions produced by simulation (4%, 75%
and 15%, respectively) were similar to that observed in the field, and that most of the G×E
interaction variability was due to duration to maturity. In another study, Palanisamy et al.
(1993) used a model based on the SUCROS family of models to predict the ranking of
eleven genotypes in variety trials at three locations in India over four years. They successfully
predicted the rankings of two of the top three genotypes, but concluded that the failure to do
so with the other genotypes highlighted the need for further refinement of the methodology.

Another way in which crop simulation models may be able to contribute in the area of
G×E interactions is to reduce the amount of unexplained variability in the G×E term. It has
been recognised for some time that variation due to G×E interactions is amenable to
selection if the environmental basis could be understood (e.g. Comstock & Moll, 1963).
This has led to the concept of repeatable and non-repeatable G×E interactions (Baker,
1988), the repeatable part of which could be used as a basis for selection for specific
environments. Crop models offer a way of predicting quantitatively what the repeatable
portion of this variability is. A number of studies have used crop models to understand G×E
interactions for various characteristics, but have not yet, to our knowledge, been used to
partition the G×E interaction variance term to allow greater sensitivity of the analysis of
variance. Much of the work to date has focused on G×E interactions in relation to
phenology, probably because this is one characteristic in which the natural variation is
greater than the resolution of most models. For example, Muchow et al. (1991) used a
model to show that it was better to use a longer maturing variety of sorghum than the
standard cultivar (Dekalb E57+) at one location in Australia, while at another location, there
was a 50% chance of yield loss from using either a shorter- or longer-maturing variety
compared to the standard. An important point was that there is no clear advantage in all
years of selecting a particular cultivar type. They were able to determine the probabilities of
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particular outcomes by using long-term weather with the crop model, which would have
been time consuming and costly by a traditional MET approach.

Figure 2.1: Interaction bi-plot for the AMMI2 analysis of simulated G×E interaction
data for 26 hypothetical genotypes simulated over ten environments. Lines join the
environmental scores to the origin. IPCA scores are the multiplicative interaction
scores for genotypes in the AMMI2 model, boundaries encircle groups of genotypes
with similar interaction. (After Aggarwal et al., 1996).

In another study, Acosta-Gallegos & White (1995) used the BEANGRO model to
examine the length of the growing season at three sites in the Mexican highlands for 10 to 18
years. For two sites, long growth seasons and an early onset of the season were associated
with greater probability of adequate rainfall. At the other site, total rainfall was lower, and
was uncorrelated with the onset or length of the season. They proposed two types of
cultivars - one with a growth cycle that becomes longer with early plantings for the first two
sites, and a cultivar with a constant, short cycle for the third site. Similarly, Bidinger et al.
(1996) used a simple crop model (Sinclair, 1986) to analyse G×E interactions for pearl
millet in terms of differences among genotypes in the capture of resources, the efficiency of
their use, the pattern of partitioning to economic yield, and their drought resistance.

An interesting suggestion is made by Hammer et al. (1996) that another way in which
models could help is to explore the interaction between management practice and genotype
for different target environments, something that is not often accommodated in crop
improvement programmes. They make the point that this interaction can be as important in
assessing the value of a genotype as interaction with the physical environment. To our
knowledge, there are no examples of studies investigating this aspect.

A major limitation of current crop models in use in accounting for G×E interactions is the
resolution and accuracy of the model in comparison to the subtle differences between



17

Applications of crop/soil simulation models Matthews et al.

genotypes commonly observed in many well conducted multi-environment trials. For yield,
these differences may be in the order of 500 kg ha-1 or less, which is probably less than, or
at least near, the resolution of most crop models. This level of resolution is due both to
uncertainties in the input data used by the model (Aggarwal, 1995), and to inaccuracies
introduced by the structure of the model itself.

It is this last factor that poses a dilemma in the application of crop models to crop
improvement programmes – the simulated predictions are an inevitable consequence of the
assumptions made in modelling the trait; by their very definition models are simplifications of
a complex reality. However, for models to be able to capture the small differences between
genotypes, they must be sufficiently detailed to simulate the interactions of growth and
development in a particular environment. The dilemma is what constitutes ‘sufficient detail’.
One school of thought (e.g. Loomis, 1993) argues that more detailed models are required
that are capable of simulating processes approaching the gene level. Some attempts have
been made in this direction (e.g. Hoogenboom et al., 1997). The criticism already discussed
in Section 2.2.1 that most models do not adequately account for physiological linkages
between traits (Lawn, 1994) would also support the argument for greater model
sophistication. Often models do not incorporate these linkages because we do not have the
knowledge of how they operate, and if they are included, their description is usually
empirical rather than mechanistic (Mutsaers & Wang, 1999).

A contrasting point of view is that simpler crop physiological frameworks that are more
readily aligned with plant breeders’ modes of action are required (e.g. Shorter et al., 1991).
Hammer & Vanderlip (1989) were able to capture genotypic differences in radiation use
efficiency and phenology with a simple model, but such studies where simulation analyses of
variation in a trait have been confirmed in the field are rare. Certainly, it seems logical that if
crop models are to be incorporated into a crop improvement programme, it is essential that
the parameters are easily and simply obtained, so that breeders can use them and apply
them without substantial investment in time and data collection. Cooper & Hammer (1996)
argue that crop physiologists have not generally appreciated this constraint faced by
breeders, and have therefore not been able to adequately extend their often very relevant
findings to ‘real life’ breeding programmes. However, it remains to be seen whether this
dilemma of whether models can be developed of sufficient detail to discriminate between
genotypes yet requiring only limited input data, can be resolved. The two approaches may
not necessarily be mutually exclusive - Shorter et al. (1991) have suggested that the best
way forward is to take a simple framework as the starting point, and additional detail is
added as necessary to describe the traits the plant breeder is interested in. A danger of this
approach, which needs to be guarded against, is that the resulting model may reflect the
prejudices of the user, and only contain the components that he/she thinks are important.

The other major limitation with current models is that not all of the traits that plant
breeders are interested in are accounted for by the models (Hunt, 1993). Most crop models
are designed to predict crop yield, but few crop improvement programmes focus on this
characteristic only. Pest resistance and harvest quality, for example, are often of equal
importance, if not more so, but are not generally included in crop models (White, 1998).
Some attempts to take these characteristics into account have been made - Piper et al.
(1993), for example, used the SOYGRO model to explore the influence of temperature on
oil and protein content in soybean. Similarly, recent advances in coupling pest models to
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crop models (e.g. Batchelor et al., 1993) should make it easier to assess the effects of pest
damage on crops, although further development is obviously needed to take into account
complex mechanisms of disease resistance such as increased lignification, or changes in
tissue nitrogen content.

While crop models have the potential to make an important contribution to the crop
improvement process, Hammer et al. (1996) warn that there are many issues faced by plant
breeders where modelling may be of limited value. Issues associated with pests and diseases
and some soil physical and chemical factors cannot be readily incorporated into existing
models owing to lack of knowledge on the complexity of interactions with the crop. They
suggest that, in most cases, such issues are best dealt with in other ways.

2.3 Crop management options

2.3.1 Yield gap analysis

Before any improvements to crop management practices are made, it is useful to know
what the potential yield1 of the crop is in the region of interest, how large the gap is between
this potential yield and yields actually being obtained, and what factors are causing any
discrepancy between potential and actual yields. Pinnschmidt et al. (1997) define yield gap
as the difference between an attainable yield level and the actual yield. It is affected by
various constraints and limitations, such as cultivar characteristics, cropping practices,
weather and soil conditions, and stresses due to pests, diseases, and inadequate water
supply. An analysis of the yield gap allows a quantification of the likely benefits to be gained
by embarking on a programme to improve crop management, and identification of the
factors that it is worthwhile concentrating research resources on. Crop models offer a way
of estimating what the potential yield of a crop is, and a step-wise analysis of the various
inputs can help identify the limiting factors.

An example of such an application is provided by studies conducted at different sites in
India, during evaluation of the groundnut model PNUTGRO (Boote et al., 1991; Singh et
al., 1994). Using parameters for the standard cultivar Robut 33-1, the model-predicted that
potential yield as determined by climatic factors alone was achieved at about one-third of
the sites, but at many locations poor growth and low yields could not be attributed to
weather conditions. It was concluded that other factors such as soil fertility and pests were
causing a yield gap at some sites. Subsequent research focused on these problems.

In a similar study in wheat, the WTGROWS model was used to predict potential wheat
yields across India (Aggarwal & Kalra, 1994; Aggarwal et al., 1995), which were
compared with the economic optimum yield and actual yields across a range of latitudes
(Figure 2.2). Results showed that yields increased with increasing latitude and at more inland
sites, primarily because of variation in temperature. Average actual yields were less than
60% of potential yield - although actual wheat yields had increased considerably over the
preceding 25 years to 3000 kg ha-1, they concluded that the yield gap was still at least
2000 kg ha-1. Further analysis suggested that about 35-40% of this gap was due to delayed

1 Here we define potential yield as that yield determined by solar radiation, temperature, photoperiod,
atmospheric CO2 concentration, and genotype characteristics only. Water, nutrients and pests and
diseases are all assumed to be non-limiting.



19

Applications of crop/soil simulation models Matthews et al.

sowing - most farmers are sowing later than the optimal planting date as rice/wheat systems
are becoming more common. Rice matures in October/November, which is the optimal
wheat planting date, and as rice is more profitable, farmers try to maximise its yield, which
underlines the importance of taking the whole system into account in any analysis. Irrigation
inefficiencies and variability in fertiliser use were other important factors limiting wheat yields.
There is no evidence, however, that the findings of this work have been used by planners or
to prioritise research, although it should be noted that WTGROWS itself is currently being
used for yield forecasting (Aggarwal, pers. comm.).

Figure 2.2: Potential, economic optimum, and actual grain yield of wheat as a
function of latitude. Also shown are the simulated yields on 15 December and
1 January sowings to illustrate the contribution of later sowing to yield gap (from
Aggarwal et al., 1995).

In another example, Pinnschmidt et al. (1997) collected data on crop and pest
management practices, soil conditions, weather, crop performance, and biotic and abiotic
stresses from 600 plots in farmers’ rice-fields in the Philippines, Thailand, and Vietnam. The
CERES-Rice model was used to estimate potential and nitrogen limited attainable yields,
and a simple empirical approach was used to estimate yield trends based on fertiliser N and
soil organic matter. The gaps between these predicted attainable yields and actual yields
ranged from 35% to 55% in the different countries. In Thailand, it was shown that much of
this was due to nitrogen limitations, resulting from low soil organic matter and low fertiliser
inputs. Other factors such as pests and disease damage and water stress were important in
the Philippines and Vietnam. This type of information can help in setting priorities in studying
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and managing yield-limiting factors, although again there is no evidence to date that it has
been taken up and used by anyone (Pinnschmidt, pers. comm.).

Van Ranst & Vanmechelen (1995) developed three simple crop models to estimate
potential yields, water limited yields, and yields limited by soil suitability, for the north-west
region of the Cameroon. As a demonstration of the approach, these models were used
within a GIS framework, and maps were produced of the predicted yields at the three
different production levels. However, the authors make the point that the lack of accurate
environmental data for operation and validation of the crop models is a serious constraint
that must be given urgent priority.

In Mali, public investment in irrigation schemes to try and capitalise on the expected high
potential yields of rice due to high solar radiation and adequate water have not been as
successful as hoped. In an attempt to identify why the expected yields were not being
obtained, Dingkuhn & Sow (1997) used the ORYZA_S rice model to study the spatial,
seasonal and year-to-year variability of potential rice yields in the region as a function of
planting date. Results indicated that potential yields are primarily driven by temperature, and
that the major physiological determinants of yield were (a) crop duration, which is very
variable due to floodwater temperature, (b) leaf area expansion, which is susceptible to
chilling, and (c) spikelet sterility due to heat or chilling. Yields varied from 4-10 t ha-1. The
results were used to propose environment specific research foci.

In a similar example, van Keulen (1975) was able to show through simulation studies of
growth in semi-arid conditions in Israel and the Sahel, that in many years production was
limited by nutrient deficiency rather than lack of water as had been commonly thought. This
insight led the way for subsequent comprehensive research projects on primary production
in both of these regions. In Zambia, Wolf et al. (1989) used a model to simulate identify the
factors limiting maize yields for the main land-units, and found that rainfall was only limiting if
it was less than 800 mm. At higher levels of rainfall, the main constraint to higher yields was
nutrients, indicating that there would be a response to fertiliser. It is not known if the results
from this work had any impact.

An interesting use of a crop model to evaluate possible causes for change in crop yields
over time in a given region is provided by Bell & Fischer (1994). Farmers’ yields of wheat
in a region of Mexico had increased nearly 60 kg ha-1 per year between 1978 and 1990 due
to improved varieties, crop management, and weather variation. The CERES-Wheat model
was used to predict potential yields in the region assuming no change in cultivar or
management over the time period. The analysis showed that yields would have declined over
this period because of increased temperatures, and that the true yield gain, attributed to
improvements in genotype and crop management, was in fact 103 kg ha-1 per year.
However, despite these gains, average farmers’ yields, having risen from 50% to 75% over
the period in question, were still considerably lower than the potential yields predicted by the
model, indicating that there is still scope for improvements.

The main impact of all of these studies has been to focus research activities on the major
factors limiting yield, although in some cases there is no evidence that this information has
been used. It is difficult to quantify in monetary terms the value of such work, as this
depends on the outputs of the downstream research. Nevertheless, it would seem logical
that using models to identify limiting factors and prioritise research effort in these areas is a
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more efficient way forward than carrying out large scale field experiments and finding out
afterwards that the wrong factors were being investigated. Ways of disseminating this
information to the relevant researchers, however, needs to be improved substantially. It is
tempting to suggest that if a sound modelling study had been carried out in Mali before
rather than after public money was spent on irrigation schemes, the results might have been
more productive than was the case.

2.3.2 Soil surface management

The condition the soil is in can have a major influence on the crop that is subsequently
grown in it. It is, therefore, of interest to know what effect various soil management practices
have on crop growth and yield. Freebairn et al. (1991) used the PERFECT model to
simulate the effects of various management practices such as crop/fallow sequences, tillage,
and addition of soil ameliorants, to modify different soil physical processes including
infiltration, evaporation, and erosion. They also used sequences of historical weather data to
look at long-term decline (100+ years) in yields associated with soil erosion. Results
showed that annual soil loss was much greater when previous crop stubble was removed.

In another study, Singh et al. (1999) used a soybean-chickpea sequencing model to
extrapolate two years of experimental data investigating the effect of two land preparation
techniques - broadbed-and-furrow (BBF), and flat - for two depths of soil in India. Using
22 years of historical weather data, the model simulations showed that in most years, BBF
decreased runoff from the soil, but had a marginal effect on yields of soybean and chickpea,
although these effects tended to be larger in dry years. The decreased runoff was associated
with a concomitant increase in deep drainage from the BBF treatments.

There is no record for either of these studies of any impact they might have had.

2.3.3 Planting

In most environments, the time a crop is sown can have a major influence on its growth
during the season, and therefore on its final performance. This is particularly the case in
variable environments, or where there is a strong seasonal effect. In many tropical and sub-
tropical regions, for example, planting decisions await the onset of a rainy season, and the
available soil water reservoir is often only partially recharged over the dry season. In such
cases, planting too early may result in poor establishment if the soil water status is
insufficient, while planting too late may mean that the crop encounters drought stress
towards the end of the season, the time in many crops when the economic yield is being
determined.

For example, Omer et al. (1988) used a crop model and eleven years of climatic data to
determine the optimum planting period in the dry-land region of western Sudan, by
generating probability distributions of a water-stress index resulting from different planting
dates. The analysis showed a distinct optimum planting period of June 20 to July 10, with
planting in early July as the most likely for best production, which agreed well with general
experience. In a similar study, Singels (1992; 1993) used the PUTU wheat growth model to
determine optimal wheat sowing strategies in South Africa using 50 years of historical
weather data. Highest mean production was simulated when the entire available area was
planted on the first possible date after May 5. The starting date of the optimal sowing period
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identified by the simulations did not differ markedly from those recommended by the South
African Department of Agricultural Development (DAD), although the last date of the
optimal period occurred earlier than those recommended. The analysis indicated that profit
maximising, risk-averse producers should delay sowing until June 9 and then plant the total
available area as soon as favourable sowing conditions occur. A similar conclusion was
reached by Williams et al. (1999) for grain sorghum in Kansas - extremely risk-averse
managers would generally choose somewhat later sowing dates, earlier maturing hybrids,
and lower sowing rates than less risk-averse or risk-preferring managers. In Australia,
Muchow et al. (1991), showed for sorghum that sowing later on a full soil profile of water
was always better than sowing earlier on a half-full profile.

Similarly, Singh et al. (1993) and Thornton et al. (1995b) describe work using the
CERES-Maize model, calibrated for local field conditions in Malawi, to determine the
optimum planting window and planting density for a number of varieties currently grown
there. In northern India, Aggarwal & Kalra (1994) used the WTGROWS model to show
that a delay in planting date decreased wheat yield, in part by subjecting the crop to warmer
temperatures during grain filling. These results confirmed experimental data presented by
Phadnawis & Saini (1992) for New Delhi. Hundal et al. (1999) used the CERES-Rice
model to evaluate the age of seedlings at transplanting, number of seedlings per hill, and
plant population, for rice growing in the Indian Punjab. Results showed that the optimum
date of transplanting for rice was June15, but that earlier transplanted (June 1) rice may
perform better if seedling age is reduced from 40 to 30 days. Increasing plant population
increased rice yields. Saseendran et al. (1998) also used CERES-Rice to determine the
optimum transplanting date for rice in Kerala, southern India. In Mozambique,
Schouwenaars & Pelgrum (1990) used a crop model to simulate maize production over 28
years for different sowing strategies. They found that the maximum annual production
depended almost completely on losses by pests and diseases and post-harvest losses.
However, if the criterion was to minimise periods with food shortage, the preferred sowing
strategy depended on water availability.

In Australia, Clewett et al. (1991), while designing shallow-dam irrigation systems,
considered two planting options – the first was to plant as soon as there was sufficient rain
to ensure crop establishment, while the second was to delay planting until there was
sufficient runoff to provide irrigation so that crop production could be assured. The first
option was shown to have the higher long-term mean production, although this was
accompanied by a much higher variability of production.

Muchow et al. (1994) assessed climatic risks relative to planting date decisions for
sorghum growing in a range of soils in a subtropical rain-fed region of Australia. Yield
response was associated closely with differences in leaf area development and degree of
depletion of the water resource brought about by differences in sowing date. It was
suggested that the information could be used by decision-makers taking into account their
risk preferences, but no evidence is presented of this having happened.

A general approach to generating the information required to assist in making sowing
decisions in climatically variable subtropical environments is presented. The approach
involved coupling a sorghum growth simulation model to long-term sequences of climatic
data to provide probabilistic estimates of yield for the range of decision options, such as
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sowing date and cultivar maturity, for a range of soil conditions. The likely change in the
amount of stored soil water with delay in sowing was also simulated to account for the
decision option of waiting for a subsequent sowing opportunity. The approach was applied
to three locations (Emerald, Dalby and Goondiwindi) in subtropical Queensland, Australia.
Production risk varied with location, time of sowing, soil water storage, and cultivar
phenology. The probabilistic estimates presented of yield and change in stored soil water
can assist decision-makers with risky choices at sowing in subtropical environments.

The density of planting is another characteristic that has been investigated with crop
models. Much early work on determining optimum planting density used static models (e.g.
Stickler & Wearden, 1965) which related plant population density to overall yield and to its
components, such as yield per plant. More recently, crop models have been used to
develop and confirm these relationships for particular environments. Keating et al. (1988),
for example, used the CERES-Maize model to examine the effects of planting density on
maize yield as influenced by water and nitrogen limitation in Kenya, and found that the
density for maximum yield increased as N supply increased. Singh et al. (1993) carried out
a similar analysis in Malawi.

Due to their dynamic nature, however, crop models offer a way of exploring variations in
these relationships between environments or from year to year, and can therefore be used to
quantify the risk faced by the farmer of choosing a particular planting density in a particular
environment. Quantification of this risk is particularly important in variable environments, as a
low planting density may mean that there is at least some yield in a poor year even though
yield may be sacrificed in a good year. A high planting density, on the other hand, may mean
that maximum yield is obtained in a good year, but that there is no yield at all in a poor year.
The most appropriate strategy for planting density, therefore, will depend on both the
specific environment and the farmer’s attitude to risk – a risk-averse farmer should use a
low density, whereas a more risk-tolerant farmer may opt for a higher density, and therefore
maximise his income over the long-term despite total crop failures in some years.

A good example of this type of analysis is provided by Wade (1991), who used the
SORKAM sorghum model to analyse risk associated with different planting densities (low,
standard and high) at three contrasting sites in Australia. At one site (Katherine) it was
always better to opt for high density and narrow rows. At the other two sites (Emerald &
Dalby) standard practice appeared to be the best compromise - over 30 years, the high
planting density gave higher yields in five years, but crop failures in 14 years, compared to
the standard. Low planting density at these sites gave only four crop failures, but yields were
lower in good years. The model was also used to investigate the effects of variation in stand
uniformity – it was predicted that a poor distribution of plants gave 11% less yield than the
same plant density but with uniform distribution, whereas variation in both plant density and
plant distribution gave 25% less yield. It was suggested that this kind of analysis might be
able to help in making decisions on whether it is necessary to replant a poorly established
stand or not. In the Philippines, Lansigan et al. (1997) used the ORYZA_W model to
generate probability distributions of rain-fed lowland rice yields for different planting
densities and seedling ages at transplanting. Stochastic dominance analysis was then applied
to identify risk-efficient management options in the light of farmers’ attitudes towards risk.
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The method of planting has also been studied with the aid of a crop model. Muchow et
al. (1991), for example, found that, except at the highest yield levels, no-till sowing gave
higher yields and reduced risk of negative gross margins compared with conventional
planting methods. The choice of the appropriate crop to grow is another important decision
that a farmer must make at planting time. In the same study, Muchow et al. (1991) also
used the model to evaluate whether sorghum or maize was the best crop for a particular
environment. Results showed that in the long-term, maize was shown to be the most
profitable, although in about 35% of the years, sorghum performed best. A similar study in
the bimodal rainfall areas of Kenya showed that if the rains are early, then maize should be
sown, if delayed, then sorghum or millet is better (Stewart, 1991).

A limitation of most of these models, particularly in studying effects of planting density in
crops in subsistence agriculture, is that most assume a uniform canopy structure across a
field. While this approach has shown itself to be successful in describing conditions in crops
in mechanised agriculture in developed countries, it is woefully inadequate in reflecting reality
in many farmers’ fields in developing countries, where the planting method or poor stand
establishment often results in single plants arranged more-or-less randomly. Such canopies,
where leaf area tends to be clumped and a significant proportion of the projected area is
bare ground, violate the implicit assumption made in most models that leaf area is distributed
spherically. Rather than solar radiation penetrating the canopy only vertically, as the uniform
canopy approach assumes, it can reach the plant from all sides as well. The models,
therefore, probably significantly underestimate light interception and water use in these
cases. To our knowledge, few crop models consider the microclimate of individual plants in
a way that would realistically reflect crop canopies in farmers’ fields.

It is difficult to assess whether any of this research has had any impact on changing farmer
practice. In most cases, it appears that the studies merely confirm what was already known.
Over the years, farmers have developed their own rules of thumb for determining the
optimum planting date and densities of their crops, and in many cases, there is probably little
scope to improve on these rules through the use of crop models and optimisation techniques.
However, in variable environments, or where new options are being considered, such as the
introduction of new crops or cropping sequences (see Section 2.4.1 for a good example of
this), models can provide useful insights into when is the best time and what is the best way
to plant.

2.3.4 Water management

Aspects of water management have also been covered under other headings – for
example, determination of planting date is often dependent on the availability of soil water
(e.g. Muchow et al., 1991). Similarly, many applications of crop models relating to water
management have been incorporated into decision support systems for scheduling of
irrigation, which are discussed in more detail in Section 2.8 of this report. The following are
some examples of how crop models have been used as tools to aid research in water
management.

Matthews & Stephens (1997) used the CUPPA-Tea model, developed in a DFID-
funded project, to provide initial evaluations of different irrigation options in terms of yields
and profitability for tea growing in Tanzania. For mature, deep-rooted tea, the model
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predicted that yields only start to decrease when the actual soil water deficit exceeds about
140 mm, and that irrigating more frequently than this does not produce any higher yields and
may only add to production costs. The results also showed that water applied during the
cool-dry season (June-Aug) at this site could be used by the crop as effectively as water
applied later during the warm-dry season (Sept-Dec), provided there are no losses from
run-off or drainage. Where irrigation dams have limited storage capacity, applying as much
water as possible early in the season, up to the full water requirements of the crop, is the
most effective way of using water. A preliminary economic analysis confirmed previous
work that the profitability of irrigation is very sensitive to the price received for tea. When
the price is higher than TSh 900 kg-1 MT (~ £1 per kg), irrigation is worthwhile, but there is
no extra return from applying water when prices are lower. In another study, the tea model
was used in a consultancy study to evaluate the feasibility of irrigation on a commercial
estate in Zimbabwe.

Lansigan et al. (1997) used the ORYZA_W model to evaluate alternative management
options for rice production in the light of farmers’ attitude towards risk. The model was used
to generate probability distributions of rain-fed lowland rice yields under different
management scenarios which included water management (bund height, puddled soil depth,
planting density, seedling age at transplanting). Stochastic dominance analysis was applied to
identify risk-efficient management options.

In South Africa, Du Pisani (1987) used the CERES-Maize model to help develop an
index to characterise drought to give policy makers an objective measure to declare areas
drought-stricken and to implement subsidy schemes on a fairly. The index used up until that
time, the Palmer Drought Severity Index, had been found to be deficient in several aspects.
The model was validated using yield data collected at a wide range of localities within South
Africa with a mean annual rainfall of 550-870 mm and grain yield of 0.99-8.60 t ha-1. It is
not clear how much improvement over the previous index was obtained, or whether the
revised index is now in use by policy-makers. The model was also evaluated for its potential
for forecasting crop yields using observed early season data combined with median data for
the remainder of the season. Good agreement was found between observed and predicted
end-of-season yields.

Stephens & Hess (1999) used the PARCH model to extrapolate field results of the
beneficial effects of soil conservation techniques on yields over longer time periods than the
few years of measurements. The results showed that runoff control and runoff harvesting
produce significant yield increases in average years in both the long rains and the short rains.
However, in dry years, there were only small yield increases in the short rains and negligible
benefits in the long rains. In wet years, there were no significant yield increases due to water
conservation in either season. The point is made by the authors that these simulations are a
simplification of reality, and that in the real situation water conservation strategies may allow
such adaptations as earlier planting or increased planting densities. It is not stated if this
work was taken up and used in a practical way.

The PARCH model was developed further to investigate aspects of rainwater harvesting
in Tanzania, resulting in the PARCHED-THIRST model (Young & Gowing, 1996).
Rainwater harvesting is defined as the collection of runoff as sheet flow from a catchment
area into an adjacent cropped area without storage other than in the cropped area. The
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purpose of the model was to (i) design the most appropriate system given site characteristics
by optimising predicted crop yields; and (ii) act as a tool for technology transfer both from
research to the farmer and from location to location. To facilitate the model’s intended use in
areas where few or no data are available, it represents the important hydrological processes
using physical parameters that are readily available (e.g. soil survey) or can be easily
measured or estimated. The identified target group was government and NGO staff in
extension and planning, and a number of workshops were held to train these in the use of the
model. There is no record, however, of the degree of impact the use of the model has had
on the development of rainwater harvesting in the region.

MacRobert & Savage (1998) describe the development of an interactive computer
program, WIRROPT7, based on a modification of the CERES-Wheat model that searches
for the intra-seasonal irrigation regime that maximises the total gross margin for a particular
soil, weather and crop management combination, within the constraints of land and water
availability. The use of the system is demonstrated for two soils near Harare in Zimbabwe,
and for two strategies - maximising gross margin per unit area with a frequent irrigation
schedule, or maximising his overall profits by reducing the application per unit area by
irrigating less frequently, but growing a larger area. As the variability of yields and gross
margins are higher with the second strategy, the farmer’s attitude to risk will determine which
strategy he adopts. The authors recommend that the model should be seen only as a guide
to irrigation management due to its limitations such as lack of routines describing nutrients
and pests, and the need to use mean historical weather data. The actual irrigation strategy
should take into account real-time estimates of water use as well. It is not stated if the
system is actually being used by farmers or extension staff.

Figure 2.3: (a) Five year moving average at Richmond, Queensland. Long-term
summer average rainfall is 404 mm. (b) Cumulative frequency distribution function
for annual runoff from the gauged native Mitchell grass pasture catchment at
Richmond. Both recorded data during a ten-year experimental period 1968-77 and a
60-year simulation period 1918-1978 are shown (from Clewett et al., 1991).

An excellent example of the use of models to extrapolate results from a few year’s
experiments is given by Clewett et al. (1991) who were investigating the feasibility of storing
ephemeral runoff in shallow dams for strategic irrigation of grain and forage crops. As these
dams do not give a guaranteed supply of irrigation water, the productivity of shallow storage
irrigation systems is still closely related to climatic variability. Ten years of experimental data
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were collected which indicated that such systems were viable (Figure 2.3b). However,
simulations over 60 years of historical weather data revealed that these results were biased –
the experiments just happened to have been conducted in a ten-year period when the rainfall
was above average (1968-1977 in Figure 2.3a). Recommendations based on the
experimental evidence alone would have been misleading in the longer term, and indeed
even in the years immediately following the experimental work. This highlights the dangers of
relying on experimental data alone, even from ten years, which in many cases would be
considered conclusive proof that a technology had been well validated. A combination of
field work and simulation modelling in this case was shown to be essential in defining optimal
agronomic practices in the semi-arid tropics where rainfall is highly variable.

Limitations of water balance models depend on the model and the use it is to be put. The
simplest assume that the soil can be represented by a single layer, and that crop transpiration
is equivalent to potential evapotranspiration until a specific water deficit is reached, then it
declines linearly. Such models do not explicitly take into account the distribution and
effectiveness of the root system. More sophisticated models may divide the soil into a
number of layers and assume a particular distribution of roots within these. Vertical water
movement in some of these is assumed to be like a tipping bucket – an uppermost layer
must be filled to field capacity before any movement of water to the next lower layer. In
reality, water can begin movement to the next layer before a particular layer reaches field
capacity. Most crop/soil models are one-dimensional in that they consider only fluxes of
water in a vertical direction and not those in a horizontal direction. Lateral fluxes can
represent significant quantities of water, particularly in sloping land, which characterises
much subsistence agriculture. Another limitation of most models is that they do not consider
preferential flow of water down cracks in the soil, again a common occurrence in tropical
soils.

2.3.5 Nutrient management

In many tropical countries, fertiliser is a relatively expensive commodity. In Zambia, for
example, structural readjustment of the economy in 1990 resulted in the removal of external
donor-funded subsidies from fertiliser and other agricultural inputs. This had the effect of
forcing many farmers to move from recently adopted continuous maize cultivation back to
their traditional forms of cultivation such as chitemene and fundikila (Matthews et al.,
1992). Even those farmers who were able to continue growing maize needed to consider
more carefully how to maximise their returns to a relatively more expensive input.

In such countries, the availability of nitrogen to the crop, and hence the efficiency of use of
N fertilisers, is often highly variable, much of which is caused by variation in the prevailing
climate and in soil conditions. Drought, for example, can restrict the uptake of N by the
crop, as well as reducing rates of N mineralisation. On the other hand, too high a rainfall can
result in losses of N from the soil by leaching and denitrification. In highly alkaline soils,
nitrogen can be lost by volatilisation. Immobilisation by micro-organisms can also remove
significant amounts of N temporarily from use by the crop. As all of these processes vary in
importance according to the prevailing weather conditions, it is difficult, therefore, to define a
single fertiliser strategy that is optimum in all seasons. As a result, there is often a mismatch
between supply and demand of N, thereby reducing yields.
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Field experiments conducted in environments with high climatic variability may give
misleading results, as the years in which they are conducted may not represent the long-term
average. In such cases, crop models provide a way of assessing the long-term risk of
particular options, thereby complementing the experimental results. For example, Keating et
al. (1991) used a modified version of the CERES-Maize model (CM-KEN) to investigate
the factors influencing response to N in the Katumani region of Kenya, looking at variations
in organic matter, mineral N and soil water at planting, runoff characteristics, plant density,
timing of N applications. In all cases, the response to N varied according to the amount and
pattern of rainfall in the season. Taking into account this year-to-year variability, they were
able to use the model to plan a hypothetical development pathway involving the application
of more N and increasing the density of planting. Similarly, in Australia, Verburg et al.
(2000) used the APSIM-SWIM model to evaluate the effect over 33 years of different
irrigation management strategies on the responses to N fertiliser application in sugarcane in
terms of crop yield and nitrate leaching below the root zone.

Ways to optimise the timing and amount of applications of N to a crop have received
considerable attention in developed countries, with the emergence of a wide range of
decision support systems to provide recommendations to farmers (e.g. Falloon et al.,
1999). Some of these are discussed in more detail in Section 2.8 of this report. Many of
these N recommendation systems are based on the concept that additional N required by
the crop is the difference between the total N required by the crop and the soil N supply.
The crop N requirement is determined by the amount that is needed to achieve a specific
yield, and the soil N supply by the properties of the soil, particularly the organic matter
content and factors that affect the rate of microbial decomposition. The additional N
requirement is usually adjusted by a fertiliser use efficiency to calculate the amount to be
actually applied. However, year-to-year and site-to-site variability means that this approach
requires the parameters to be recalibrated at each location over several years. As a way of
understanding the causes of this variability, Bowen & Baethgen (1998) used the CERES
model to explore systematically some of the factors influencing N dynamics in soils, taking
into account crop N demand as affected by days to maturity, and the soil N supply as
affected by the amount of soil organic matter, rainfall and initial soil mineral N. As might be
expected, longer maturing genotypes took up more N than earlier-maturing genotypes, and
both high soil organic matter levels and high initial soil mineral N levels resulted in higher
crop N uptake. Interestingly, there was an maximum crop N uptake in relation to annual
rainfall – at first, N uptake increased as rainfall increased the growth of the crop, but at
rainfalls above 500 mm, crop uptake declined as leaching losses became more significant. It
was shown how such results could be used to evaluate for different soils the tradeoffs
between the potential benefit of applying N fertiliser in terms of yield, and the environmental
cost in terms of nitrate leached. A similar analysis was made by Alocilja & Ritchie (1993),
who used the SIMOPT2:Maize model, based on CERES-Maize, to investigate trade off
between trying to maximise profit and trying to minimise nitrate leaching.

Singh et al. (1993) used the CERES-Maize model to determine N response curves for
two different maize cultivars and two different sites in Malawi over a number of years. They
then used this data to calculate the economically optimum rate of N fertiliser application,
although only the grain price was taken into account - despite the higher yields from hybrid
varieties, farmers still prefer to grow the local land-races as they produce more stover which
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is used for fodder. A more accurate analysis would take into account the fodder/grain trade-
off (Fawcett, pers. comm.). Thornton et al. (1995b) took the analysis one step further by
linking it to a GIS with spatial databases of soils and weather to analyse of the influence of N
management on crop yield and leaching potential at the regional level. Such a linkage not
only allowed an analysis of the spatial variability due to different soil types and weather
across the region, but also the temporal variation due to year-to-year differences in weather.

As part of the SARP project (described more fully in Section 4.4.2), ten Berge et al.
(1997a; 1997b) describe the development and testing of the ORYZA_0 model, a
parsimonious model based on incident solar radiation, bulk leaf nitrogen, and a site
calibration factor. The model was subsequently used by Thiyagarajan et al. (1997) to
classify some irrigated rice soils in India into those in which the soil N supply was sufficient
to meet crop demand up to first flowering, and those that required a basal dressing of N
fertiliser. The results were then used to generate fertiliser N recommendation curves that
identified different optimal timing of N application for the different soil N supply regimes.
The model was also used in a similar exercise in China, where it was found that significantly
higher yields were obtained by following the recommendations produced by the model
compared to the local recommendations (ZhiMing et al., 1997). Whether the model is able
to make significant improvements over local recommendations in a wider range of
environments remains to be seen. A limitation of ORYZA_0 is that it must be calibrated for
each site, in this case by measuring the seasonal pattern of crop N uptake, which, because
of year-to-year variation, makes it difficult to use the model in a predictive way. Also, no
account is taken of the ability of the soil to act as a reservoir or ‘bank’ of nitrogen - i.e.
nitrogen applied earlier in the season can remain in the soil for uptake by the crop later, so
that it is not critical when the fertiliser is applied. The model only indicates how much
nitrogen must have been applied by a specific crop age, and not when and how (i.e. as a
single dressing or as split doses) it should be applied.

An interesting use of crop models is to provide a quantitative basis for Response Farming,
a method of identifying and quantifying seasonal rainfall variability (Stewart, 1991).
Traditional agricultural research has generally only considered fixed strategies of fertiliser
management, but in reality farmers often make tactical adjustments to their management in
the light of what they perceive as information relevant to the prospects for the forthcoming
crop. For example, if a farmer perceives that the rainfall during a season is likely to be less
than normal, he/she may decide to apply less fertiliser. As an example of analysing this
approach, Keating et al. (1993) used the CERES-Maize model to examine the value of
changing N-fertiliser application rates in line with predictions of the likely response to
fertiliser based on the date of the season onset in the Machakos region of Kenya. The date
of season onset had been found previously to be a useful predictor of the length of the
growing season (e.g. McCown et al., 1991), and hence it was thought that it might also be a
predictor of the response to fertiliser inputs. However, results showed that a conditional
strategy in which fertiliser application was adjusted in relation to onset-date, resulted in only
a small increase in gross margins - applying some fertiliser was the highest priority far as
production was concerned. Nevertheless, risk analysis showed that the likelihood of
negative gross margins was reduced by conditional application of fertiliser, suggesting it may
be an attractive strategy for more risk-averse farmers. Thornton et al. (1995a) carried out a
similar analysis in Malawi by classifying seasons over a number of years according to their
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start (i.e. early, normal, late), and calculated maize yields for each group. Results showed
that yields decreased the later the season started, and that the optimal rate of fertiliser
application was 90 kg N ha-1 for early starting seasons, declining to only 30 kg N ha-1 for
late starting seasons.

The effect of different strategies of nitrogen application on the environment is also
becoming increasingly important. Singh & Thornton (1992) used the CERES-Rice model to
investigate the effect of various nutrient management strategies on nitrogen leaching from
rice-fields in Thailand. Strategies considered were different levels of N fertiliser and green
manure on two soil types (clay and sand), which were simulated using 25 years of weather
data. Results showed that on a clay soil, leaching losses were similar for all treatments, but
that there was a significant decline in rice yields when 50 kg N ha-1 urea or 4 t DM ha-1 were
applied compared with 100 kg N ha-1 urea. This suggests that medium- to high-input
agriculture on clay soils is not only productive, but it is also as environmentally sustainable as
lower input agriculture. Leaching losses were considerably more on sandy soils than clay
soils. Green manure applied at rates of 4 t ha-1 was shown to be able to substitute for
40 kg N ha-1 urea, but leaching losses from the green manure could be as high as from using
inorganic fertilisers. In a similar study, Singh & Thornton (1992) used the CERES-Rice
model to evaluate the effect of different fertiliser incorporation strategies on losses of N by
ammonia volatilisation from rice-fields in the Philippines. Results showed that when urea was
broadcast onto 5 cm of floodwater with no incorporation, N losses were 18 kg N ha-1 or
36% of that applied. The losses declined with increasing degree of incorporation, and were
negligible when urea was deep-point placed.

A good example of how models can be used to help prioritise research in developing
countries is given by McDonagh & Hillyer (2000), who developed a model describing
nitrogen flows in crops to evaluate if soil N status could be improved through the use of
legumes intercropped with pearl millet in northern Namibia. Data was collected on nitrogen
fixation rates of various candidate legume species, including cowpea, bambara and
groundnut, under the prevailing conditions, and used to parameterise the model. A number
of scenarios were tested, with the objective of identifying management options with the most
potential to improve legume contributions to soil fertility. The model indicated that for the
legumes to be able to make any contribution of N to the system, there should be no grazing
or burning of legume residues, although as cattle are an integral part of the system, this is
unlikely to be a popular option with the farmers. Increasing the legume plant density to the
point where it begins to affect the growth of the pearl millet will only contribute about
4 kg N ha-1 to the system, which may increase millet yields by 80 kg ha-1, a somewhat
insignificant amount. The conclusions of the study were that grain legumes alone are unlikely
to be able to substantially improve soil fertility in the semi-arid conditions of northern
Namibia. External fertiliser inputs seem to be necessary to improve soil fertility, although the
uncertain rainfall makes investment in soil fertility unattractive for farmers there.

Also in southern Africa, Prins et al. (1997) developed the KYNO-CANE model using a
large database of sugarcane fertiliser trials carried out by the South African Sugar
Association Experiment Station (SASEX). The model incorporated a range of factors
including the influence of rainfall, soil nitrogen mineralisation potential, geographic position,
and the inherent soil fertility status, and could be used to derive N, P and K fertiliser
recommendations based on basic economic principles. Using current (1996-97) cost:price
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ratios and median representative response curves, the model predicted recommendations
almost identical to those of the Fertiliser Advisory Service of SASEX. However, the authors
concluded that if risk scenarios were accommodated and/or a major change in the sucrose
price occurred, significant differences in recommendations would be predicted.

A limitation of the nitrogen module used by the DSSAT models is reported by Hasegawa
et al. (1999) who discovered that the flushes in soil inorganic N immediately after rain or
irrigation when a legume cover crop was incorporated were substantially underestimated.
Also the nitrification capacity factor, a variable to account for the lag between the rapid
increase in ammonium concentrations and the slower nitrate release after incorporation of
green manure, performed poorly. Similarly, the model failed to simulate a decrease in soil
inorganic N contents after maize straw with a high C:N ratio was incorporated. Another
limitation of many of the models, which is not a fault of the model itself, is the need to have
accurate estimates of soil mineral N at the start of the simulation

The nitrogen module used by the DSSAT models for the simulation of soil organic matter
dynamics is based on the PAPRAN model (Seligman & van Keulen, 1981) which was
originally designed for high-input agricultural systems, where soil organic matter is generally
not considered of great importance for the nutrient supply of a crop. Its use, therefore, for
simulating systems where SOM and residues are the only sources of nutrients for crops may
not be the most appropriate, particularly as it assumes only one SOM pool. Moreover, the
PAPRAN model assumes that all crop residues are incorporated into the soil, and does not
distinguish a residue layer on top of the soil. However, low-input systems are often legume-
based and may have a thick layer of senesced shoot parts on top of the soil. Although never
incorporated, this residue may be the main source of nitrogen for the next crop. Some of
these problems have been addressed by Gijsman et al. (1999) by replacing the PAPRAN
module with routines from the more comprehensive soil organic matter CENTURY model
(Parton et al., 1994), although this version of the model is still being tested and is not yet
widely available. CENTURY subdivides soil organic matter into three pools, passive SOM,
slow SOM, and active microbial SOM, and includes two litter layers, both on top of the
soil, and in the soil. Testing this modified model against a set of experiments on legume
residue decomposition in Brazil described previously (Bowen et al., 1992) showed good
agreement between observed and simulated data (Gijsman et al., 1999). The use of the
CENTURY module may be limited in highly weathered soils, however (Gijsman et al.,
1996).

Again, it is difficult to assess whether any of these applications have had, or will have, any
significant impact. The example of McDonagh & Hillyer (2000) in Namibia has the potential
to focus research on soil fertility in that area on a more integrated approach involving
external supplies of nitrogen fertiliser rather than on N-fixing legumes alone. The authors also
suggested that the search should continue for other legume species with considerably higher
rates of N-fixation than cowpea, bambara, or groundnut, although how successful this is
likely to be is open to question. In another example, van Keulen (1975) carried out a
simulation study of growth in semi-arid conditions in Israel and the Sahel, where in many
years, production was shown to be limited by nutrient deficiency rather than lack of water.
These findings set the stage for subsequent comprehensive research projects on primary
production in both of these regions.
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The ORYZA_0 example (ten Berge et al., 1997b) certainly stimulated much discussion
between collaborators and at workshops within the SARP project, and introduced national
researchers to the use of models in their work. However, the likelihood of any change in
farmer practice as a result of the work is remote, and, to our knowledge, is undocumented if
it has.

Interestingly, the analysis on Response Farming (Keating et al., 1993) indicated that only
long-term analysis (25-30 years) is likely to give a clear indication of the risks associated
with alternative nitrogen fertiliser application strategies. Since long-term experimental
evaluation of conditional and/or alternative strategies is not possible, crop simulation models
can be used to simulate alternative management strategies to evaluate the long-term risks.
This approach adds value to limited experimental results in terms of evaluating constraints
and opportunities for improving natural resources use and crop productivity. This has
implications for the integration of crop modelling as a complementary tool into traditional
agronomic research programmes, and is discussed further in Section 6, with reference to a
specific example of the dangers of basing decisions on limited field data.

2.3.6 Pest and disease management

Because of the complexity of relationships between crops and their pests and diseases,
and because populations of pests and diseases are dynamic in nature, a systems analysis
approach is required to understand how pest and disease problems arise and how they may
be tackled. In the case of pest and disease populations themselves, the approach bridges the
gap between knowledge at the individual level and understanding at the population level.
Teng et al. (1998) has argued that in the context of developing countries, all research on
pest, disease and weed management can be viewed as ultimately contributing to the
development of decision support systems for specific pests or pest complexes in a single
crop or cropping systems. Examples of such decision support systems are discussed in more
detail in Section 2.8; here we have limited our discussion to various models and their
applications in the research process.

Pests and diseases can be classified into various categories depending on the type of
damage caused to the crop. Boote et al. (1993) suggested the following classes: stand
reducers, photosynthetic rate reducers, leaf senescence rate accelerators light stealers,
assimilate sappers, tissue consumers, and turgor reducers. A given pest may fall into more
than one of these categories, and consequently, its damage may be coupled at more than
one point to a crop growth simulation model. Teng et al. (1998) present a framework for
coupling pest and disease dynamics models to crop growth models with 21 coupling points.
These were either at the levels of inputs (e.g. water, light, nutrients), rate processes (e.g.
photosynthesis, transpiration/water uptake, senescence), or state variables (e.g. numbers of
organs or mass of various tissues).

In terms of applications, Boote et al. (1993) outline an approach whereby scouting data
on observed pest damage is input via generic pest coupling models in order to predict yield
reductions from pests. The approach was demonstrated with the SOYGRO model to
predict the effects of defoliating insects, seed-feeding insects, and root-knot nematode, with
the CERES-Rice model for leaf blast and other pests, and with the PNUTGRO model for
leafspot disease. They suggest that the system could be used in pest loss assessment,
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projecting the effects of damage or pests on future yield, and determining sensitivities of
crops to timing of intensities of damage in specific environments. No evidence is presented,
however, of use of the model or its output in any of these ways.

Rice appears to be the tropical crop on which the majority of work has been done in
recent years in incorporating pest and disease effects into crop models. Pinnschmidt et al.
(1990) coupled simple pest population models to CERES-Rice to investigate the effects of
different stem-borer control strategies on yield loss. An early control with an insecticide with
80% ‘knock-down’ effect resulted in less yield loss than a late control. Using representative
prices for rice grain and the pesticide, they found that the highest gross margins in this
particular case were obtained with three pesticide applications. Calvero & Teng (1997)
coupled the ORYZA1 rice crop model to the BLASTSIM.2 rice blast simulation model and
a fungicide sub-model (FUNGICID) to evaluate 92 spray strategies intended to manage rice
blast disease. Results suggested that blast management could be obtained by limited sprays
during a growing season, and that combining different fungicide types would be feasible.
They also showed that a spray management scheme can be season-specific, and depends
on when the infection occurs. In a subsequent paper, Teng et al. (1998) proposed that the
use of iso-loss curves derived from pest progress curves with different onset times and
maximum level reached can be used in pest management decision making to determine
which kind of pest scenario needs to be controlled. In another study, Watanabe et al.
(1997) modified the MACROS model to simulate the effect of brown rice planthoppers
which are sap-suckers. They showed that variations in yield occurred with different
infestation and climatic conditions, even though the initial plant biomass and planthopper
infestation levels were stable.

In relation to biological pest control, van Lenteren & van Roermund (1997) note that
modelling has always played a role in the process of selecting and improving the efficacy of
releases of natural enemies. They give an example of how modelling approaches were able
to provide insight into why control in some greenhouse crops was good (e.g. tomato) while
in others (e.g. cucumber) it wasn’t, and argue that integration of both experimentation and
modelling is the way forward.

The main impact of these studies appears to be in providing insight into the complexity of
the interactions between crops and their pests and diseases. Until about the mid-1980’s,
most damage functions used to predict crop loss in the decision making process in pest
management were empirical regression equations specific to the cultivar and location of the
experiment (Teng et al., 1998). As such they could not be used when weather, crop
cultivar, soil type or management practices changed, and were thus limited in their
extrapolation value. The mechanistic approach offered by combined pest and crop models
offers a more generic way of estimating these damage functions. It is always difficult to know
how much of this information finds its way into practical uses, and when it does it is easy to
forget or underestimate the role of that modelling studies played. De Moed et al. (1990)
give a good illustration of this for glasshouse chrysanthemums in the Netherlands. Simulation
studies with a comprehensive simulation model of the epidemiology of the insect baculovirus
SeNPV in populations of beet army worm (Spodoptera exigua) in glasshouse
chrysanthemums indicated that split applications of intermediate dosages of this virus were
more effective against the pest than a single high dosage. The reason was that caterpillar
stages are not closely synchronised, and, therefore, the larval stages that are vulnerable to a
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virus spray occur over an extended period of time. The simulated positive effect of multiple
sprayings led to empirical field tests of such an approach. Split applications are now
standard practice. The model itself is not used for tactical decision support on site, because
it requires data that are too difficult to gather routinely, but it did provide insight into the
processes involved that was subsequently made use of. The SIRATAC (Macadam et al.,
1990) and EPIPRE (Zadoks, 1981) pest management models are similar examples, and are
discussed in more detail in Section 2.8 of this report.

A limitation of the existing models is that they generally only simulate the effects of a single
pest or disease. It has been argued that multiple pest situations might give different yield
losses than just summing up the effects of losses from individual pest species (Teng et al.,
1998), in which case the decision criteria in pest management would be altered. However,
different studies have shown conflicting results in this area, and further research is needed.
Another limitation of the coupled pest/crop models as a system is the difficulties involved in
actually predicting pest outbreaks. Most studies have used outbreak scenarios or used
observed data as inputs into the model.

2.3.7 Weed management

Weeds generally reduce crop yields through competition for limited resources such as
light, water and nutrients, although in some cases, they may also release chemicals which can
suppress germination or growth of the crop (allelopathy). Progress in modelling crop/weed
interactions has been slow, partly due to the difficulty in designing experiments to clarify the
mechanisms involved. For example, it has not been easy to separate out the relative effects
of competition and allelopathy, or to determine whether above-ground or below-ground
interference is the more important (Teng et al., 1998). Much work to date, therefore, has
concentrated on quantifying the reduction in final yield brought about by a particular weed
population without concern for the actual mechanisms involved.

Nevertheless, some progress in understanding and modelling these mechanisms has been
made. Early weed models considered only competition for light (e.g. Rimmington, 1984) by
dividing the canopy into a number of horizontal mixed and unmixed layers according to the
heights and canopy structure of the component species. Barbour et al. (1995) describe the
incorporation of a weed competition module into the DSSAT PNUTGRO model based on
competition for light only. Later models simulated competition for both light and water (e.g.
INTERCOM, Kropff, 1988) by considering the vertical distribution of leaf area and root
mass. Relative competitive abilities were based on the relative leaf areas and root masses of
each species. These concepts were subsequently expanded to include nitrogen (e.g. Graf &
Hill, 1992; Kiniry et al., 1992). Graf et al. (1992) divided weeds into six groups based on
differences in leaf shape, growth form, height & phenology, and calculated a potential N
uptake rate for each group. Available N was then apportioned according to the proportion
of root space explored by each group.

Lundkvist (1997) has reviewed and classified weed models into those used in research
and those used as practical tools. Research models aim at a deeper understanding of weed-
crop ecology processes and are therefore often narrowly focused on one crop and one or
two weed species. Some of these models simulate and predict long-term changes in a weed
population while others concentrate on specific parts of the weed life cycle. Examples of
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processes described by research models are: crop-weed competition, population dynamics,
movement of herbicides in the soil, dose-response relations and herbicide resistance.
Practical models, on the other hand, generally deal with broader systems than research
models, covering a range of crops, weed species and control methods, often with low
resolution. The weed control decision aids in practical models are normally based either on
herbicide efficacy or cost/benefit considerations.

Examples in the literature of applications of models in either of these categories in
developing countries are limited. Lindquist & Kropff (1997) used the INTERCOM
competition model to evaluate the influence of early crop vigour in rice in its tolerance to
barnyard grass, only considering competition for light. Results suggested that increasing early
leaf area expansion and height growth rates in rice will reduce yield loss, confirming what is
generally known already. Similarly, Bastiaans et al. (1997) also used INTERCOM to show
that that competition for light between rice and weeds is mainly determined by
morphological characteristics, of which early relative leaf area growth rate, early relative
height growth rate and maximum plant height were the most important. Caton et al. (1999)
used the DSRICE1 model, which simulates the growth of direct seeded rice, to predict the
effect of delayed rice seeding on yield reductions due to weed competition. This is
important, as one of the problems associated with direct sowing of rice compared to
transplanted rice is the greater predominance of weeds. VanDevender et al. (1997)
developed a mathematical model based on Richards equations to predict rice yield reduction
as a function of weed density and duration of competition. Although the authors claimed that
predictions from the model should be useful in assessing the economic impact of weeds and
in determining the feasibility of alternative weed control treatments, no examples of such
applications were given.

An example of how crop modelling can complement a plant breeding program is given by
Dingkuhn et al. (1997) at the West African Rice Development Association (WARDA) in
West Africa. They used the ORYZA1 rice model to explore the potential of early ground
cover and high specific leaf area (SLA1) as factors in weed competitiveness in crosses
between cultivated rice O. sativa and the wild rice species Oryza glaberrima. The
simulation results showed that high SLA in the vegetative phase and lower SLA during the
reproductive phase was the best combination. Individuals with this characteristic exist
amongst the progenies from the crosses, and selection trials are currently under way at
WARDA.

Van der Meer et al. (1999)used the PARCHED-THIRST model, developed with DFID
funding, to evaluate four weed management scenarios based on farmers’ access to draught
animal power and labour, taking into account ability to winter plough, time of planting, and
frequency of weeding during the season, for Zimbabwe. Winter ploughing was shown to
reduce use of soil water by weeds so that there was more available at the start of the rainy
season, but this did not appreciably affect yields. A delay in planting resulted in poor crop
establishment, so that the effect of weed competition was increased.

An interesting use of a plant growth model in weed research is provided by Smith et al.
(1993) to investigate the potential of Smicronyx umbrinus as a biocontrol agent of the

1 Specific leaf area is the area of leaf per unit weight of leaf, with units cm2 g-1, and is correlated with the
leaf thickness.
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weed Striga hermonthica. They developed a simulation model of the weed’s population
dynamics for a millet cropping system in Mali. It was found that, if S. umbrinus was used as
the sole control agent, it would have to destroy approx. 95% of Striga seeds each year to
reduce the emergent plant density by 50%. Such a high rate of seed destruction would be
necessary because the Striga seed bank does not limit the parasite density in most
situations. Crop rotation of one year of millet followed by three years of fallow or another
crop would reduce the emerged equilibrium density of Striga to 61% of that with no
control, and destruction of an additional 22% of seeds by S. umbrinus would decrease this
to 50%. S. umbrinus in conjunction with weeding would not become effective until the seed
bank was limiting at very high levels of weeding.

Few examples exist of crop models being used to evaluate the effect of herbicides on
crop growth in a mechanistic manner. Whisler et al. (1986) used the GOSSYM model to
analyse the response of cotton crops to herbicide damage. To identify causes of declining
cotton yields, simulations were conducted to study the effect of root inhibition and reduction
in the permeability of roots to water and nutrient uptake on growth, development, and lint
yield of cotton under different rainfall and temperature patterns. Results showed that root
inhibition actually increased yields slightly due to the redistribution of dry matter within the
crop, but decreased root permeability substantially reduced yields and delayed maturity.

The main limitation of weed models so far is that they include only a small subset of all of
the factors that affect crop yield loss through weeds. For example, crop variety, planting
date, row spacing, crop stand all affect a weed’s ability to compete with a crop, but
quantifying these effects through field experimentation alone is difficult, due to the large
numbers of weed species that can occur in a field, and the diversity in growth habits of
different species. Moreover, extrapolation of field results from one location to another is
complicated by the fact that many weed species are photoperiodic. Competitive ability may
change during a season, as plants shift from the vegetative to the reproductive phase. More
sophisticated dynamic models of weed/crop competition need to be developed to help
interpret experimental results and investigate possible mechanisms of crop/weed interaction.

A second limitation of most of the models described above is that they assume a
homogenous horizontal distribution of crop and weed leaf area. However, a number of
studies have shown that crop yield increases as distance from a weed increases (e.g. Monks
& Oliver, 1988), so that such models show deviations from observed data when weed
distribution in a field is not uniform, or weed densities are low. Weed distribution is likely to
be clumped (e.g. Thornton et al., 1990) rather than distributed randomly. Assuming a
homogenous distribution rather than confining it to an area of distribution overestimates light
interception. Wiles & Wilkerson (1991) attempted to address these problems in developing
the SOYWEED/ LTCOMP weed model based on the SOYGRO crop model. It was
designed to simulate low weed populations near economic thresholds and considered the
differential competition of a weed with crop plants at varying distances. However, it was
limited by its ability to only simulate one weed species at a time.

The impact of these models so far, particularly in the developing country context, has
probably been minimal, perhaps surprisingly in view of the major problems that weeds cause
in many subsistence agricultural systems. They have helped to some extent to provide
quantitative insight into the nature of the interactions between the crop and weed species,
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but seem in many cases to have only been able to confirm what is generally known already.
The example of Dingkuhn et al. (1997) in identifying traits associated with competitiveness
for selection in a breeding programme indicates the potential of such models to make a
useful contribution in the future. Similarly, quantifying the yield loss from delayed direct
sowing of rice (Caton et al., 1999) and evaluating different weed control strategies (Smith
et al., 1993) can provide useful information for farmers, although to what extent this
information has been disseminated to and taken up by farmers is not known. Evaluation of
other crop management strategies on weed control such as tillage techniques (e.g. Mohler,
1993) and crop rotations (e.g. Jordan et al., 1995) also need to be explored in a tropical
agriculture context.

As far as future development of models for weed research is concerned, Doyle (1991) in
reviewing the use of models in weed research, considered that there has been a tendency to
concentrate on certain aspects, such as defining threshold levels and weed-crop
competition, to the exclusion of other critical areas. In particular, he cites weed dispersion,
variation in recruitment and mortality, spatial heterogeneity in weed populations, and the
existence of multi-species assemblages, as areas that require more attention.

2.3.8 Harvesting

There are not many examples of how crop models have been used to determine optimum
harvest date, presumably because, for most crops the date of harvest is determined by the
physiological maturity of the crop and prevailing weather conditions, both of which a farmer
has little control over. Nevertheless, for some crops, decisions need to be made when to
harvest, and models have been developed to determine the best time to do so.

For example, if wheat is harvested too early, the moisture content of the grain will be too
high and the farmer will need to dry it with expensive equipment. On the other hand, if
harvesting is too late, summer storms can delay harvesting still further and yield and quality
losses occur. Abawi (1993) developed a model to optimise crop harvesting date for wheat
in Australia taking these factors into account, although it was not stated if the model was
taken up and used in a practical way.

Also in Australia, limited mill capacity often means that it is not possible to harvest all
sugar cane when maximum yields are attained. A model was therefore developed to
maximize sugar yield and net revenue in relation to harvest date and crop age (Higgins et al.,
1998). Results showed that there was scope for optimizing harvest date to improve
profitability given current harvest season lengths and land area. Similarly, Martinez Garza &
Martinez Damian (1996) developed a simulation model to forecast harvesting date for
sugarcane based on temperature and precipitation data which gave good predictions of
appropriate harvesting dates over a 38-year period for Tamaulipas in Mexico.

For pineapple, Malezieux et al., (1994) describe improvements to a model for predicting
pineapple harvest date in different environments, to aid scheduling of labour and fresh fruit
marketing efforts. The original version of the model, developed for pineapple in the Smooth
Cayenne group could not satisfactorily predict fruit harvest date in the range of environments
in which pineapple is grown in Hawaii. The improved model was able to predict harvest
dates for pineapple growing in Australia, Cote d’Ivoire, Hawaii, and Thailand, within a
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margin of error that would be acceptable to most pineapple growers, although it is not stated
whether growers actually use it or not.

Lu et al. (1992; 1994) took the approach of trying to model moisture content of rice
grain throughout the harvest season. Attempts were then made to relate final yield, % head
rice, and % milled rice to the moisture content. The model, using both hourly and daily field
meteorological data, was able to predict moisture content with reasonable accuracy. There
is, however, no evidence of its use in a practical situation.

2.4 Cropping systems

2.4.1 New crops and cropping systems

Agriculture is constantly changing, both through innovations from within and also through
the influences from outside forces. Researchers and planners are often interested in the
feasibility of growing new crops in a region, while farmers may sometimes be forced to
adapt to comparatively rapid changes in their biophysical and socio-economic environments.
In both cases, where there is a degree of uncertainty, modelling offers a way of exploring
long-term impacts quickly and effectively in a way that experimentation can not do.

For example, Fukai & Hammer (1987) developed and used a model to estimate
productivity of cassava at different locations in northern Australia. Cassava was being
considered as a promising crop for northern Australia for the production of ethanol which
could be used to supplement petrol, and suitability of the crop under different environments
needed to be evaluated. The model was developed to extrapolate results from a series of
field experiments throughout the region. The results identified that the two factors limiting
cassava were low temperatures in the winter in the southern area, and low rainfall in general.
The information provided guidelines regarding the establishment of the cassava industry in
the region. A similar study was carried out for sorghum in the region (Hammer & Muchow,
1991), in which the production risk due to spatial and temporal variability was quantified at
different locations. It was suggested that the results would be of use for planning and policy
making in the sorghum industry, although it is not known if this has occurred since then.

In the Philippines, Penning de Vries (1990) refers to work using a model to evaluate
suitability of soybean, where it is a new crop. Yields for four situations (rainfed upland,
irrigated upland, rainfed lowland, irrigated lowland) were simulated over 20 years, and costs
and benefits were analysed to give potential net profit. Results showed that even when rice
remains the first crop planted, there is a window of two months to grow soybean profitably
in deep soils. On shallow soils, however, this window lasts only a few weeks. No evidence
is given that this information was taken up.

An interesting use of crop models to evaluate changes in cropping systems is given by
Thornton et al. (1995a). In Columbia, in an attempt to boost the price of coffee, the
government made a one-off cash payment to induce coffee farmers to move to annual crops
such as maize. However, there was some concern that as farmers’ planning horizons shifted
away from the long-term more to the short-term, soil erosion might increase. Thornton et al.
(1995a) used a whole-farm model incorporating various individual crop models to evaluate
various crop management options for maize-based systems after conversion from coffee.
The results showed that a maize-bean-tomato-cassava rotation was the best rotation in
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terms of highest mean income and lowest levels of risk. However, although short-season
annual crops were more attractive than traditional perennial crops in the short to medium
term for individual farmers, the consequences were unacceptable social costs associated
with degradation of soil and water supplies. The authors make the point that it is essential to
carry out the analysis of the same problem at different scales, as this is often the root of
conflicts. However, there is no evidence that the findings of the study were taken up by the
relevant policy-makers in this case.

In Argentina, Savin et al. (1995) used the CERES-Wheat model to investigate cropping
strategies for rain-fed wheat involving the combination of two cultivars of different maturity
(early and intermediate) and two sowing dates (early and late), in two different locations in
the Pampas. Simulation experiments using 24 years of daily weather records showed that
the greatest stability of grain yield was obtained if the early-maturing cultivar was sown late.
However, if nitrogen was not limiting, maximum yields could be achieved by early sowing of
the intermediate maturing cultivar, although this strategy also produced the lowest yield in the
worst years. When fallows were not weed treated, the yield of the early-maturing cultivar
was more affected than the intermediate one, particularly in years of overall low yield.

In a DFID-funded project, Keatinge et al. (1999) used a simple crop phenology model
and calculated temperatures to examine the suitability of six legume cover species for use in
farming systems of the mid-hills region of Nepal. The criteria was that they must reach
maturity prior to the sowing period for the principal summer cereal crops. Results showed
that Vicia faba, Vicia villosa ssp. dasycarpa, and Lupinus mutabilis would be suitable as
autumn-sown crops across most of the mid-hills if early sowing is possible. Vicia sativa and
Trifolium resupinatum, on the other hand, are only likely to mature early enough at lower
elevations. Similar exercises were conducted for hillside regions in Bolivia (Wheeler et al.,
1999) in which potential cover crops, not grown locally, were recommended for further
trials, and also in Uganda (Keatinge et al., 1999), the results of which were taken up by
CARE International in designing field trials. It was concluded that the models were useful
tools to pre-screen a wide range of legume genotypes to eliminate unsuitable germplasm
from further field testing, and had potential for scaling up field tests to produce suitable
recommendation domains.

The example already discussed in Section 2.3.5 on nutrient management is another good
example of how models can be used for an initial evaluation of new crops in a region. In this
DFID funded project, a model was developed to evaluate if legumes intercropped with
pearl millet could help improve soil N status in northern Namibia (McDonagh & Hillyer,
2000). A number of legume species, including cowpea, bambara and groundnut, were
tested, with field measurements of their rates of nitrogen fixation being incorporated into the
model. Results of the study indicated that these legumes by themselves are unlikely to be
able to improve soil fertility substantially in northern Namibia, and that external inputs of
fertiliser seem necessary.

Robertson et al. (2000) describe an innovative participatory approach involving
researchers, farmers, advisors, and grain traders to explore yield prospects for a spring-
sown of mungbean crop in October/early November after a winter fallow. Mungbean is
traditionally seen as a low-yielding high-risk crop by farmers in northern Australia, primarily
as it is usually sown in December/January after a winter cereal, when soil water is low.
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Previously, spring sowing was not recommended due to weather damage in the winter
leading to low prices in a market demanding high quality. However, with new varieties
available, and the opening of a market for intermediate quality grain, these recommendations
needed to be rethought. The key elements of the approach described were to use simulation
studies to identify possible options, to test new practices with innovative farmers, and to
monitor the management and performance of commercial crops to compare yields with
benchmarks estimated with the model. After two years of on-farm testing, spring sown
mungbean was shown to have a potential for high returns.

A limitation of this approach of using crop models for initial evaluation of new crops and
cropping systems is often the lack of weather and soils data for the particular region for
which the new crop or cropping system is being evaluated, particularly in developing
countries. However, various techniques now exist for interpolating scarce data (e.g.
Chapman & Bareto, 1996), and also the collection and collation of environmental data in
developing countries is improving all the time, so this limitation should decrease in
significance as time progresses.

Some of these applications have had impact. The example given by Robertson et al.
(2000) for mungbean in Australia, indicating that due to changed external circumstances (i.e.
new varieties and markets) a new cropping system could be contemplated, clearly had
impact – all but one participating farmer out of 22 was keen to grow the crop again. There
has also been a rapid rate of adoption of the overall research approach since it was first
publicised in 1996. Similarly, the results of the evaluation of leguminous cover crops in
Uganda have been used by CARE International in their field trials (Keatinge et al., 1999).
Although not yet documented, the Namibian study has the potential impact of influencing soil
fertility research in the semi-arid areas of that country. By showing that nitrogen fixation by
legumes is unlikely to be able to supply adequate N to sustain soil fertility under arable
crops, research can be focused on more productive ways of maintaining or improving soil
fertility. The Australian studies on cassava and sorghum produced useful information for
planners in the respective industries, but it is not known to what extent this has been made
use of.

2.4.2 Evaluating sustainability

There is little consensus on what sustainability is, but most definitions contain the concept
of time, usually the long term, and some measure of the performance of biological,
environmental or socio-economic systems. Sustainable agricultural production systems
should meet the requirements of the farm household in terms of food, income, and leisure
without endangering the productive capacity of the natural resource base. To assess the
degree of sustainability of a particular system, there is a need to quantitatively understand the
processes determining production and how these are influenced by soil characteristics,
environmental conditions, and management practices. Long-term experimentation is one way
to gather the required information; such experiments do exist in the UK (e.g. Rothamsted,
~140 years), the USA, and elsewhere, and can give valuable insights into soil fertility issues
and the sustainability of crop yields. However, these experiments are the exception rather
than the rule, and have their limitations – they are laborious and time consuming, and
generally take too long to give results within the timeframe to make decisions. Moreover,



41

Applications of crop/soil simulation models Matthews et al.

variability in environmental conditions makes it difficult to use results specific to one time and
place for extrapolation to other environments (van Keulen, 1995).

Crop/soil models offer a cheaper and quicker complementary approach, and can easily
evaluate a number of alternative strategies in terms of their sustainability. Models are able to
indicate future trends, and prescribe appropriate action to minimise harmful effects, such as
the use of suitable crops, adapted varieties, and changes in management and cultural
practices. The following are some examples of how such models have been used to assess
the sustainability of various cropping systems.

Schipper et al. (1995) used a linear programming approach to evaluate the effect of a
number of policy interventions in Costa Rica on land use and the sustainability of soil
nutrients (N, P, K) and a biocide index, assuming that the goal of each household was the
maximisation of farm income. The objective functions within the analysis were determined in
part by crop simulation models. The analysis took into account five different farm types
based on their land/labour ratios, and proportions of three different soil types. Policy
interventions investigated included changes in output, input and factor prices, capital
availability, and biocide regulatory measures. Results showed that for a number of these
policy instruments, there were trade-offs between sustainability and income objectives.

Hsin-i et al. (1996) used a modelling approach to address increasing crop and forage
production in a semi-arid agroecosystem in north-western China. Using a proposed
rotational scheme for winter wheat and alfalfa production, portions of arable land were
allocated for raising animal forage in order to improve soil productivity. Animal manures
were returned to the soil to stabilise the structure further and to maintain fertility. Projected
increases in population were also taken into account. Simulation results over 40 years
indicated that in all cases, soil quality was improved by the use of the crop rotation and
animal manure. Long-term application of N fertiliser as an alternate management practice
was evaluated using the model, but detrimental effects on soil quality were predicted, mainly
due to the stimulation of grain yields which removed trace elements from the soil. The
authors express the hope that the message that the beneficial effects of using crop rotations
and manures would be disseminated over the region, and that the government would provide
economic incentives for its adoption, although the mechanism for the uptake of the
information is not described.

To answer the question of whether to take crop residues from, or to leave them in fields in
Niger, Bruentrup et al. (1997) compared the long-term economics of using a crop residue
mulch to those for the complete removal of crop residue. Results showed that not only was
short-term profitability low from using the crop residues as a mulch, but also with mulching
alone, future soil degradation could not be prevented. A regular fallow period for long-term
fertility maintenance was necessary, but if the fallow was to be shortened, it was important
that mulching was practised.

In Columbia, Hansen et al. (1997) used a farm model linked to process-level crop
models to characterise determinants of sustainability of a hillside farm in the upper Cauca
River. Sustainability was expressed as the probability of farm continuation. Results identified
the cropping system, the area under cultivation, consumption requirements, and crop prices,
as important determinants of sustainability. The impact of price variability and spatial
diversification on farm risk were also shown to be important. The approach was used to
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evaluate different ways that had been suggested of enhancing the sustainability of the farm.
Results showed that farm sustainability could be enhanced by intensifying and diversifying
production of annual crops and by including tomato and other high-value vegetables in the
crop rotation. The authors also identified some limitations of the crop models used, which
included over prediction of yields, underestimation of year-to-year variability, and inability to
simulate several yield-reducing stresses important in that environment.

Timsina et al. (1997) used the CERES-Wheat and CERES-Rice models run in series to
simulate long-term sequences of yields in the rice-wheat system in northern India. The results
from the simulations matched experimental results showing that rice yields have declined and
wheat yields have increased over the period. They then used the models to identify the
causes for low unstable yields, and to quantify nutrient depletion rates in the system.

Hedgerow intercropping has received considerable attention in recent years as a potential
means to help maintain soil fertility and reduce soil erosion. Nelson et al. (1998b) used the
APSIM model to evaluate the sustainability of maize crop management practices in the
Philippines. With no hedgerows present, continuous maize cultivation was predicted to be
unsustainable in the longer-term, although the inclusion of a fallow period was predicted to
slow the productivity decline by spreading the effect of erosion over a larger cropping area.
Hedgerow intercropping was predicted to reduce erosion by maintaining soil surface cover
during periods of intense rainfall, contributing to sustainable production of maize in the long
term. However, insecure land tenure limits the planning horizons of upland farmers, and high
establishment costs reduce the short-term economic viability of hedgerow intercropping
relative to open-field farming (Nelson et al., 1998a). In the long-term, high discount rates
and share tenancy arrangements in which landlords do not contribute to establishment costs
make hedgerow intercropping even less attractive.

The same APSIM models were used by Probert et al. (1998) to simulate the
performance of a hypothetical chickpea-wheat rotation on clay soils in Queensland. The
results indicated that soil organic matter and nitrogen steadily declined over 25 years in a
continuous wheat cropping system without the addition of N fertiliser, whereas the inclusion
of chickpea in the rotation considerably reduced the decline in soil fertility. The legume effect
was evident in the amount of nitrate available at the start of each wheat season. Similar
results were obtained by Bowen et al. (1998) using the DSSAT models to investigate the
long-term sustainability of various cropping systems in Brazil (Figure 2.4). A continuous
maize/fallow system with no inputs of fertiliser caused maize yields to decline gradually over
50 years, whereas a green-manure/maize/fallow system was able to maintain yields over the
same period. However, this source of N from the green-manure was not adequate for
maximum yields.

Probert et al. (1995) used the CENTURY and APSIM models to examine the effects of
tillage, stubble management, and N fertiliser on the productivity of a winter cereal-summer
fallow cropping system in Australia. Both models predicted that for this continuous cereal
cropping system, there would be a decline in soil organic matter and a reduction through
time in the capacity of the soil to mineralise and accumulate nitrate during the fallows. Yield
predictions with APSIM were sensitive to carryover errors in the water balance from one
season to the next, so that in some seasons large errors occurred in the predicted relative
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yields. Both models reproduced the observations well enough to indicate their suitability for
studying the behaviour of cropping systems where the focus is on depletion of soil fertility.

Figure 2.4: Expected grain yields obtained from simulating a 50-year short-duration
legume green manure/maize fallow rotation compared to a maize/fallow rotation with
no N-inputs for a site in central Brazil (from Bowen et al., 1998).

The main limitation in using crop simulation models for analysis of long-term trends is that
they have not yet been thoroughly validated, certainly not over a relevant time-span to judge
their long-term behaviour. This is partly due to the shortage of good quality long-term data,
particularly as many variables needed to validate the models thoroughly have not been
measured in the data-sets that do exist. However, there have been recent efforts to compare
a number of soil organic matter models against data from long-term field experiments (see
Geoderma, Vol. 81).

A second limitation is our partial knowledge of many of the underlying processes. Most
crop models were originally designed to describe crop growth and soil processes over one
season, and the relatively simple relationships generally employed are usually adequate for
this time period. However, we just do not know whether all of these relationships are
adequate to describe soil changes over much longer time periods. The PAPRAN model
used as a basis for the soil N transformation routines in all of the DSSAT models, for
example, uses only one pool to represent the soil humus fraction which is unlikely to give
good results over longer periods. The recent addition of the well tested (e.g. Kelly et al.,
1997) CENTURY soil organic matter model routines into the DSSAT crop models
(Gijsman et al., 1999) may help improve confidence in long-term predictions by these
models. Error propagation within the models may be another potential problem - a small
error may be relatively unimportant over a single season, but over several seasons it could
accumulate and result in substantial error at the end of the run. So far, little work has been
done to investigate the magnitude of such errors.
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Other limitations depend on the particular model, but for the DSSAT crop models include
the need to incorporate soil erosion and tillage, the effect of certain fertilisers on soil acidity
and the effect this has on crop growth, the effect of salinity on crop growth, and the retarded
leaching of nitrate in the subsoil of some soils. These models also do not currently distinguish
between plant residues left on the surface and those incorporated in the soil. Some of these
limitations are now being addressed – for example, a salinity module for use with the
CERES models is now available (Castrignano et al., 1998).

Nevertheless, it is highly likely that modelling will become an increasingly important tool
for the study of sustainability and environmental problems simply because there are no other
reasonable approaches to quantify the complex processes involved. A recent DFID-funded
project (R7536) to investigate biophysical and socio-economic tools for evaluating soil
fertility enhancement techniques will use crop and soil simulation models and short-term
experimental results from previous DFID projects to provide a long-term dimension to
estimates of sustainability of the techniques.

2.5 Farming systems and rural livelihoods

Modelling at the farming system level can be traced back to the 1950s (Jones et al.,
1997). The first 20 years saw the research emphasis on linear programming techniques,
during which economists analysed farm growth, response to policies, cost minimisation,
minimum resource requirements, etc. Throughout, there was a general assumption that
farmer behaviour was governed by profit maximisation. In the 1970s, there was a shift in
emphasis towards the development and use of macroeconomic models for policy analysis.
However, farm scale modelling continued, with the emphasis more on the development of
econometric household models that could apply to developing agriculture (e.g. Barnum &
Squire, 1979).Some studies were conducted to determine how to aggregate farm models to
regional and national results. In the 1980s, there was a growing realisation that the
macroeconomic models did not allow an adequate understanding of the likely effects of
policies and market conditions on individual farmers, and there was a shift in emphasis back
towards farm-scale analysis. The main purpose of most of the recent studies has been to
gain improved understanding of farm systems regarding response to policies, resource
requirements, farm growth potential, and most recently, environmental impacts of farming
practices.

For example, Gundry (1994) developed an integrated model of the food system in a
region in Zimbabwe to carry out comparative analysis of the factors affecting nutritional
status of households in the area, to help identify households most at risk. Such a framework
could be used to assess proposed policy interventions aimed at promoting food security,
and to assist in targeting food aid distribution, although it is not stated whether there were
plans for it be used in this way. Similarly, Lee et al. (1995) used a farm model to help
understand the behaviour of subsistence farmers in Western Samoa after government efforts
to stimulate production of exportable crops had only limited success.

The behaviour of crops in such models is usually based on either average yields of crops
derived from historical data, or from empirical production functions relating yields to
resources such as water or nitrogen. In some cases, these production functions may be
derived from several simulations by a crop model. However, this approach is restrictive as
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they (a) require data of the particular management practice under the appropriate weather
and soil conditions to be collected beforehand, (inadequate if being used to investigate new
locations or conditions or new management strategies), and (b) decision makers often need
to know more about a system than just yield (e.g. leaching, erosion, run-off, etc.). These
modelling approaches have generally assumed that farm households behave to maximise one
objective, usually profit (Edwards-Jones et al., 1998), an assumption that has been shown
to be inadequate in trying to model the adoption of new technologies, such as selection of
rice varieties, by households (e.g. Herath et al., 1982). Such models have also not generally
considered the wider costs to society, such as pollution, or a decline in the natural resource
base.

In an attempt to address some of these problems, Hansen (1995; 1996) coupled a
number of crop models to a decision model to simulate household consumption and
interactions between resources. The model did not, however, attempt to simulate the
decision making behaviour of the farmer. The operation of each of the crop models was
based on a management plan defined by the user, which controlled the sequence and
management of crops for each field on the farm. The model was used to assess various farm
enterprise options for their ‘survivability’ over 6-10 years in the face of price risk and natural
resource degradation in the form of soil erosion (Hansen et al., 1997).

Edwards-Jones et al. (1998) took this work further and demonstrated the feasibility of
integrating socio-economic and biological models by linking CERES-Maize and
BEANGRO to family decision-making and demographic models to represent a subsistence
farming system. However, the work highlighted a number of issues that need to be
addressed:

1. The crop model structure did not allow tactical decision making during the season, i.e.
all decisions had to be made either before or after each simulation

2. What is the appropriate scale for modelling farm households; i.e. do individuals need to
be modelled? One option suggested is a frame-based approach - each individual is
represented by a frame for specific physical, social and psychological characteristics.
The frames are controlled by rules and interact to reach a decision. However, this
approach may require too much data.

3. Are the socio-economic variables currently being measured in surveys the most
appropriate? There may be less tangible variables that are more important in determining
behaviour.

4. Validation of the model is difficult.

As such household models are still in their infancy, it is still too early for there to have
been any impact.

2.6 Regional and national planning

Regional and national planning involves the analysis of information from a wide area
encompassing many different livelihoods and production systems, and the making of
decisions to meet specified goals for the area. Questions of what is the most optimal use of
land to meet these goals are therefore of prime importance to policy makers. They are also
usually interested in knowing what changes their decisions will bring to the area - for
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example, what would be the effect of making cheap credit available for agricultural inputs on
particular patterns of land use? The function of land-use planning is ‘to guide decisions on
land use in such a way that the resources of the environment are put to the most beneficial
use for man, whilst at the same time conserving those resources for the future’ (FAO,
1976). Basic information on soils, topography, climate, vegetation, as well as socio-
economic variables such as relation to markets, skill of land-users, level of social and
economic development, etc., all need to be taken into account.

The area in question can therefore be regarded as a system with inputs, products, and a
mix of technologies to convert the inputs into products in such a way as to meet a set of
specified goals. In principle, it may be possible to produce a wide range of products, but in
practice it will not be economically efficient to produce all of these products in the
biophysical and socio-economic environment of a given region. The problem is in trying to
define the ‘best’ mix of technologies; invariably, there will be conflicting views between the
various actors within a region on what these are. To arrive at a well-founded choice and to
be fair to all actors, van Keulen (1993) proposed three steps. The first step is to identify the
range of technical possibilities in a region, as dictated by the natural resource base and the
available production techniques. The second step is to identify all possible development
objectives (including non-tangible objects, such as peoples’ aspirations), and the third step is
to analyse the viability of the technical possibilities in terms of meeting these objectives within
the context of the prevailing socio-economic environment.

The central problem is how to pursue several, and often sometimes conflicting, goals
which cannot be expressed in the same unit of measurements. For example, regional
planners may be interested in identifying production measures that will maximise profit for
the farm producers, and minimise environmental damage to the region. All these goals are
conflicting as maximising revenue may mean high risk, mechanisation (less labour) or high
chemical inputs (environmental pollution). At the national and global levels, food security and
economic profitability are major goals in international agriculture, but ecological balance is
also causing increasing concern. Progress has been slow in applying systems thinking to
agricultural policy, but methodologies are currently in the process of being developed which
may prove to be useful tools to aid decision makers at these levels. Breman (1990), for
example, used a systems analysis approach to determine the degree of exploitation of natural
resources and to evaluate possible development options for southern Mali, where
overpopulation is becoming an increasing problem. An analysis of the nitrogen balance
showed that the system is not in equilibrium – outputs, which include harvests, runoff,
leaching, erosion, consumption losses, and fire, are considerably more than inputs from
rainfall, legumes, manure, and fertilisers.

Increasing use is being made of Interactive Multiple Goal Linear Programming (IMGLP)
techniques, which allow a quantitative exploration of the various options available in order to
meet a number of goals. The methodology of this approach is described more fully by van
Keulen (1993), but involves the use of an ‘activity’ matrix containing all existing and
conceivable production techniques for a region, including those that may still be in the R&D
pipeline. Data on production activities already practised in a region can be obtained from
statistics, but for production activities not yet practised, crop and livestock model
predictions are the most practicable source. Reiterative techniques then ‘search’ for the best
combination of production techniques to meet the specified goals. The applicability of the
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approach was demonstrated by van Keulen & Veeneklaas (1993) to evaluate options for
agricultural development in Mali. They found that it was good means of communication
between scientists, planners and policy makers at workshops at both the regional and the
national levels.

The integration of crop models with Geographical Information Systems is also emerging
as a useful tool for planners. Beinroth et al. (1998) describe the development of AEGIS
(Agricultural and Environmental Geographic Information System) for use with DSSAT type
models. They subsequently used the system to evaluate the feasibility of small irrigation
projects for watersheds in the Andes of Columbia. A digital terrain model was used to
classify the land within a catchment into three slope classes, and irrigation assumed to be
feasible only on the 0-7% slope classification. The DSSAT dry bean crop model was used
to estimate the response of crop production to irrigation inputs - dry bean was chosen as a
typical crop with a short season and shallow root system. Estimates of river water flow were
made at three positions in the catchments. The authors proposed an interactive compromise
planning exercise in which stakeholders could define conditions and select fields for inclusion
in the planned irrigation activities. Tradeoffs between domestic requirements, irrigation
demand, and downstream use could then be calculated with AEGIS, which could be
repeated over several years to get an idea of year-to-year variability in demand of each
sector. Regular discussions during this process would allow new positions to be formulated
and simulated in an iterative manner until a consensus was reached. The authors argue that
such approaches of multi-party negotiation and consensus building are likely to become
more important processes as conflicting goals of water use by different groups become
increasingly contentious issues with increases in population.

In another example, Hansen et al. (1998) used AEGIS to assess the agricultural potential
of previous sugar cane land in Puerto Rico: As a result of a depressed sugar market due to
substitute sweeteners, sugar is no longer attractive for farmers to grow. Much of the land is
now idle, although farmers are starting to grow vegetables in the valleys with substantial
quantities of inorganic fertiliser and pesticides. Development of new types of agriculture is
important for the economy, but could also pose risks to surface and ground water quality.
Agricultural planners need to have information on the likely impacts of alternative agricultural
uses of these lands previously devoted to sugar cane production. AEGIS was used to
investigate the tradeoffs between production and the environmental impact of several crops
including sugar cane, maize, bean, sorghum, tomato and soybean. They showed that tomato
double-cropped with a cereal would increase profits for land use and would probably
decrease risks of land erosion and nitrogen leaching, compared with a number of alternative
cropping systems.

Similarly, Singh & Thornton (1992) used the CERES-Rice model to evaluate the effect of
different nitrogen fertiliser rates on sorghum yields over 25 years in Maharashtra in India.
Model output was presented as GIS maps showing the areas where maximum benefit could
be achieved from fertiliser use, and also where the greatest risk (i.e. variability of yields) of
using fertiliser were. The point was made that this information was useful at the government,
industry and farmer levels; there was no evidence, however, that there was any uptake of
the information by these sectors.
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In a major study funded by the Netherlands Scientific Council for Government Policy, van
Latesteijn (1993) used the WOFOST crop simulation model and a GIS containing soil
characteristics, climatic conditions, and crop properties for Europe, to calculate regional
yield potentials for indicator crops. A linear programming model containing several policy-
derived objective functions was then used to calculate the optimum regional allocation of
land-use in the European Union. Four scenarios were evaluated based on issues in
agricultural policy – (a) free market and free trade, (b) regional development, (c) nature and
landscape, and (d) environmental protection. The results of the study were used as a basis
for formulating strategic choices concerning the future of agricultural areas in the region.
Similar studies using crop models for agroecological characterisation (described in more
detail in Section 3.3.1) have been used by the International Potato Centre (CIP) to target
global potato research to those areas where improvement in production seems most
promising (van Keulen & Stol, 1995), and to estimate global food production in the year
2040 (Penning de Vries et al., 1995).

Other studies have used crop models directly for analysis at the regional level. Lal et al.
(1993), for example, used the BEANGRO model to analyse regional productivity of bean at
three sites in western Puerto Rico. Optimum cultivar selection, planting date and irrigation
strategy were found to vary from one site to another. Chou & Chen (1995) discuss the
combined use of satellite imagery, GIS and the CERES-Rice model for mapping potential
land productivity and suitability under different irrigation management in China.

An interesting approach is described by Thornton & Jones (1997) who developed a
dynamic land-use model, taking into account simple relationships for land quality (slope &
drainage), distance from roads and markets, and gross margins from three crops
(vegetables, maize, cotton) and used it to explore the evolution of land-use over time.

One of the major difficulties in application of systems analysis techniques for regional
development planning is validation of the models used, which raises the question of whether
we can be confident enough in their predictions to justify their use as guidelines for regional
development and research planning. As the objective is to explore the options for regional
development, rather than predicting them, establishing data for model validation is generally
impossible. Validation of individual components such as the crop models is generally
possible, but this would not test for any errors introduced through linking them at a higher
level. An attempt at validation was made by van Keulen (1993) who used a model to
simulate various aspects of three widely contrasting socio-economic regions. Despite the
simplistic nature of the model he used, the results of the simulations reflected current
development trends in similar regions in two of the regions, Israel and Egypt, with
reasonable accuracy. Poorer agreement was obtained between the simulation and
observations for the third region, in Australia, which was ascribed to differences in the main
agricultural product which was sheep in this case.

With the exception of the work of Breman (1990) which was used to prioritise research
issues for subsequent projects, and that of van Latesteijn (1993) which was used to
formulate government policy, it is difficult to point to evidence of impact of any of these
examples. Part of this must be due to the failure to include planners and policy makers in the
overall research process. Van Keulen & Veeneklaas (1993) claim that the systems analysis
approach allowed good interaction between scientists, planners and policy makers at
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workshops, but it is not stated whether this resulted in any uptake of the research results.
Clearly, better dissemination pathways between research and policy-making need to be
established, although Spedding (1990) views policy makers as being generally sceptical of
systematic methods, as they are alarmed at the idea of it being publicly known where they
are trying to get to, except in the most general terms, in case they never arrive!

2.7 Environmental research

Although rapid industrialisation over the last century has contributed to a major
improvement in the living standards of millions of people, it has also brought with it serious
problems. Industrial and agricultural emissions of carbon dioxide (CO2), methane (CH4),
chlorofluorocarbons, nitrous oxide, and other gases, mainly from the burning of fossil fuels,
are resulting in an increase of these gases in the earth’s atmosphere; CO2 concentration, for
example, is currently increasing at the rate of about 1.5 ppm yr-1 (Keeling et al., 1984). This
increase in these so-called ‘greenhouse gases’ (GHGs) is contributing to a gradual warming
of the planet by retaining more heat within the earth’s atmosphere. General circulation
models (GCMs), describing the dynamic processes in the earth’s atmosphere, have been
used extensively to provide potential climate change scenarios (Cohen, 1990). Based on
current rates of increase it is generally accepted that CO2 levels will reach double the current
level by the end of the current century (i.e. 2100). According to current GCM predictions, a
doubling of the current CO2 level will bring about an increase in average global surface air
temperatures of between about 1.5 and 4 °C, with accompanying changes also in
precipitation patterns.

The relationship between climatic changes and agriculture is a particularly important issue,
as the world’s food production resources are already under pressure from a rapidly
increasing population. Both land use patterns and the productivity of crops are likely to be
affected (Solomon & Leemans, 1990); it is vital, therefore, to obtain a good understanding,
not only of the processes involved in producing changes in the climate, but also the effect of
these changes on the growth and development of crops.

2.7.1 Impact of climate change on crop production

The literature on the use of crop models in climate change research is considerable, as the
use of modelling is the only feasible way of predicting the likely impact that climate change
might have on crop production in the future. It is our aim, therefore, to give just a few
examples of the way in which crop models have been used in this way, particularly in
relation to rice. Rice is a particularly relevant crop in climate change research, as not only is
its production affected by changes in climate, it also influences the processes of climate
change through the production of methane (CH4) from decomposition of organic matter in
the anaerobic soil conditions in which it is grown. It is also the second most important crop
in the world after wheat in terms of production, and a staple for a large part of the world’s
population. However, it has been estimated that rice production must increase by 70% over
the coming decades (IRRI, 1993) to meet the demands of a rapidly expanding population.
This is a major challenge for the agricultural research community and policy makers alike,
particularly as yields in some of the more productive farmers’ fields are already approaching
the ceiling of average yields obtained on experimental stations (IRRI, 1993), thereby
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minimising gains in production through improved management practices. The likely impact of
climate change on rice production, therefore, only adds to an already complex problem, and
is of paramount importance in planning strategies to meet the increased demands for rice in
the next century.

A number of crop modelling studies on the likely effects of climate change on rice
production have been carried out. Several of these have been limited to single countries or
sub-regions within countries (e.g. Bangladesh (Karim et al., 1991); Japan: (Horie, 1988);
China: (Zhou, 1991)), and many have only considered the effect of temperature changes
without including the influence of CO2 (e.g. Okada, 1991). Others are based on statistical
regression models only (e.g. Wang et al., 1991). Yoshino et al. (1988) predicted that
lowland rice yields could increase in Japan by about 9% following a doubling of CO2 and
subsequent climatic changes as predicted by the Goddard Institute of Space Studies (GISS)
general circulation model (Hansen et al., 1988). Solomon & Leemans (1990), using a very
simple model and long-term monthly-average climatic data in a world-wide study, predicted
a yield increase of 0.4% for the current rice growing environments, but little change in the
areas sown because of the sharp temperature and moisture gradient along the northern
border of its primary distribution in eastern Asia.

Jansen (1990) used historic weather data from seven sites in Eastern Asia and the
MACROS crop simulation model (Penning de Vries et al., 1989) to evaluate the possible
effect of various climate change scenarios on regional rice production. Simulated yields rose
when temperature increases were small, but declined when temperatures increased more
than 0.8 °C per decade, with the greatest decline in crop yields occurring between the
latitudes of 10 and 35°. Similar results were obtained by Penning de Vries (1993) and
Kropff et al. (1993). The effects were the result of increased photosynthesis at higher CO2

and a reduced length of the growing season at higher temperatures. Scenarios predicted by
General Circulation Models (GCMs), however, were not considered. Rosenzweig et al.
(1993), working with collaborators from 22 countries, used a number of the IBSNAT crop
models to simulate likely changes in production of various crops under various GCM
scenarios. They predicted that crop yields are likely to decline in the low-latitude regions,
but could increase in the mid- and high-latitudes. The different responses were related to the
current growing conditions; at low-latitudes, crops are currently grown nearer their limits of
temperature tolerance, so that any warming subjects them to higher stress, whereas in many
mid- and high-latitude areas, increased warming benefited crops currently limited by cold
temperatures and short growing seasons. Again, only a limited number of sites (21 for rice in
east and south-east Asia) were used. Leemans & Solomon (1993) used a simple model
based on temperature, solar radiation, and rainfall data in a GIS environment to estimate the
effects on the production of various crops on a global scale, and predicted an 11% increase
in global production of rice. Their model did not, however, include physiological responses
specific to rice, such as the response of spikelet fertility to high and low temperatures.

In a major study funded by the Environmental Protection Agency of the USA, Matthews
et al. (1995a) used the ORYZA1 and SIMRIW crop simulation models to predict changes
in rice production for all the major rice producing countries in Asia under three different
climate change scenarios. These scenarios were those predicted for a doubled-CO2

(2×CO2) atmosphere by the General Fluid Dynamics Laboratory (GFDL), the Goddard
Institute of Space Studies (GISS), and the United Kingdom Meteorological Office
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(UKMO) General Circulation Models. In general, an increase in CO2 level was found to
increase yields, while increases in temperature reduced yields. Overall rice production in the
region was predicted by the ORYZA1 model to change by +6.5%, –4.4% and –5.6%
under the GFDL, GISS and UKMO 2×CO2 scenarios, respectively, while the
corresponding changes predicted by the SIMRIW model were +4.2%, –10.4% and –
12.8%. The average of these estimates would suggest that rice production in the Asian
region may decline by –3.8% under the climate of the next century. Declines in yield were
predicted under the GISS and UKMO scenarios for Thailand, Bangladesh, southern China,
and western India, while increases were predicted for Indonesia, Malaysia, and Taiwan, and
parts of India and China.

Matthews et al. (1995b) followed up this work by using the models to evaluate various
options for adaptation to climate change. Results showed that modification of sowing dates
at high latitudes, where warmer temperatures allowed a longer growing season, permitted a
possible transition from single-cropping to double-cropping at some locations, an adaptation
that could potentially have a large positive impact on national rice production in some
countries. Planting dates could also be adjusted to avoid high temperatures at the time of
flowering which can cause severe spikelet sterility in some varieties, although a delay in
planting in some cases may prevent a second crop from being obtained because of high
temperatures later in the season. Selection for varieties with a higher tolerance of spikelet
fertility to temperature was shown to be capable of restoring yield levels to those predicted
for current climates. The use of longer-maturing varieties to take advantage of longer
growing seasons at higher latitudes may instead result in lower yields, due to the grain
formation and ripening periods being pushed to less favourable conditions later in the
season. A better strategy might be to select for shorter-maturing varieties to allow a second
crop to be grown in these regions.

These studies contain many uncertainties, partly due to uncertainties in the predictions of
the GCMs themselves, partly from the use of limited sites for which historical weather data is
available, and partly from the quality of the crop simulation models, especially for rain-fed
conditions (Bachelet & Gay, 1993). For example, as most of the relationships relating the
effect of temperature and CO2 on plant processes are derived from experiments in which the
crop’s environment was changed for only part of the season; acclimation of the crop to
changes in its environment is not taken account of in the model. Higher CO2 levels have also
been found to hasten development rates (Baker et al., 1990b), but, in current versions of
both models, phenological development is taken to be independent of growth processes.

Impact of these studies is difficult to estimate, but the results were included in the IPCC
(1996) assessment of climate change impacts on agriculture (Olzyck, pers. comm.) which
contributed to policy making on climate change.

2.7.2 Greenhouse gas production

At the global level, methane (CH4) is the second most important greenhouse gas, and has
been estimated to account for 15-20% of current radiative forcing. Moreover, its
concentration in the atmosphere has been rising in recent years. Rice agriculture is one of the
major anthropogenic CH4 sources, with current estimates ranging from 4-30% of the total
anthropogenic contribution to the atmosphere (Houghton et al., 1992). The increase in rice
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production required to meet the demands of an increased population has been estimated to
increase CH4 production by up to 50% (Bouwman, 1991). However, the
Intergovernmental Panel on Climate Change has recommended immediate reductions of
15-20% in anthropogenic emissions of CH4 to stabilise atmospheric concentrations at
current levels (IPCC, 1990). The only feasible way in which these two opposing
requirements can be met are by using crop management practices that reduce CH4

emissions without affecting crop yields. Manipulation of some or all of the factors causing
variability in CH4 emission rates mentioned above may offer a way in which this reduction
target is met.

To address these issues, a multinational project, co-ordinated by the International Rice
Research Institute (IRRI) in collaboration with selected national agricultural research systems
in major rice-growing countries of Asia, was established in 1993. The aims of the project
were (a) to provide more accurate estimates of CH4 emission rates, and (b) to develop
strategies that would mitigate CH4 emissions from rice fields without sacrificing crop yields.
Experimental data on CH4 emissions and the factors influencing them were collected from
eight sites in five Asian countries, namely India, China, Indonesia, Thailand, and the
Philippines. An important part of the project was the use of this experimental data to
develop a simulation model describing the processes involved in CH4 emission. The
development, testing and use of this MERES (Methane Emissions from Rice EcoSystems)
model to upscale experimental field data to the national level and to evaluate potential
mitigation strategies is described in a series of four papers (Knox et al., 2000; Matthews et
al., 2000a; Matthews et al., 2000b; Matthews et al., 2000c). A component of the MERES
model was a module describing the steady-state concentrations or methane and oxygen in
the soil, developed in a previous DFID-funded project (Arah & Kirk, 1999).

The model was used together with daily weather data, spatial soils data, and rice growing
statistics to estimate the annual methane emissions from China, India, Indonesia, Philippines
and Thailand under various crop management scenarios. Four crop management scenarios
were considered: (a) a ‘baseline’ scenario assuming no addition of organic amendments or
field drainage during the growing season, (b) addition of 3000 kg DM ha-1 of green manure
at the start of the season but no field drainage, (c) no organic amendments, but drainage of
the field for a 14-day period in the middle of the season and again at the end of the season,
and (d) addition of 3000 kg DM ha-1 of green manure and field drainages in the middle and
end of the season. The level of green manure used was equivalent to the estimated national
average use in China, and field drainage in the mid-season has been proposed as a means to
reduce CH4 emissions by introducing oxygen back into the soil. For each scenario,
simulations were made at each location for irrigated and rain-fed rice ecosystems in the main
rice growing season, and for irrigated rice in the second (or ‘dry’) season. Overall annual
emissions for a province/district were calculated by multiplying the rates of CH4 emission by
the area of rice grown in each ecosystem and in each season.

Using the baseline scenario, annual CH4 emissions for China, India, Indonesia, Philippines
and Thailand were calculated to be 3.73, 2.14, 1.65, 0.14 and 0.18 Tg CH4 y-1,
respectively. Addition of 3000 kg DM ha-1 green manure at the start of the season increased
emissions by an average of 128% across the five countries, with a range of 74% to 259%.
Drainage of the field in the middle and at the end of the season reduced emissions by an
average of 13% across the five countries, with a range of -10% to -39%. The combination
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of organic amendments and field drainage resulted in an increase in emissions by an average
of 86% across the five countries, with a range of 15% to 176%. The sum of CH4 emissions
from these five countries, comprising about 70% of the global rice area, ranged from 6.49 to
17.42 Tg CH4 y-1 depending on the crop management scenario.

The limitations in this study were of two types - those arising from uncertainties in the
model itself, and those related to the scarcity of the input data. In the case of the model,
many of the relationships describing the behaviour of the processes involved in CH4

emissions were derived from a limited number of experiments, some in laboratory
conditions, and are, therefore, not fully tested, particularly for field conditions. For example,
the rate of root exudation was based on one laboratory experiment. There was also
considerable uncertainty in the root death rate - this was estimated as a constant 0.5% per
day of the root biomass present, but little measured data exists to support this value. It was
also assumed that the rate of substrate supply for the methanogens from fermentation was
not a limiting factor (i.e. that all substrate available on a given day was consumed within that
day). The transmissivity of the plants to gaseous movement of CH4 and O2 was also an
estimate, and was assumed in the current model to remain constant throughout the season,
although there is evidence to suggest that this is not the case. As far as the input data was
concerned, major uncertainties were in the estimation of the initial oxidised alternate electron
acceptor pool in the soil, and in the quantity of organic fertiliser applied to rice fields. The
sparseness of weather data sites in some countries was also cause for some concern; large
areas in both India and China, for example, were represented by only a few stations. All of
these limitations, and their implications, are discussed in more detail in Matthews et al.
(2000c).

The impact of the overall project on developing countries, to which the modelling
component contributed, has been considerable, in the following ways (Wassmann, pers.
comm.):

1. The project addressed the problem that many developing countries had in complying
with the stipulations of the United Nations Framework Conventions on Climate Change
due to insufficient field data, know-how, and infrastructure. Baseline data was generated
for major rice ecosystems for accounting for national inventories and exploring mitigation
options, and identified a suite of mitigation management options that have no adverse
impacts on rice productivity or the environment.

2. Many rice-growing countries were, directly or indirectly, blamed for major contributions
to global warming due to claims of high methane emissions. The project has
demonstrated that rice production does not exert a major force on the greenhouse effect
in a global scale, although it may be a major component to national greenhouse gas
budgets of some Asian countries. The project identified crop management practices that
can be modified to reduce emissions without affecting yields.

3. The project also identified ways in which CH4 emissions could be reduced, taking into
account various socio-economic factors. For example, (a) intermittent drainage in
irrigated systems reduces emissions and can also save water; (b) biogas technologies
reduce fuel consumption and supply organic manure with lower emission potential; (c)
improved crop residue management through composting, mulching and early
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incorporation can also reduce emissions; and (d) direct seeding results in less labour
input and less methane output.

4. Rice growing countries feared that political pressure from the developed world might
adversely affect industrial development and constrain land use options for resource poor
farmers. However, the project showed that (a) the use of chemical fertiliser in rice entails
low methane emissions, counterbalancing emissions during production and application,
(b) emissions from low-yielding rice ecosystems, i.e. rain-fed, upland, and flood-prone
rice, do not justify mitigation, (c) irrigated rice systems with high baseline emissions offer
win/win options for emissions and productivity, and (d) high-emitting rice systems could
attract ‘Clean Development Mechanisms’ funded by industrialised countries.

2.8 Constraints to the uptake of crop models in research

Crop models are increasingly being used as tools in research in developed countries, as
can be seen from the number of publications in refereed journals every year. However, their
use in developing countries has lagged behind. The limitations of various models in terms of
their suitability for which they are being used in research in developing countries has already
been discussed in each of the sections above. In this section, therefore, we broaden the
discussion to examine some of the wider constraints to their uptake in developing country
institutions.

Stephens & Hess (1996), in evaluating the uptake of the PARCH model in research
institutions in Kenya, Malawi, Zimbabwe, and Botswana, identified a number of constraints
to its uptake, which they classified as intellectual, technical, and operational. These are
summarised below:

Intellectual constraints
• No relevant application
• Not convinced of applicability
• Not convinced of credibility

Technical constraints
• Haven’t got the disk
• No access to computer
• Couldn’t understand the program

Operational constraints
• Couldn’t obtain meteorological data
• Couldn’t calibrate locally used cultivars
• Lack of technical support
• Lack of intellectual support
• Didn’t believe results

The intellectual constraints were common across all of those surveyed. In some cases,
these arose from not understanding the relevance of models as research tools. For example,
it was commonly believed that for a model to be of any value, that it should be able to
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simulate what actually happens in a farmer’s field. The relevance of a model as a means of
investigating complex interactions, or extrapolating the results from field trials, had often not
been considered. Apart from a few cases where the disks containing the model were not
accessible, few technical constraints to the use of the PARCH model were found. Lack of
suitable computer hardware was only rarely a problem, and most of the organisations were
very well equipped with computers. In terms of operational constraints, some of the users
that were surveyed said that they often felt daunted by the breadth of data, and in the case
of the cultivar parameters, the amount of detail required. Scientists frequently felt that they
did not have access to meteorological data in the correct format. Many said that they did not
know where to go to get technical and intellectual support and to share experiences.

Most of these constraints could be addressed by adequate support to those using the
models. Lessons can perhaps be learnt from the IBSNAT experience (see Section 4.4.1),
the DSSAT family of models of which are probably the most widely used crop simulation
models in the world today. Part of this success was no doubt due to the size of the project,
and the participatory and interactive relationship between model developers and model
users during its course, but the continued uptake and use of the models must be due to the
support still available, even though the project ceased in 1994. Users and developers still
keep in touch via a listserver, so that there is a broad base of support not dependent on one
or two people. Users with a problem can post a query on the listserver, and usually within a
day can receive help and advice from other users or the model developers.
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3 Models as tools in decision-making

3.1 Introduction

This chapter focuses on the use of crop models in decision support systems (DSS),
reviewing existing systems and their actual or potential applications in both developed and
developing countries.

The term DSS covers a wide range of systems, which vary greatly in their structure and
complexity. Decision support systems have evolved over the years from rudimentary single
decision rules to multiple criteria optimisation software. In their simplest form, a decision
support tool can be a pest management threshold calculated using empirical relations and
field data on a calculator. In a sophisticated form they can be interactive computer systems
that utilise simulation models, databases, and decision algorithms in an integrative manner.
Decision support systems in whatever form should produce decision rules for intervening in a
system directly or indirectly (Teng et al., 1998). Newman et al. (2000) defines DSSs as
computer systems that assist the user in complex problem-solving or decision-making. DSSs
typically have quantitative output and place emphasis on the end user for final problem
solving and decision making.

There is no clear cut line between DSS and models used in research to provide
information which may be used later to inform decision making. In the literature, many
models used in research are promoted in terms of their ability to aid in decision making (e.g.
agricultural strategies in the face of global warming, selection of optimum land management
practices). This chapter therefore deals not only with specifically designed DSSs but also
with models whose output is intended for use in practical decision support (as opposed to
increased learning about plant or systems functioning for its own sake). Expert systems (ES)
are another computer tool for decision making, using qualitative rather than quantitative
reasoning. The rules of thumb on which they are based are sometimes formulated with the
use of crop simulation models. Newman et al. (2000) suggest that DSSs are more widely
used and known in agriculture than ES. This review does not attempt to cover ES since they
rarely involve the use of crop/soil simulation models.

3.1.1 Spatial and temporal scale

Decision making occurs at a variety of spatial and temporal scales or levels. These are
often interdependent as different spatial levels often imply different time frames. Decision
support on a larger scale (e.g. an agroecological zone) may imply greater system complexity
though this will depend on the number of organisational levels that contribute to the
problem.Decision making based on a systems approach needs to consider the interaction
between the many sub-systems that make up the whole, in particular, agricultural, ecological,
and socio-economic systems (Dent & Thornton, 1988). Three examples of schemes for
classifying the hierarchies of levels within different sub-systems are presented in Table 3.1.
In practice, most DSSs tend to fall into one or other sub-system and are confined to one or,
at most, two levels.
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Table 3.1: Hierarchies of scales within ecological, agricultural and socio-economic
systems (Hess & Stephens, 1998).

Ecological System Agricultural System Socio-Economic System

Ecozone Ecozone Region

Basin District Community

Catchment Farm Village

Hillside Field Family

Patch Plant Individual

Temporal issues also influence the decision-making process. Whisler et al. (1986)
suggests that farmers make decisions in two general time frames - daily and annually. Daily
decisions might cover the amount and/or timing of agronomic operations such as irrigation,
herbicides, pesticides, fertilisers, or the timing of cultivation or harvest. These decisions tend
to be based on rules-of-thumb, custom, or opinion. Annual decisions include those such as
which variety or area to plant or which machinery to purchase.

Penning de Vries (1990) developed a broader temporal categorisation of on-farm
management decisions:

• Operational decisions - choices during a cropping season (e.g. irrigation dates, amount
of fertiliser, timing of insecticide spraying). Impact on crop: 1-25 days

• Tactical decisions - choices made once per season (e.g. crop species, date of sowing,
yield targets). Impact on crop: 5-50 weeks

• Strategic decisions - impacts over several seasons (e.g. machinery, field/infrastructure
improvement, education & training). Impact on crop: 0.5-10 years.

Although all types of decision (operational, tactical, and strategic) may be applied at any
spatial level, decisions taken at larger spatial scales (e.g. change in practices to counter the
effects of global warming) tend to be strategic in nature whilst farm level decisions are often
operational or tactical. Considering spatial and temporal scale provides a framework in
which to analyse the application of models. It also has implications in terms of costs and
benefits and the time scale over which impacts can be expected. The decision maker will
also be determined by the scale of the problem, regional strategic decisions are likely to be
taken by government policy makers who may have very different approaches to small scale
farmers. For the purposes of this review, decision types were divided between only
operational (action) and strategic (planning) since the inclusion of a tactical category was
considered to add unnecessary complexity.

3.1.2 Application

In his review of modelling, Hamilton (1991) concluded that decision making packages
must be judged by their performance in the market place, not so much in terms of profit, but
of impact on the development of agriculture. Despite considerable research suggesting that
models have potential to aid in decision making at a variety of levels (e.g. fertiliser use, pest
management, erosion control and water use, land use planning), a review of the literature
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suggests that little use has been made of crop models for practical decision making, either at
a farm or policy level (Seligman, 1990; Hamilton et al., 1991; Jones et al., 1993; Boote et
al., 1996; Bouman et al., 1996; Cox, 1996; Campbell, 1999; Newman et al., 2000). In
most cases, the potential of the DSS is expressed by the model developers or researchers
rather than the decision makers (farmers, planners, policy makers). Moreover, of the few
current on-farm applications of crop models for decision making, many are still heavily
supported by the research community (Boote et al., 1996).

In the following sections, we present some examples we found in the literature of models
developed to support decision making. The models are broadly grouped according to the
type of decisions they support (e.g. tactical or strategic) and then sub-grouped by
application. Not all the models mentioned show evidence of practical application. However,
where they show potential they have been included to support the discussion. The extent to
which a given model is discussed depends greatly on the amount of documentation available.
The review is by no means exhaustive, in term of models, but represents types of application
that stand out in the literature. Many of the examples come from developed countries, since
there is little evidence of DSS use in developing countries. However, these cases may
provide insight into the potential role of DSSs in LDCs.

3.2 Tools to support tactical decision making

Tactical decisions have a short time frame and relate to actions to be taken. They may be
made once during a season (e.g. when to plant) or on a day-to-day or week-by-week basis
(e.g. irrigation scheduling, when to apply fertiliser or the best dates of pest spraying). They
are most likely to occur at a farm level. Penning de Vries (1990) suggests that crop
modelling can best support tactical decisions by developing guidelines, rules, tables, and
maps. The following sections describe applications which the authors consider to be tactical.
Areas such as on-farm pest management and irrigation scheduling show the most evidence
of practical model application.

3.2.1 Pest Management

Teng & Savary (1992) define pest management as a set of activities in agricultural
production aimed at keeping pest populations or injury within economically and socially
acceptable loss levels. Crop models have been relatively successful in helping farmers to
decide when to spray their crops and how much pesticide to use. However, their
measurable adoption by farmers has still been low, when compared with the expectations of
those who developed them. Published information suggests that their use has been greater in
developed countries, where growers not only need to consider how to control pests but also
how pesticide applications fit in with health, safety, and environmental legislation. In
developing countries, computer based pest management is still a long way from realisation,
even in the more developed countries of Asia (Teng & Savary, 1992).

Simplified decision rules from pest-crop models and simplified pest models with economic
values assigned to their outputs have been used for managing sugar-beet leafspot (Shane et
al., 1985), sweet corn common rust (Teng, 1987), wheat diseases (Zadoks, 1981) and rice
blast (Surin et al., 1991). Detailed simulation models have been used to design strategies for
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insecticide use (Heong, 1990) and predict disease epidemics (Teng et al., 1978). However,
most of this work was within the context of research projects.

SIRATAC and EPIPRE are commonly cited examples of successfully applied operational
DSS, and have provided a benchmark against which other DSSs have been judged
(Hamilton et al., 1991; Cox, 1996; Sinclair & Seligman, 1996). Although both were
applied in developed countries, they may provide pointers as to the role that DSSs can play
in developing countries. Both are on-farm pest management systems used by farmers in the
developed world which share many features both in terms of design and application. Each
system required growers to pay for membership and to supply field observations to a central
processing centre, where simulations were used to provide growers with updated pest
management recommendations on a field by field basis.

SIRATAC was a dial up crop management system developed in Australia to assist cotton
growers in making good tactical decisions about the use of insecticides in irrigated cotton on
a day-to-day basis (Macadam et al., 1990). It was run by SIRATAC Ltd., a non profit
commercial company formed in 1981 to market the system to the cotton industry.
SIRATAC tried to reduce the risk associated with pesticide use by adopting the principles
of Integrated Pest Management. It consisted of several simulation models and a decision
model helping the grower decide whether or not to spray pesticide and which pesticide to
spray. The area managed using SIRATAC increased steadily during the early 1980s. In
1981-2 there was demand for a 10-fold expansion (Cox, 1996). However, by 1985 it had
reached a ceiling in adoption at 25% (by area) of the industry and its use declined after
1987 (Hamilton et al., 1991). In 1989, SIRATAC Ltd went into voluntary liquidation,
despite the fact that the area managed by SIRATAC was at a historical high, due to a
predicted declining market share and cash flow problems (Cox, 1996). They were replaced
by an informal user group (SUG) which continued the program for a few more seasons, but
by 1993 the group had ceased operation and the field support system was no longer
available. A moratorium on SIRATAC development meant that only minor changes were
made to the programme. Attempts to achieve similar functionality on a micro computer
failed.

The University of Western Sydney carried out an in depth participatory analysis of the
limited adoption of SIRATAC (Macadam et al., 1990) and found many of the reasons for
poor adoption were based on organisational issues rather than problems with the model
itself:

The important themes that emerged from their survey were:

• Widely-held negative views against SIRATAC and SIRATAC Ltd held by non users.

• Many growers did not consider SIRATAC’s laudable but intangible benefits to be
worth paying for. They wanted to see tangible cost saving benefits.

• Many people based their opinions on hearsay, and did not really know what
SIRATAC was or what it could do.

• Many felt that they were often overriding the system and so abandoned it. They felt
uncomfortable with the recommendations of the system (e.g. expensive sprays when
cheaper ones would do, not enough spraying - they felt it may put crops at risk).
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• Practical limitations, no office or computer or reliable telephone service.

• Growers felt threatened - they saw it as a man versus machine issue and felt that their
own experience and knowledge was being undervalued.

EPIPRE (EPIdemic PREvention) was developed between 1977 and 1981 as a system
for supervised control of diseases and pests in winter wheat. The EPIPRE project was an
experiment in modern extension. It was considered as a development rather than a research
project since it did not strive for new knowledge but rather the application of existing
knowledge from areas of crop husbandry, phytopathology, entomology, and computer
science (Zadoks, 1981).

EPIPRE was intended to reduce the extent to which farmers had to rely on external
advice (e.g. from chemical companies). One strength of the system was that the farmers
were able to learn as they went along and were always aware of how the system worked.
Farmers were recruited from Wheat Study Clubs and tended to be advanced, eager, and
willing to learn. They were trained in recognition of disease symptoms. The participating
farmers carried out their own disease and pest monitoring and sent their field observations to
a central team who entered them on a daily basis into a computerised data bank. The system
produced recommendations for treatment optimising financial returns for crop protection.
There were three major decision options: ‘treat’; ‘don’t treat’; and ‘make another field
observation’. When the season was over, every farmer received a record of his actions and
the recommendations as well as a financial account of the crop protection activities. The
results were discussed with farmers in regional meetings. The farmers listened critically and
often expressed appreciation of their improved expertise. Eighty-five percent of farmers
participating in one year participated in the next. Complete adherence varied between 20-
80%. Partial adherence was far greater than full adherence (Zadoks, 1981).

In 1981, 6% of Dutch winter wheat was covered by the system (Rabbinge & Rijsdijk,
1983) saving on average £15 per hectare (Zadoks, 1981). EPIPRE was also implemented
in Switzerland and Belgium. In 1982, the system was introduced on an experimental basis in
England, Sweden and France (Rabbinge & Rijsdijk, 1983). In Belgium the system functions
under the auspices of the National Soil Service, and in 1992, EPIPRE was used to advise
on disease control in 500 fields in Belgium and North France (Smeets et al., 1992). The
research in Sweden (from 1982-1985) found that although EPIPRE was an interesting and
useful system, it would require alteration if it were to be introduced to farmers for routine
use. There was a need to incorporate meteorological parameters into the model and adjust
the plant growth model to suit Swedish conditions as the model was still recommending
unnecessary spraying. This extra work was considered to be worthwhile (Djurle, 1988).

Experience in Switzerland found that EPIPRE-treated fields yielded 3% less than
traditionally treated fields (0.5% with corrected gross return) but that farmers were able to
reduce the spray frequency by 20-100%. The conclusion was that although the farmers did
not make more profit, the new practice was ecologically beneficial and helped to reduce
selection pressure for pesticide resistance (Forrer, 1988), which can have disastrous results
(Zadoks, 1981). In 1981, if all Dutch winter wheat had been treated with the EPIPRE
recommendations it would have reduced the pollution load by 12 metric tons (Zadoks,
1981).
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In both cases, there was an initial steady increase in membership, which resulted in an
improvement in pest management. However, both organisations then experienced a decline
in membership as the growers felt that they had learned what the model would predict, and
therefore did not need them any more (Sinclair & Seligman, 1996). Both models were a
success in that they contributed to an improved level of pest management by developing
farmers’ understanding and by helping them to interpret their own field observations more
effectively.

Our requests for information from the AGMODELS listserver (an Internet discussion
group concerned with agricultural models at agmodels-l@unl.edu) revealed some
undocumented examples of models used to help decision-making. For example, Growth
Stage Consulting Inc. has been using growing degree-days models to predict crop
development ‘for many years’. It uses these models to help farmers to control weeds by
applying chemicals at the right crop stages. The company has expanded the crop model
application from providing services with fax reports to an internet service. Users, including
agriculture retailers, farmers, researchers, and educators can log on the site at
http://www.growthstage.com to obtain the services. These are currently limited to the USA
and Canada due to local weather data resources (Dr Meng Xu, pers. comm.).

Another example, though one which does not strictly fall within the remit of this review, is
WORMBASE, a system developed by a team at Imperial College London, for army worm
forecasting in East Africa. This system has been installed in Kenya and Tanzania and is
currently being used for operational purposes (Jonathan Knight, Geoffrey Norton, pers.
comm.). In neither of these two examples did the correspondents indicate the scale of
uptake or impact.

Knight (1997) suggests that DSSs have a great potential role in the transfer of new
information from researchers, investigating Integrated Pest Management and ways to reduce
the negative environmental impact of pest control, to farmers. He claims that this transfer is
currently weak due to the great volume of information being produced. DSSs would be one
way to integrate the many important new research outputs. Doyle (1997) supports this view,
and recommends that, in the case of biological and genetic control, modelling the
consequences of interventions is imperative, given some of the potential risks.

3.2.2 Irrigation scheduling

Irrigation scheduling is the process used by the irrigator to decide when to irrigate the
crops and how much water to apply. It is a means of optimising agricultural production while
conserving water (Hofwegen, 1996). Criteria for irrigation scheduling can be established by
several approaches based on soil water measurements, soil water balance estimates and
plant stress indicators in combination with simple rules or sophisticated models (Itier, 1996).
Cabelguenne (1996) claims that there are at least 140 models based on the use of
Doorenbos & Kassam’s (1979) water production functions, but that such models are
unable to forecast correctly the effect of water constraint on the growth of the plant since
they take no account of dynamic functions. Mechanistic agronomic models such as CERES–
Maize (Jones & Kiniry, 1986), EPIC (Williams et al., 1984), and CROPSYST (Stockle et
al., 1994), however, are able to simulate the effect of water depletion during the growth
cycle. They can therefore be effective tools for forecasting the water content of the soil and
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crop response (Cabelguenne, 1996). Examples of model use for irrigation scheduling can be
found in both developed and developing countries. In developing countries, however, such
systems have mostly been applied in a commercial context, whilst in developed countries
they have been used by individual farmers. The following paragraphs give some examples of
this application of models in developing and developed countries.

McGlinchey (1995) describes a pilot irrigation scheduling project established in Northern
Zululand on a commercial estate. Meteorological variables were measured with an
Automatic Weather Station (AWS), and the data transmitted electronically to the
experimental station every week. A model was used to estimate the soil water content on a
daily basis. A report on the current soil water status was then generated and advice on when
next to irrigate was sent to the irrigator.

Also in South Africa, the PUTU model (de Jager et al., 1983) has been used for
irrigation scheduling of many crops. It is used mainly by consultants to provide advice to
farmers. Much work has been done on the model to make it user friendly (A. Singels, pers.
comm.). The IRRICANE model (now called CANESIM and partly derived from the
CANEGRO model present in DSSAT) is also used for irrigation scheduling (Singels et al.,
1998) and as a general tool to assist in the agronomic management of sugarcane (Singels et
al., 2000).

At a more strategic scale, CROPWAT, a model for estimating crop water requirements,
was used by the FAO to develop irrigation guidelines (Penning de Vries, 1990). The
CROPWAT approach has been used widely by consultants and others designing new
irrigation schemes or introducing new crops that require irrigation. It has recently been
modified to use the Penman-Monteith estimate of evapotranspiration, as the original
algorithm tended to overestimate crop water use by about 10-15%. Similar irrigation
planning approaches have been used elsewhere. For example, in India a crop/soil model
was used to prepare irrigation calendars for cabbage, onion, tomato, maize, greengram and
mustard (Panigrahi & Behara, 1998).

In Denmark, irrigation scheduling had been based on local experience and rule of thumb,
but these proved inadequate to deal with the increased complexity of water management. A
PC-based DSS (MARKVAND) was developed in response to a need to find more
efficient forms of irrigation in Denmark due to increasing water demands in different sectors
of society (Plauborg & Heidmann, 1996). It is being used to give daily information on the
timing, amount, and economic net return of irrigation for a wide group of agricultural crops.
The model includes conceptual and empirical sub models for crop development, water
balance and crop yield. About 100 copies of the system had been sold in 1996 and it was
being used by at least 200 farmers.

Similarly in the UK, Irrigation Management Services (IMS) (Hess, 1990; Hess, 1996)
provided a consultancy service that gave farmers weekly advice on which fields to irrigate,
when and how based on the results of computer simulation. IMS employs a simple water
balance model with crop evapotranspiration estimated on the basis of soil, crop and weather
factors. It was used between 1984 and 1989 to provide an irrigation scheduling service to
farmers and growers in eastern England in conjunction with in-field monitoring of soil water
and crop cover (Hess, 1996). When the service began in 1984, it operated on a bureau
basis with communication by phone combined with farm visits. Farmers saw this personal
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touch as beneficial, since it gave them confidence in the service and enabled them to discuss
broader issues with the advisor. The idea was that farmers should feel free to ring and ask
for advice at any time without having to wait for advice sent by mail. By 1990, the use of
micro computers had become more common and farmers began to demand the scheduling
packages themselves as this was greatly cheaper than paying for a consultancy service
(Hess, 1996). In time, some farmers eventually felt experienced enough in estimating when
to irrigate that they no longer needed to use the model. The IMS programme was also
integrated into a whole farm scheduling system (Upcraft et al. 1989, cited by Hess, 1996) to
produce optimum schedules considering the constraints imposed by equipment, labour and
water availability. However this has not yet been developed into a format suitable for use
on-farm.

Despite the technological advancements in irrigation scheduling, most irrigators do not use
the real time procedures that have been developed by scientists. However, if irrigation is to
undergo an increase in efficiency, made necessary by the increase in water demands from all
sectors of society, such tools must be adopted (Tollefson, 1996). The challenge to
researchers is to develop economically viable technology that is readily adaptable to
producers in rural society. This requires more interactive communication between
researchers, extension staff, and farmers for improving the transferability and applicability of
irrigation scheduling techniques (Tollefson, 1996). In practice, these tools may not be taken
seriously by farmers until the cost or availability of water forces them to regard water
conservation as a top priority. The other external driver that might achieve the same result, at
least in theory, is if a formal irrigation scheduling system is required before an abstraction
licence is granted.

3.2.3 Optimising fertiliser application

Estimating the nitrogen requirement of crops has long posed a problem to farmers and
their advisers since it varies widely depending on the amount and type of organic matter in
the soil, the temperature of the previous season, the amount of rainfall, and the type of crop
to be grown. In many countries world-wide, fertiliser recommendations are based on results
from experiments carried out over a number of seasons at research stations. We were not
able to identify any examples of fertiliser DSSs being applied in developing countries other
than in estate agriculture. However, within Europe there are numerous examples that
illustrate how these systems might potentially be applied.

In the UK, results from many fertiliser trials have been synthesised by the Ministry of
Agriculture, Fisheries and Food (MAFF) and are published as recommendations based on
an index system that takes prior land use into account (MAFF, 1983). There are now a
number of DSSs that aim to provide more precise advice on the application of inorganic
fertiliser and organic manure to farmers in the UK. The most commonly used are
FERTIPLAN, MANNER, N-CYCLE, PrecisioN Plan, EMA, SUNDIAL-FRS and
WELL-N (Falloon et al., 1999).

These fertiliser recommendation systems (FRS) estimate crop N requirement, either at an
average economically-optimum yield or at the yield specified by the user. The supply of N to
the soil, inputs from soil amendments, and losses from the system are then calculated,
allowing an estimate of the optimum fertiliser application rate. Only SUNDIAL-FRS and
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WELL-N are based on dynamic crop models, incorporating a full response to changing
environmental conditions (Falloon et al., 1999).

Dailey (pers. comm.) suggests that SUNDIAL, although as yet used only in the UK,
could be applied to other parts of the world. Currently it is being tested by around 100 UK
farmers and consultants, and will be generally available in 2001. Dailey’s view is that
although the responses of yield to nitrogen application rates are sometimes fairly flat,
leaching and water stress can occur over relatively short time spans, allowing a dynamic
model to provide information that an index approach cannot.

Metherell et al. (1997) developed a DSS for the evaluation of P and S fertiliser strategies
to assist farm consultants and their clients in determining pastoral agriculture fertiliser
policies. Animal production responses to fertilisers were estimated from relationships
between soil P and S status, fertiliser inputs, pasture relative yields, and stocking rates. The
model automatically calculates maintenance and economically optimum fertiliser strategies.
The user can also enter their own scenarios and evaluate them.

There are no DSSs that cover all crop types or all of the forms of organic waste as well
as inorganic fertilisers. Falloon (1999) suggests that a fully comprehensive FRS needs to be
capable of making recommendations for the application of organic and inorganic fertilisers to
a wide range of crops and agricultural systems. However, the needs may vary depending on
the user and more restricted DSSs may well be adequate for simple arable farming systems.

For example, in South Africa, SASEX (South African Sugar Association Experiment
Station) used a model called KYNO CANE to make fertiliser recommendations for
sugarcane with a view to achieving maximum probable yields. The model has been adapted
to quantify the risks of under- and over-fertilising in monetary terms, an issue which most
models previously overlooked. It also aids in the correct choice of fertiliser carrier (Prins et
al., 1997). It is not clear from the literature as to what extent the recommendations made
using this system are taken up by the sugar farmers.

3.2.4 Multiple decision support

Even more sophisticated DSSs have been developed that provide support on more than
one aspect of crop management. The GOSSYM /COMAX expert system, operated in the
USA, has been cited as a successful application of a cropping model for advising growers
on the application of nitrogen, irrigation, and growth regulators (Boote et al., 1996;
Newman et al., 2000). COMAX was designed by the agricultural research service of the
USDA and operates by hypothesising and testing. It hypothesises a scenario for fertilising
and irrigation and then tests the impact by running GOSSYM with the hypothesised values.
COMAX was designed to run at farm level on a PC-type computer. It begins by
hypothesising a management strategy for the grower, but as the season progresses, the
hypothesised data for weather variables, irrigation, and fertilisation are replaced with actual
values, with the optimum management strategy being recomputed each day based on the
updated information (Whisler et al., 1986).

Pilot testing of GOSSYM/COMAX, as a tool for on farm management decisions related
to nitrogen fertiliser applications, irrigation scheduling and timing of harvest aid chemicals,
was undertaken with two farmers between 1984 and 1986 (Whisler et al., 1986). Positive
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feedback from both farmers led to the test being expanded to 19 locations in the mid-south
area in 1986. By 1987, there were approximately 70 locations involved across the cotton
belt from California to North Carolina with all 14 cotton growing states participating. In
1988, the pilot test program had expanded to 150-170 sites. The pilot test enabled the
validity and value of GOSSYM as a tool to be evaluated as well as the nature and
configuration of a technical support group required to make the system available to growers
across the Cotton Belt (McKinion et al., 1989). However, GOSSYM/COMAX, after an initial
period of success, met the same fate as SIRATAC and EPIPRE (Hoogenboom, pers.
comm.), with the number of users of the system in the US corn belt dropping from 400 to
100 over a 15 year period as the farmers learnt from the system (Whisler, pers. comm.).
However, in 1999, when there were unusual weather conditions with high temperatures and
low rainfall after a wet start, some farmers resorted to running old versions of the program.
Some farmers have preferred to continue using the model even after 15 years.

Newman et al. (2000) suggest that the success of GOSSYM/COMAX was probably
largely based on the extensive period of farm testing. But as Boote et al. (1996) point out, the
development of GOSSYM/COMAX was heavily subsidised by the research community.
The soybean counterpart, GLYCIM/COMAX, is in more limited use as it has not been
released to the public. An attempt is underway to distribute the soybean version to
producers (Hodges, pers. comm.), but will depend on technical support being available to
program users.

In Western Australia, TACT DSS was developed in consultation with wheat farmers in
the Mediterranean wheat growing region. The system can be used to support decisions
made at the start of the season and provides information about changes in the yield
distribution given seasonal conditions to date (Abrecht et al., 1996).

In another example, Wafula (1995) outlines the use of CMKEN, a locally adapted
version of CERES maize, for a variety of applications in the Machakos district of Kenya
(see also Section 2.3.5). Simulations, using 32 years of weather data, were used to establish
the probabilities of outcomes for combinations of different management variables. Wafula
suggested that the model could provide information which can help farmers make choices
that are compatible with their socio-economic situation. He believed that it might be
successful in helping to improve crop yields for resource-poor farmers where traditional
agricultural research had failed. The simulation provided information on optimum sowing
dates, varietal selection, and use of N fertiliser. In the case of sowing dates, the model
output supported the message that was already being given by extension workers (early
cropping reduces the risk of crop failure) but that had, until then, had no quantitative
support. The model also demonstrated that the suggested practice of high density cropping
could have a negative effect where there were N limitations (Keating et al., 1993), and thus
highlighted the need for moderate fertiliser application. However, many of the resource-poor
farmers were unable to apply fertiliser due to the financial cost. Although CMKEN is
reported in a very positive light, it is unclear the extent to which the research findings are
actually being used in the support of on-farm decision-making.
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3.2.5 Deciding whether to implement emergency relief

To assist Albania with an unexpected shortfall in the size of its 1991-92 winter wheat
harvest, the U.S. Agency for International Development (USAID) wanted to determine to
what extent wheat imports might be offset with emergency nitrogen fertiliser imports.
IBSNAT was approached by USAID to use their DSSAT models to provide a rapid
appraisal of the benefits that could be derived from nitrogen fertiliser imports (Bowen &
Papajorgji, 1992). Albanian scientists provided weather and soils data which was then used
to run the CERES-Wheat model to test the effect of a single N top-dressing applied at
different times during the spring. USAID was then able to use these results to evaluate the
potential benefit of imported N at the importance of timing applications. They decided that it
was worth it, but unfortunately the time delay in finding an available ship and the transport
time meant that the fertiliser arrived in the country too late. Nevertheless, it marked the
beginning of a substantial aid package to Albania for improving fertiliser markets and
availability in the country (Bowen, pers. comm.).

3.3 Tools to support strategic decision making

Strategic decisions relate to the formulation of long term policies or plans, either at farm,
regional, or national level. A perceived strength of models is that they can be used to
provide information to support decisions especially in times of change when existing
experience is no longer applicable or when new opportunities arise. The strength of
modelling, in this context, is that impacts over a longer time frame can be simulated taking
into account many complex factors in a way that would not be possible using conventional
approaches. Models can be used to evaluate the longer-term implications of different
agricultural practices or policies. By providing an estimate of the potential impacts of
different options, outputs from model-based research can also provide a basis for decision
making. In many cases, however, models are described in the literature in terms of their
successful application by researchers, but the use of this information to support decision-
making in practice is seldom mentioned. There are, therefore, some overlaps between the
applications reported here and those in the previous chapter on the use of models as tools in
research.

3.3.1 Land use planning

Land-use decisions have to be made at all levels of the agriculture sector. Governments
must know what policy instruments will bring about particular patterns of land use. For
example, what would be the effect of making cheap credit available for agricultural inputs?
At the farm level, land-use decisions must be taken to satisfy household criteria and goals
such as income security and whether basic nutritional requirements can be satisfied while
reducing risk, generating certain levels of cash, or maximising returns to capital investment
(Thornton & Jones, 1997). In terms of decision support for land use planning,
agroecological zoning and land evaluation are also important steps in determining the
agricultural potential of a region.

Reiterating the point made in Section 2.6, land evaluation is designed ‘… to guide
decisions on land use in such a way that the resources of the environment are put to the most
beneficial use for man, whilst at the same time conserving those resources for the future’
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(FAO, 1976). Agricultural problems of over production in Western Europe and the United
States pose quite different problems from those prevailing in many developing countries;
where there is a desperate need to match food production with population growth.
According to Beinroth et al. (1998), long term sustainable development requires that we
find effective ways to assess the potential of land-use patterns and predict impacts and
performance under different policy or management options. Moreover, in developing
countries, there is a particular need to identify data and tools for efficient, objective, and
comprehensible regional land-use planning to support multi-party negotiation and consensus
building where there are potential natural resource conflicts. These methods should take into
account basic information on soils, topography, climate, vegetation, as well as socio-
economic variables such as relation to markets, skill of land-users, level of social and
economic development, etc. This section outlines some of the attempts that have been made
to use models in these areas.

Crop models have been used in agroecological zoning in order to provide information on
the potential for the introduction of new crops or cropping practices at a regional level.
Jones & O’Toole (1987) used the ALMANAC crop growth model to illustrate how such
models could be used to meet some of the objectives of agroecological characterisation
such as matching technology with resources, and describing the impact of climate variability
on crop yields. Angus (1989) analysed the long-term mean agro-environment of the
Philippines to estimate opportunities for multiple cropping of rain-fed rice using the
POLYCROP model. Aggarwal & Penning de Vries (1989) used a simulation model to
characterise agroclimatic zones in south-east Asia in terms of production potential for wheat,
a non-traditional crop for the region and to identify regions that could be more productive in
irrigated and/or rain-fed conditions. Aggarwal (1993) used WTGROWS, a model based on
the Dutch MACROS model, and a GIS to determine productivity of wheat at different
locations in India as determined by climate and water availability. Penning de Vries (1990)
describes how a model was used to evaluate the suitability of soybean in the Philippines,
where it is a new crop. The yield was simulated for rain-fed and irrigated, upland and
lowland sites over 20 years, and costs and benefits were analysed to give potential net
profit.

In a study aimed at providing information to support policy decisions in Malawi, CERES-
Maize was used to predict yields in two contrasting locations in the central region of Malawi.
A regional analysis using the model linked with spatial databases showed variability in maize
yields to be attributable to a combination of soil and weather effects. Nitrate leaching
potential at the regional level was also shown (Thornton & Jones, 1997).

In another application, the International Potato Centre (CIP) used the LINTUL (Light
INterception and UTILisation) model for the agroecological characterisation of global
potato production to help target research at production problems in those regions were
potato cultivation is most promising. In 1995, it was used by Penning de Vries et al. (1995)
in a world food study in which potential and water limited food production was estimated for
the year 2040 for 15 major regions of the world. Similarly, Lal et al. (1993) used the
BEANGRO model to carry out a regional productivity analysis of beans for three sites in
western Puerto Rico. The analysis indicated that optimum cultivar selection, planting date,
and irrigation strategy varied from one site to another. In this, as in the majority of examples
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reviewed, there has been little or no attempt to assess the uptake and impact of this
information.

In some cases, crop models and GIS have been combined to assess the agricultural
potential of a given region or to consider the impact of different options. The use of AEGIS
for assessing the agricultural potential of land previously used for sugar cane production in
Puerto Rico (Beinroth et al., 1998) has already been discussed in Section 2.6. The results
showed that tomato double-cropped with a cereal would increase profits for land use and
would probably decrease risks of erosion and nitrogen leaching, compared with a number of
alternative cropping systems (Hansen et al., 1998). However, it is unclear as to the extent to
which socio-economic factors were considered in this conclusion. Moreover, there is no
mention of the involvement of local planners in the work nor of whether it had any impact on
agricultural practice.

Stoorvogel (1995) proposes the integration of different models and tools as an effective
way to analyse different land-use scenarios and thus inform agricultural policies and
economic incentives for sustainable agricultural production. He suggests that the limitations in
one model can be compensated for by others, making this an ideal methodology for multi
disciplinary research and the integration of socio-economic and agroecological data. The
method was tested by analysing different land use scenarios for the Neguev settlement in the
tropical lowlands of Costa Rica. Crop growth simulation models and expert systems were
used for the description of alternative land-use systems. This was linked to a GIS with land
use being optimised using a linear programming model. The simulation was used to look at
the effects of (a) changes in capital availability, (b) restrictions on biocide use, (c) effect of
nutrient depletion on farm income, although Stoorvogel claims that an infinite number of
scenarios could have been analysed.

3.3.2 Planning for climate change

Recently, due to concern over the potential impacts of the build up of greenhouse gases in
the atmosphere, the issue of climate change has moved to the forefront of the global
scientific agenda. Simulation models are the only way that the impacts of a variety of
potential scenarios can be explored. Such simulations can be used to investigate the effect
that climate change will have on agriculture. By considering alternative scenarios, decision
makers or planners are in a better position to plan future strategies based on the most likely
outcome. This may be extremely important to planners in the developing countries which will
most vulnerable to the effects of global warming.

Some examples of the use of crop models in this area have already been discussed in
Section 2.7. The following cases are some further examples which have all involved the use
of the DSSAT suite of crop models, which have gained widespread acceptance amongst the
research community. The outputs do provide information that could potentially support
decisions on agricultural strategy. However, there is no mention as to whether the results
have been used in policy consideration or whether they are merely of scientific interest.

• In Bulgaria, climate vulnerability assessments for agronomic systems have been
initiated (Alexandrov, 1997). DSSAT version 2.1 was used to predict that an
increase of between 5 and 10 °C would lead to a decrease in the yield of maize and
winter wheat.
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• In the Philippines, DSSAT was used in combination with results from four general
circulation models (GCMs) to assess the impact of climate change on rice and maize
crops (Buan et al., 1996). The results showed both increase and decrease in rice
yields according to the variety, whilst maize yields consistently decreased. This was
partly due to increased flooding that would be brought about by an increase of 10%
in rainfall. The model was unable to simulate the affects of high winds that would
result from typhoons.

• In Java, Indonesia, there is concern that rice self sufficiency, maintained since 1984,
may be threatened by climate change. Three models, including DSSAT, were used
to simulate climate change so as to aid policy makers in planning for the effects of
recurring droughts and other possible changes. The simulations suggested that
changes from 2010 to 2050 could drastically reduce rice yields because of an
increased incidence of drought (Amien et al., 1996).

• In Argentina, DSSAT was used to evaluate the potential impact of climate change
on the productivity of maize, soybean and wheat, three crops making major
contributions to the national economy. According to the results, a generalised
increase in soybean and decrease in maize would occur. Regional impacts were
varied for wheat, which was likely to increase in the west and east but decrease in
the north (Magrin et al., 1997).

• A combination model (CERES-Rice coupled with BLASTSIM) was used in
conjunction with weather generators from DSSAT to study the effects of global
climate change on rice leaf blast epidemics in five Asian countries. The simulation
allowed for analysis of distribution of the disease and estimated yield losses over a
30-year period. The simulated climate change had a significant effect on disease
development, although this varied according to the agroecological zone (Luo et al.,
1995).

3.3.3 Crop forecasting

Crop forecasting operates on a much shorter time-scale than that used to predict the
effects of climate change on crop production or disease incidence. Large area yield
forecasting prior to harvest is of interest to government agencies, commodity firms, and
producers. Crop forecasting can provide an important tool for agricultural planning in both
developed and developing countries. Crop forecasting packages have many potential
benefits. They enable policy makers to plan for food security and determine import/export
plans and prices, and they enable farmers to plan their marketing strategies and provide a
basis on which to make decisions about crop management practices such as fertiliser top
dressing, irrigation and fertiliser application (Horie et al., 1992). The decision-making
capacity of farmers and resource planners would be improved if they had some means of
quantifying risk associated with particular strategies (Bannayan & Crout, 1999). So far, the
most widely-used methods for operational yield forecasting are based on empirical,
statistical or sampling techniques. An evaluation of the relative advantages and disadvantages
of different systems however, shows that a combination of remote sensing and crop
modelling provides the most effective method available (Horie et al., 1992).

Some such packages are still being developed but appear to have potential. For example,
Bannayan (1999) used the SUCROS model to experiment with real time yield forecasting of
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winter wheat in the UK. The results showed that the model was able to forecast final
biomass and grain yield with less than 10% error.

In developing countries, there is potential for developing early-warning systems using crop
forecasting methodology. Early warning of a poor harvest in highly variable environments
can allow policy makers the time they need to take appropriate action to ensure food
security in vulnerable areas. Thornton et al. (1997) describes how the CERES-Millet model
was used in conjunction with a GIS and remote sensing to estimate millet production in
contrasting seasons for thirty provinces of Burkina Faso. They found that provincial yields
simulated halfway through the growing season were generally within 15% of their final
values. They considered the methodology to have considerable potential for providing timely
estimates of regional production of the major food crops in sub-Saharan Africa. However,
as far as we know, no operational early warning system has so far been produced.

A methodology was developed using the CERES-Maize model to assess drought impacts
on maize at an early stage in the season. The index was intended to provide an objective
measure that policy makers could use to declare areas as drought-stricken and then
implement subsidy schemes on a fair basis (Pisani, 1987). Although the results proved
positive, there is no mention of implementation.

An attempt was made by Abawi (1993) to use long-range weather forecasts based on
the Southern Oscillation Index (SOI) linked to a crop harvesting model to predict long-term
risks associated with earlier harvesting of wheat in Australia. Since long-range weather
forecasts are generally not reliable, Horie (1992) suggests that the ideal crop forecast
system should accurately assess current crop status and predict future status and yield under
the ‘most probable’ weather The most probable weather may be ‘normal’ climate in given
location with allowances for some deviations. An example of such a model is the SIMRIW
dynamic crop-weather model combined with a weather information system. Horie (1992)
used this model in Japan and predicted that such models would have an increasingly
important role in regional rice yield forecasting in that country. However, successful
implementation of the model relied upon the fact that, in Japan, meteorological data such as
air temperature, sunshine hours, precipitation, and wind-speed had been recorded in 860
sites since 1974. Few, if any, such intensive networks of meteorological stations are
available in developing countries.

In Europe, many attempts have been used to use models to forecast yields. For example,
the MARS (Monitoring Agriculture with Remote Sensing) project involved the use of crop
models for long term yield predictions in Europe. WOFOST, a general purpose crop
simulation model, was integrated with a GIS to produce a crop growth monitoring system
for operational yield forecasting in the EU (Bouman et al., 1996). However, according to
Taylor (pers. comm.), remote sensing techniques and simpler regression models provide an
alternative methodology that can be equally effective to the use of agrometeorology models.
In the 1990s, WOFOST was also used as part of the policy study ‘Ground for Choices’ to
explore regional yield potentials in the EU under different management intensities. The
process involved optimising land use and production systems under four contrasting
economic scenarios, and is discussed in more detail in Section 2.6.
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Seligman (1990) states however, that crop models have had poor results as yield
predictors, and, despite much research, the more advanced versions of such models are not
yet being implemented for commercial use.

3.3.4 Irrigation planning

Water for agriculture is coming under increasing pressure from alternative industrial and
domestic end-users, so an understanding of the likely future demand for water is needed to
develop strategies for water management. Planning for long term irrigation needs is of great
importance in areas of water shortage, where water supply is a potential cause of conflict
and trade-offs must be considered between different potential uses and users.

Knox et al. (1997) calculated the annual irrigation needs for England and Wales using the
Irrigation Water Requirements (IWR) model, developed at Cranfield University (Hess,
1996), to help the Environment Agency in their long term water management strategies. The
IWR model estimates the daily soil water balance for a selected crop and soil type. For
each year of the available weather records, the model outputs data on the crop water use,
any irrigation applied, and the proportional yield loss due to any water stress. The same
approach could easily be applied in developing countries (Knox, pers. comm.). Similarly,
Hook (1994) used the CERES Maize, SOYGRO and CROPGRO models, in combination
with water use models, to predict yield and irrigation demand in Georgia (USA) for drought
years using data from the 15 driest years on record. The demand was assessed relative to
the mix of crops grown in the region. This has potential in regions where water resources are
limited, making it important to plan the permitted area of irrigated crops and water demand
for droughty years. It can be used for strategic planning for irrigation water withdrawals at a
regional or watershed level.

Models have also been designed to deal with the question of irrigation management at a
farm level, helping farmers and their advisors to link the strategic and tactical aspects of on-
farm water management. For example, as already mentioned in Section 2.3.4, MacRobert
et al. (1998) describe the development in Zimbabwe of an interactive version of CERES-
Wheat which searches for the optimum intra-seasonal irrigation regime to maximise the total
gross margin for a particular soil, cultural and weather scenario, within the constraints of land
and water availability. This optimum regime can then be used by the farmer to plan irrigation
management strategies. They illustrate the use of the package by evaluating deficit irrigation
techniques which aim to maximise the gross margins (per unit of water rather than land) in
large scale farms in Zimbabwe, where land resources exceed irrigation water resources.

Passioura (1996) gives an example of the strategic use of the OZCOT cotton model
which has been calibrated for a given restricted irrigation area, and can be used to decide
what area of cotton should be grown in dry years when irrigation water is restricted. For
example, if only half of the water supply is available, the model can give advice on whether it
is better to grow, say, only half the normal area of cotton at normal irrigation, or to grow the
normal area at half the level of irrigation (Dudley & Hearn, 1993).

LORA is a decision support system developed in France to help farmers and their
advisors develop a cropping plan for both the irrigated and non-irrigated areas of their farm.
The model considers which crops should be irrigated and what their water requirements are.
The objective is to obtain the best economic return taking into account the risks due to
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climate variability and uncertainty regarding production prices. The model produces an
irrigation schedule for each crop and a management choice for each climate scenario. The
user can also test his own irrigated and non-irrigated cropping plan which the model then
evaluates over all climate scenarios and seeks optimal management methods. LORA has
been available in France since 1990, and has been modified to take into account changes in
the CAP. It is used in three areas:

• Direct help in decision making for farmers via their advisors
• Study of irrigated systems at a regional level
• Training in water management at a farm level for advisors (Deunier et al., 1996).

3.3.5 Assessing the benefit of proposed new technologies

Since farmers in developing countries tend to be risk adverse, they may be unwilling to
adopt new more sustainable practices when they are uncertain of the resulting benefits.
Moreover, field data on the impacts of new practices or technologies may give misleading
results if the long-term variation of factors, such as weather, are not taken into account.
Modelling proposed changes to the system provides a longer term view of the potential
affects of new practices and enables the user to see the probability of the outputs from field
experiments being representative in the long term.

Soil and water conservation practices provide a typical example of proposed measures
for increased sustainability that are potentially risky for farmers, since they often require high
levels of investment in the short term, but provide long term uncertain benefits. The examples
below, some of which have already been discussed in Chapter 2, show how models can be
used to help farmers justify the adoption of new or improved technologies by enabling them
to identify the probability of positive yield responses and how they can help to validate the
results of field research. It is however, interesting to note that there is little mention as to
whether the outputs of this research have been shared either with farmers or extension
workers.

Stephens & Hess (1999) used the PARCH model to assess the long term benefits of
runoff control or water-harvesting techniques on maize yield in the Machakos district of
Kenya. Using the model with weather data for 30 years enabled the relative effect of
different levels of water conservation to be evaluated in terms of their likelihood of success.
The results highlighted the pitfalls of traditional experimental approaches in areas with highly
variable rainfall. In another study, Freebairn (1991) used the PERFECT model to compare
a farming system using contour banks, stubble mulching, storage of runoff water for later use
on one hand, with a system using bare fallow and no conservation structures in terms of the
effect on mean annual runoff, sediment loss, and wheat yield, on the other. In this study,
runoff and sediment loss were greatly reduced, and wheat yield was increased by 14%.
Similarly, the EPIC model has been used to evaluate erosion consequences of cropping
practices and tillage (Williams et al., 1984).

Modelling can also help decision-making on the optimum design of soil water
conservation practices. For example, Stroosnijder & Kiepe (1997) used the DUET model
to evaluate various types and frequencies of conservation tillage, aimed at better infiltration
of water into the soil, on the growth of millet in the Sahel. They also used a model called
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SHIELD to determine optimum row spacing in contour hedgerows. However, it is not
reported if the results from this work were disseminated to the farmers.

3.3.6 Planning optimum farm management strategies in collaboration with
extension services and farmers

In the last ten years, there has been a realisation that models may have a useful role to
play in planning strategic farm management with extension workers and farmers. This
approach is relatively new, and is still being actively developed (Seligman, 1990). However
there are already a few examples of its application both in developing countries as part of
internationally-funded development projects and in a more commercial context in developed
countries.

Two examples come from Australia. As early as 1987, Kingwell & Pannell (cited in
Seligman, 1990) describe how the MIDAS model, which is based on simple biological
relationships, was being used experimentally for planning optimum farm management
strategies in collaboration with extension services. FARMSCAPE (Farmers Advisors and
Researchers Monitoring Simulation, Communication and Performance Evaluation) provides
a more recent example of the experimental use of a combination of hard and soft systems
methodologies to support farmers (McCown et al 1998, cited in Newman et al., 2000).
The FARMSCAPE approach, used for a dry land crop production management system,
was an alternative to traditional DSS since it combined simulation (hard system) with
participatory interactions with the farmers and advisors. It was hoped that the farmer would
gain the benefit of recommendations and also learn in the process. The simulator provided
the opportunity to compare options for the forthcoming season and was used by the farmer,
researcher and advisor as part of a discussion focused on farm planning. An evaluation of
the process showed that, when taken in context, the simulation helped participants to gain
insight into the way their production system functioned, and increased their experience in
tactical decision making (Newman et al., 2000).

In a developing country context, an example comes from the Hindu Kush Himalayas, in
which ten Asian countries participated in a project which used field scale modelling for
decision support in participatory watershed management. The project involved training and
workshops, and was so well received by the participants that China translated the manuals
into Chinese and set up its own training course (Rajan Muttiah, pers. comm.). A similar
process was described by Beinroth (1998), already discussed in Section 2.6, of using
AEGIS to assess the feasibility of small irrigation projects for watersheds in the Colombian
Andes as part of an interactive irrigation planning exercise. The model could be used to
explore tradeoffs between domestic water requirements, irrigation demand, and downstream
use, and be able to support the process of consensus building during community discussions
by enabling new positions to be simulated and evaluated in an iterative manner.

In Zimbabwe, the APSIM model is currently being applied in an Australian-funded ‘risk
management’ project to help farmers, policy makers, extension agents, and researchers
improve their understanding of the trade-offs between different crop and cropland
management strategies under scenarios of climatic risk (Grace, pers. comm.). APSIM was
chosen because of its ability to deal with complex interactions between climate, soil fertility,
and crop and residue management. Rather than focusing on an optimal strategy, the scenario
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analysis focused on practices that would be feasible and productive in a context where
farmers are managing multiple fields under tight labour and capital resource constraints. The
modelling aspect was important since it would not have been possible to undertake such
analysis either on farm or at a research station in a reasonable time frame. The project was
designed to open up new perspectives in a training setting. It demonstrated how simulation
models can help in thinking about the options open to resource-constrained smallholders
combined with dialogue with farmers and extension workers. The participants’ awareness of
model limitations was helpful since they were aware of the need to ‘reality check’ the
outputs of the models, and to consider in particular the implications of constraints not
captured in the models. Although there were deficiencies in terms of modelling household
constraints, the study was able to highlight the challenges faced by smallholders when
investing in fertiliser inputs and it provided pointers for future on farm research directions.

3.4 Why has the uptake of Decision Support Systems been poor?

Although the preceding section provides a range of examples demonstrating the potential
applications of crop models for decision support, there is little concrete evidence of their
practical application beyond the research domain. Ideally, one would be able to use the
lessons from past successes and failures of DSS applications in order to define a realistic
and practical future role for models in this capacity. However, the limited documentation on
the subject makes it difficult to draw clear lessons from the cases reviewed.

The problem is not a lack of literature on models for decision support per se, but rather
the nature of this literature. Published work on the subject generally focuses on issues of
interest to the research world, such as descriptions of model development and validation.
This may be natural, since journal publications tend to be aimed at other researchers in the
field, and those who develop models may be primarily interested in whether the models
work technically. However, it means that failures tend to be overlooked, whilst applications
beyond the research world go unreported, since commercial enterprises and NGOs do not
often publish their work. As a result, there is very little information available on the practical
application of specific models, when compared to the wealth of literature on their
development and potential application.

This lack of published evidence of model application can either mean that crop models
are not being used for decision support, or that their use is not documented. However,
anecdotal evidence of model use by consultants around the world supports the view that
many cases of application are not reported since the simulation results belong to the clients.
For example, DSSAT models have been used by modelling consultants as tools to aid
decision making in South Africa (Abraham Singels, Hartkemp Dewi, & Andre du Toit, pers
comm.). The cases cited below all come from the Agricultural Research Centre –GCI who
used DSSAT in 1999 for decision making on a variety of projects. It is important to note
that the modelling work was carried out on behalf of the clients by the modelling
consultancy. The clients did not use the models themselves.

• DSSAT was used to simulate the production potential and risk of maize on two farms
for an organisation wishing to buy a commercial farm for small scale farming
development. The modelling helped them in deciding which farm to buy.
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• DSSAT was used for a fertiliser company to gauge the optimum level of nitrogen
application for a particular field.

• CERES-Maize was used in yield estimation for the Orange Free State Dept of
Agriculture. This data is one of the inputs of NCEC, the outputs of which are used in
FAO and SADAC early warning systems.

• A simulation study of the impact of climate change on South African Maize production.
This will be used as a basis by a mitigation team for planning to minimise the impact of
climate change.

• DSSAT was used to determine the maize potential and risk of rehabilitated soils for a
mining company who have bought land from farmers with the understanding at the end
of the open mine activities the land will return to farming activities. It will also help the
mining company monitor whether they are on target in restoring the original potential.

Although DSS is clearly being applied, the success of these systems is still under debate
(Abraham Singels, pers. comm.). It is difficult to ascertain whether these accounts represent
a large quantity of undocumented applications, or whether they are merely exceptions.

Despite the lack of detailed documentation on the specific application of crop models,
there is no shortage of review papers debating whether or not they are useful outside the
research domain (e.g. Passioura, 1973; Seligman, 1990; Hamilton et al., 1991; Philip,
1991; Bouman et al., 1996; Cox, 1996; Passioura, 1996; Sinclair & Seligman, 1996;
Newman et al., 2000). Their judgement on current applications is not positive. For
example, both Seligman (1990) and Bouman et al. (1996) consider that the performance of
crop models in farm management and decision support has been of particular
disappointment, since there are surprisingly few examples of successful applications despite
their wide use in research studies, and the fact that many of them have been specially
tailored for use by farmers or extension personnel. Interestingly, this problem is not unique to
the agricultural sector. For example, Seligman, (1990) quotes Shortliffe et al (1979):

‘A recurring observation as one reviews the literature of computer-based medical
decision making is that essentially none of the systems has been effectively utilised
outside of a research environment, even when its performance has shown to be
excellent’.

Our own literature review tends to support their finding that the practical application of
crop models for decision support has been poor in relation to the number of models
developed and their potential as claimed by their authors.

The few documented examples of practical applications come either from developed
countries, or from the commercial sector of developing countries. To date, the highest
recorded uptake has been of models aimed at improving on-farm tactical decision support
such as disease and pest control (e.g. SIRATAC and EPIPRE), and irrigation scheduling
and water management. Even here the examples are limited. In terms of strategic decisions,
there has been much investment in the use of models to predict impact of climate change or
to investigate more sustainable land management practices, however, it is unclear as to the
extent to which the outputs from this work have actually been used to support planning
decisions. Attempts to use models for the direct benefit of small-scale farmers and extension
workers in less developed countries still appear to be in their infancy.
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Problems with model implementation experienced in developed countries are likely to be
more prevalent in the developing world, where there is poor access to many of the
resources needed to maintain such systems (e.g. computers, data, well-trained staff etc).
Even in Australia, where much of the modelling research and development is based,
adoption has been low, with only 5% of Australian farmers in 1990 using decision support
systems (Hamilton et al., 1991). Bearing this in mind, it is unsurprising that application in
LDCs is poor. This may be due to the fact that computer-based decision-making is such a
new tool in developing countries that it is hardly used by policy makers, let alone farmers
(Rajan Muttiah, pers. comm.). However, Struif Bontkes (pers. comm.) claims that even 20
years of effort to introduce agricultural models as a tool to aid decision-making in West
Africa has not resulted in significant adoption.

Technology adoption is clearly a complex issue. There is often a wide range of constraints
to adoption, any one of which can prevent the uptake of models for decision support. These
may interact or reinforce each other so that the removal of one without considering the
others will not necessarily guarantee model application. These constraints occur at a variety
of levels and may be technical, intellectual, or operational in nature. In the following sections,
we discuss the major reasons for non-adoption of decision support systems which have
been mentioned in the literature and listserver survey; some of which are highlighted in Box
1. A fuller discussion of model limitations in general is in Chapter 6.

Box 1: Reasons for poor adoption of DSS models. Sources: Cox (1996), Newman et al.
(2000).

• Unclear definition of clients/end-users
• No end user input prior to or during the development of DSS
• DSS does not solve the problems that client is experiencing
• DSS does not match their decision making style
• Producers do not trust the output due to lack of understanding of the underlying theories of the

models utilised
• Producers see no reason to change current management practices
• DSS does not provide benefit over current decision making system.
• Limited computer ownership amongst producers
• Lack of field testing
• Cannot access the necessary data inputs
• Lack of technical support
• Lack of training

3.4.1 Model construction constraints

One of the main constraints to the use of DSSs is that the available models are not
perceived to be applicable to the problems experienced by the decision makers. In their
evaluation of the PARCH project, Stephens & Hess (1996) noted that in some cases the
target clients could see no relevant application for the model in their work. This problem is
not unique to PARCH. The reasons for such a perception are varied. In some cases, it may
be based on poor understanding of the relevance of models as DSS tools. Such a problem
can be overcome with a good training course. However, in other cases, low uptake may be
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based on more fundamental issues such as the fact that the model does not answer the
questions that interest the client.

3.4.1.1 Inappropriate focus on scientific issues

The problem of inappropriate focus is rooted in the model development process. It is
widely accepted that a major reason for poor model adoption in DSSs is linked to the undue
emphasis of many models on problems of a scientific rather than practical nature, resulting in
failure to address the problems that the decision makers are facing (Struif Bonkes, pers.
comm., Hilhorst & R.Manders, 1995; Cox, 1996; Knight, 1997). For example, many
models designed initially for research purposes, aim at accuracy in their representation of the
system, whilst farmers may be more interested in other factors such as satisfying a limited
time constraint or using only the minimal information required to reach decisions (Will
Coventry, pers. comm.)

An inappropriate focus on model research and development, rather than on finding the
best ways to solve those problems of interest and concern to the client, means that the
whole model development process is starting on the wrong foot (Cox, 1996). Instead of
focussing on the needs of the client, and whether DSS would be the most effective
intervention (for example, by asking how it compares with other ways of doing the same
thing), time and money are invested in finding applications for models that were not designed
with a specific client clearly defined. Indeed, market studies are often only carried out after
model has been developed when there is concern with poor adoption (Cox, 1996). This
mismatch between the scientific questions asked and the practical needs of the end-users
clearly reduces the chances of the model being practically useful. However, it is not an
insurmountable problem if those developing the models are willing to learn from their
mistakes. Doyle(1997)considers the issue in the case of pest control (Box 2).

Box 2: The mismatch between model enquiry and end user needs (from Doyle, 1997).

 “Although weed models have provided a framework for developing pest and weed control
strategies, models aimed at Integrated Crop Protection (with a few exceptions) have tended to direct
their attention to the scientific question of what rather than the practical question of how. Weed
management models have primarily addressed three questions:

• What is the relationship between the level of weed infestation and crop losses?
• What level of control is required to contain the infestation or totally eradicate the weed?
• What is the level of weed or pest infestation above which control measures are justified?

However, those interested in the practical implementation of Integrated Crop Protection need
answers to a different set of questions:

• How is it possible to promote the more selective use of herbicide, while ensuring economically
acceptable levels of weed control?

• How is it possible to minimise the environmental impacts of herbicides through the use of
biological and physical control techniques?

• How are the economic risks to growers of switching to non-chemical controls be minimised?

This ‘mismatch’ between the aspirations of the integrated crop protection programmes and the main
areas of model enquiry may mean that many of the outputs are not integrated into the farming sector ”.
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3.4.1.2 Not relevant to routine on farm decisions

Cox (1996) believes that the expectation that farmers could usefully exploit DSS
technology is seriously flawed because they rarely provide information on improving
performance in routine situations rather than the exception. Farm management is mostly
routine and major changes are seldom contemplated. If only major crises such as price
fluctuations or drought are likely to prompt change, then the farmer may not consider
resorting to technological support. Despite this view, there is, however, evidence of the use
of models having a profound impact on yields in the absence of any major crisis. Sugar cane
research in South Africa has shown huge responses to supplementary irrigation. Irrigation
scheduling has also been seen to have a drastic effect on crop yield. However, whilst
commercial interest in irrigation scheduling and crop yield prediction are high, it is unclear
how the benefits from this technology can be shared by the 47,000 small scale farmers in the
region (Singels, pers. comm.).

The issue of routine decisions is clearly less relevant to other groups, such as local
government staff and national policy makers, who may need to consider strategic issues of
land use planning, or changes in agricultural practice in the face of climate change, or other
environmental influences.

3.4.1.3 No clear advantages

Farmers need to see that computer systems have obvious advantages over other
decision-making methods which they have been using for years. In order to be of interest,
models must solve problems not readily solved by current rules of thumb (Hamilton et al.,
1991). Clearly, farmers do not need computer-based DSSs to make decisions. They may
help to make ‘better’ decisions, but farm decisions can and are made without them.
Moreover, there is little point using models to emulate farmer decision-making styles, since
the farmers already do this adequately. The strength of models is that they are able to deal
with complex interactions and produce precise results (Will Coventry, pers. comm.).
However, Cox (1996) suspects that the process models on which DSSs are based have
inadequate resolution to distinguish much of what interests practitioners. Anderson (1992),
on the other hand, suggests that model focus on accuracy is misplaced since in farm
planning, making an optimum decision does not greatly increase benefits and the costs of
making a sub-optimal decision are slight. This is not to suggest that inaccurate models are
desirable, but merely that there is little point pursuing the absolute optimum - as long as one
is reasonably close to the optimal region- since there are few benefits from refined
optimisation.

3.4.1.4 Questions are asked in the wrong way

Not all commentators share the view that models ask the wrong questions. The issue may
be more related to the decision-making style of the producers (Newman et al., 2000).
Hartkemp Dewi (pers. comm.) believes that existing models can usefully address the
problems that decision makers face, and that the problem is one of language rather than
content. He suggests that since models were initially designed by scientists to explore
possible innovations, ‘they do not talk the way that decision-makers do’. The fact that many
of them still look like research tools may be off-putting. However, he does not see this as an
insurmountable problem since a base model can be altered to fit the needs of the client. He
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cites the example of CROPGRO soybean and PCYield soybean (Welch et al., 1999),
which have entirely different interfaces but contain the same underlying model.

3.4.1.5 Failure to define target user group or client

If the system is not answering the right questions or not answering them in the correct
manner, then it is unlikely to be used. However, it is not possible to be sure that the right
questions are being asked if the needs of the client are not known. Newman et al. (2000)
suggest that because so many DSSs have been designed to answer scientific questions, the
beneficiary of the system is often unclear at the development stage. Failure to clearly define
the end-user can result in a system that does not meet the needs of any group. Definition of
the client is vital if the system is to be appropriate and usable. Different strategies will be
required depending on the social and technical development of the client group (Itier, 1996).
It is not enough to focus on the problem alone, since a system that will work for highly
mechanised agriculture in the West may be quite unusable for farmers in developing
countries. For example, the success of SIRATAC and EPIPRE could not be repeated with
small-scale LDC farmers as they would have difficulty gaining access to a phone to
communicate their results to the consultants. Clearly, the needs of farmers will vary between
developed and developing countries, as will those of policy makers and planners at a
national and regional level. This means that universal DSSs are inappropriate. For example,
many DSSs are aimed at output maximisation in high input farming systems whereas farmers
in LDCs may be considering risk minimisation in low input systems. Different systems are
required to confront the different types of problem faced.

3.4.1.6 Failure to involve the client in the model development

Defining the client is not the only important step to be taken in order to increase the
chances of successful model application. If there is poor communication between the client
and model developers then their needs may still be overlooked or misunderstood. Indeed,
Tollefson (1996) found that the greatest obstacle to the adoption of irrigation scheduling (or
other simulation systems) was the lack of interactive communication between researchers,
extensionists, and farmers. Researchers in the past have developed information, which has
then been passed through various extension mechanisms to the producer, but there has been
no mechanism for producers to feed back their opinions . Producer input is vital if the work
is to be relevant and utilised. Participatory work integrating the ideas of researchers,
extensionists and farmers may be the way forward in DSS development and application
since it ensures that the focus of the model remains on relevant issues.

3.4.2 Marketing and support constraints

A recent study carried out on the performance of information technology (IT, including
DSS) in the UK, drawing on 900 man-years of professional work, found that 80-90% of IT
investments did not meet their performance objectives and 40% failed or were abandoned.
Up to 90% of the problems were considered to be organisational rather than technical in
nature (OASIG, 1996). This is supported by other research, both in the developed and
developing world. Researchers from the University of Western Sydney, who carried out an
in depth participatory analysis of the limited adoption of SIRATAC (Macadam et al.,
1990), suggested that reasons for non adoption were symptoms of more fundamental
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organisational problems of policy, direction, management, marketing methods, and funding.
In other words, many of the problems did not lie with the DSS itself, but with the way that it
was presented and marketed.

3.4.2.1 Poor Marketing

The marketing system is of key importance in the success of decision support systems
(Hamilton et al., 1991). Even if a DSS answers appropriate questions, the marketing
strategy and price will affect the client’s willingness to apply such a system. Appropriate
marketing is important if the model is to be widely applied.

Many systems have been developed within the academic community where there is little
or no experience of marketing. This can lead to poor marketing or distribution strategies and
inappropriate pricing. For example, if the system is free, then it may be perceived as having
no benefit and therefore be rejected. If it is too costly, then farmers may not feel that it is
worth paying for if they are already making adequate decisions, or that they can get cheaper
adequate advice elsewhere (Knight, 1997). If the use of a new system requires a high
investment (buying hardware and software), poorly resourced decision-makers may well
feel unwilling to take the risk unless they are certain that the benefits are worthwhile. A trial
period may help solve this problem.

Since there is only a small market, commercial software companies are unlikely to be
interested. Issues such as upgrade and maintenance need to be considered in such a fast-
evolving field. Models should not be sold in the same way as a book or other objects as this
ignores these issues (Hamilton et al., 1991). Rather they should be sold as a whole
package, including education/training as well as technical and intellectual support.

The importance of marketing strategy was noted by the developers of LORA (a water
scheduling system) when a change in marketing strategy led to a change in uptake. The initial
marketing policy proved unsuccessful. The model was marketed via a computer programme
publisher, but the limited market for the DSS and the difficulties the publisher had in training
potential users led to failure. LORA is now distributed to potential users by way of contract,
including training on its design principles and operation (Deunier et al., 1996).

3.4.2.2 Poor Dissemination

In developing countries, the issue of dissemination is also of great importance. DSS for
sustainable land resource management may not be marketable in this context. Where
resources are limited, institutions may be unwilling to invest in a system unless they are sure
that it will be of benefit. Moreover, if a large proportion of the target group is unaware of a
product, they are unlikely to search for it. Increasingly, models are being placed on the web
and can be accessed freely, but this immediately excludes those unfamiliar with the Internet,
as well as those who do not know where to look. Dissemination must involve more than just
promoting the package and then leaving. For example, the PARCH model had been
disseminated to the appropriate research institutes in the sense that they had been given the
software and offered a short training course. However, one of the reasons for its poor
uptake was because participants did not know where they could go for technical support
(Stephens & Hess, 1996). The obvious response to this would be to include technical
support in the dissemination programme. Unfortunately, previous attempts to do this by
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providing the services of an expatriate scientist (for example, with the Kenyan Agricultural
Research Institute) were unsuccessful; when the expatriate scientists withdrew, modelling
activity rapidly decreased (Stephens & Hess, 1996).

It may not always be the model itself that requires dissemination. In cases where scientists
carried out the simulation, the information produced needs to be disseminated. If such
outputs are to be practically applied they must be shared with those who can use them, not
only with other scientists. For example, few papers describing models that have been used
for analysing impact of climate change or other issues of strategic relevance mention whether
the information was shared with potential decision makers.

Hamilton (1991) uses a graph to show investment in model development and
dissemination. In many cases, it would appear that the models remain at the development
stage, since, after validation, the ‘development project’ is seen to have been successfully
completed. Since no further investment is made in the dissemination, the model remains on
the shelf. If the cost of the dissemination process is not clearly understood and incorporated
into the whole project, then it is unsurprising that the model is not used. The report by
OASIG suggests that substantial resources need to be invested in the human and
organisational factors of IT dissemination and that these may amount to 50% of the total
cost of development.

3.4.2.3 Lack of training in the development and use of software.

In many cases the training provided with new software is inadequate or non-existent.
Software may initially daunt new users. Lack of training in the development and use of DSSs
will restrict the ability of many practitioners to benefit from the potential support that they
can offer. Understanding and confidence can only be gained through experience and training
in DSS use, to allow farmers and other decision makers to discern what it can and cannot
achieve, and the extent to which outputs are valid. Not only do many people in developing
countries lack familiarity with models and the modelling process, they often have no
experience even of using computers. Because of this, the cost of using a model is often too
high, even for institutions, because learning to use the model takes time and requires
familiarity with computers. For example, Laurenson (pers. comm.) suggests that it takes at
least one month for a new user to become proficient with Windows-based applications. This
is borne out by experience of students at Cranfield University who have not used computers
before.

3.4.2.4 Short shelf life of DSS software

Software has a short shelf life, and unless new features are added to the products and
they keep pace with advancing technology, they will become obsolete. There are two
aspects to this - a DSS may become obsolete due to changes in the computer operating
system needed to run it, or it may become obsolete due to there no longer being a need for
it, perhaps due to its own success.

The rapid evolution of computer operating systems has meant that programs must be
constantly updated. Programs that were originally developed for MS-DOS computers are
increasingly unlikely to run on today’s computers using Windows, and there is no guarantee
that Windows will not be eventually succeeded by a superior operating system, necessitating
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further changes and updates. Keeping programs updated requires a continuing investment of
time and money. Often this is not a trivial matter - the move from MS-DOS to Windows
involved a change in programming paradigm from sequential programming in which a
program had a start and a finish with a series of instructions in between, to event-based
programming in which sub-processes of a program were initiated by input from the screen
or mouse of the computer.

Similarly, decision support packages may also become obsolete when farmers using them
develop rules of thumb and are able to make decisions without them. This was
demonstrated clearly in the EPIPRE and SIRATAC examples (Hamilton et al., 1991).
Having such a short shelf life adds considerably to the cost of developing such packages.
These systems are unlikely to be profitable since they require a substantial research effort
and can take a long time to develop before they reach the market (Whisler, pers. comm.).
In terms of pest and weed management, the problem of short shelf life has been
compounded by the fact that many pest, weed and crop disease problems are developing
very rapidly and by the time the models have been developed and potential solutions
generated, the solutions have ceased to be relevant (Doyle, 1997).

However, rules of thumb, which are usually based on average years, are also rendered
invalid when conditions change (see example of GOSSYM /COMAX), and DSSs may be
useful in such situations to adapt or modify these.

3.4.2.5 Institutional resistance

Even when models themselves are well designed, there may be political or institutional
constraints which mean that the improved DSS is not used, or that the outputs are ignored.
Without an organisation able to respond to the output of the model, any implementation is
likely to result in failure. Through analysing the implementation of the INCA irrigation
scheduling software on schemes in Sri Lanka, Thailand, Bangladesh, the Philippines,
Jamaica, China and Turkey, Makin & Cornish (1996) realised that although DSS software
is designed to improve the way that managers make choices between alternatives, this is
often anathema to bureaucratic and administratively oriented agencies where staff are more
accustomed to following a single course of action.

3.4.3 Technical and operational constraints

Technical and operational constraints relate to the actual implementation of the model and
its running on a routine basis. In developing countries, technical issues are likely to play a
more important role in hindering technology uptake than in developed countries, due to the
more limited support available. The main technical constraints are outlined below.

3.4.3.1 Poor Access to hardware and software

Access to software and hardware is vital if models are to be used. This may be limited in
poorly-funded organisations and is certainly not an option for small-scale farmers. However,
Knight (1997) suggests that the potential for implementation of DSSs is likely to increase in
the future as computers become cheaper, more powerful, and more widely used. Evaluation
of the uptake of the PARCH model in southern Africa (Stephens & Hess, 1996) showed
that, apart from the situations where disks were not accessible, few technical constraints
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prevented the uptake of PARCH. Lack of suitable computer hardware was only rarely a
problem and most organisations were well equipped with computers.

3.4.3.2 Lack of data

In developing countries, inputs required for model use are often not readily available (i.e.
in digital form). This lack of readily available data at all levels (local, national, regional) is a
strong limiting factor (Rajan Muttiah, pers. comm., Mathew Laurenson, pers. comm.,
Bouman et al., 1996). For example, the quantity and quality of data in West Africa is so
low that it is difficult in most countries even to obtain reliable production data necessary for
input into famine early warning systems. As a result, remote sensing has had to be used as a
substitute (William Payne, pers. comm.). Reducing data requirements is problematic if
models are to produce accurate outcomes. This is particularly true for agricultural and
natural resource issues which are characterised by complex interactions (Walker & Lowes,
1997). So long as the necessary data are unavailable or difficult to obtain, model application
at all levels will be limited.

3.4.3.3 Limited validity of models in LDCs

Some reviewers suggest that crop models are not valid for use beyond the specific set of
conditions for which they were designed. At their best, their outputs are only relevant to the
conditions that were used to calibrate them. According to Bouman (1996), most crop
models are developed for strictly defined hypothetical production situations with uniform
fields. When they are then used in real field conditions where several limiting factors may
occur simultaneously, they fall outside of their domain of validity. Castelan (pers. comm.)
suggests that, since the validation process normally stops at field trial sites, and models are
seldom tested in the field with farmers, their ability to be applied to development and
poverty alleviation is zero, because it is not known how models perform under relevant
conditions. Poor user interface

Surveys of DSS reported by Greer et al. (1994) suggest that the complexity of the user
interface is one of the most limiting factors in their uptake and use. Ludmila Pachepsky
(pers. comm.) believes that if models embedded in user-friendly interfaces were made easily
accessible in the public domain, then 90% of the uptake problem would be eliminated. A
survey of farmer opinion in the UK by Smith et al. (1997) was carried out to ascertain what
farmers want from decision support systems for fertiliser application. Farmers requested that
default values be available for all model inputs, that inputs should be entered via a Windows-
based menu (for clarity) and tabular format (for speed), that users should be able to select
which units they wish to use, and that the software be fully supported by context-sensitive
help. The system should have a hierarchical structure allowing access to fixed parameters,
and be compatible with commonly used recording packages. Recommendations should be
provided both for the field and across the whole farm. Simulations should be able to be
easily rerun using more recent weather data. Processes underlying recommendations should
be illustrated with flow diagrams, bar charts, and pie charts.

Many others (Abraham Singels, pers. comm., Knight, 1997; Newman et al., 2000) agree
on the need to create user-friendly interfaces if models are to become more successful as
DSSs, but do not consider this to be the main problem in terms of model application. For
example, in their evaluation in southern Africa, Stephens & Hess (Stephens & Hess, 1996)
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found that the ease of use of the PARCH model itself very rarely prevented people from
using it. In fact, it generated considerable interest amongst participants and was widely
regarded as intuitive and easy to use. However, this may have been related to the ease of
running the model rather than the ease of obtaining and entering input data, since not one of
the institutions visited was using it.

Despite the importance of technical constraints, there is much evidence to suggest that the
main factors inhibiting the use of models relate to generic issues of technology development
and dissemination as well as organisational issues, such as marketing, rather than to technical
problems (Zadoks, 1981; Macadam et al., 1990; Cox, 1996; Stephens & Hess, 1996).

3.4.4 User constraints

Some constraints are due to problems that the users themselves may have in their own
perceptions of models.

3.4.4.1 Lack of faith in models predictive powers

Even where decision support models ask the right questions, many decision makers have
no faith in their predictive powers (Struif Bonkes, pers. comm.). This problem may be
particularly acute in developing countries. Hamilton et al. (1991) believe that the real
decision-makers in agriculture (i.e. the farmers) have a healthy suspicion of ‘black-boxes’
which supply a simple answer to complex management decisions. William Payne (pers.
comm.) supports this view and says that the lack of faith is justified in less developed
countries since the data available are so limited as to make the model outputs questionable.
If farmers do not have confidence in their reliability and some understanding of what is
incorporated into DSS packages, these tools are unlikely to gain acceptance. Ludmila
Pachepsky (pers. comm.) believes that such lack of faith only arises where there has been
poor training. By showing the clients clearly how the model can be used, the assumptions
upon which it is based, and the limitations that it contains, then they will no longer need to
base their views on faith in a black box, but rather on an understanding of the tool. One way
to overcome the problem is, therefore, to train model users so that they understand the real
potential of models to help them in their work.

3.4.4.2 Technophobia

Although training may, in the long term, solve many problems such as poor faith and
limited understanding of what the model can achieve, many model-makers and researchers
fail to appreciate the fear that new technology can instil in those unfamiliar with it. In
developing countries where computer technology is rarely available at the household level,
many users may feel daunted by the task of using a computer for complex decision-making.
It is often hard for those comfortable with such technology to understand such fear and if
they are involved in training, they may start on a level that is already beyond the
understanding of their clients. However, pride may result in the client pretending to
understand, but later preferring to ignore the new technology (i.e. the DSS). Where the
client is already busy and is perhaps dubious about the benefits of model use, the investment
in time required to overcome technophobia and familiarise themselves with model use may
be too high.
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3.4.5 Other constraints

There are certain factors which are not direct constraints to adoption but may hinder the
long term potential for the application of DSS in developing countries.

3.4.5.1 Importance of the policy environment

In many cases on-farm use of DSSs in developed countries has been based on the need
to improve the effectiveness of agricultural practices to ensure that they are compatible with
increasingly stringent environmental legislation. Farmers in Europe are under increasing
pressure to reduce the amount of chemicals that they add to their crops (herbicides,
pesticides and fertilisers) whilst maintaining a reasonable yield. There is also increased
pressure on water resources. In this context, models which support decisions for IPM,
fertiliser application, or irrigation scheduling, will be of great value. This may not be the case
of small-holder farmers in developing countries who are not currently under pressure to
comply with environmental policies. Such demands may, however, trickle down through
donor agencies and develop in time.

3.4.5.2 Problems with acting on decision support

Decision support systems tend to be based on the view that decision-making is a purely
rational process with demonstrably correct solutions. In reality, natural resource
management problems are often inherently political in nature (Walker & Lowes, 1997), and
being able to see the options in terms of the biophysical environment only may not be the
factor limiting sustainable development. In many cases, small-scale farmers in developing
countries may not be able to implement optimum land management practices for external
reasons, and therefore DSSs will not help them. However, this does not negate the potential
for computer models to support sustainable natural resource management in terms of
problem formulation, task analysis, and making effective use of available data and rational
use of results of analysis (Walker & Lowes, 1997).

3.4.5.3 Lack of validity of model outputs

Some model developers and critics believe that the assumptions upon which models are
based are still very shaky, and that more understanding of natural and social systems and
their complex interactions is needed before models can be useful in decision support. Jones
et al. (1993), reviewing the DSSAT project, concluded that although the possibility and
value of such systems had been demonstrated, decision support systems for agriculture was
still in an early stage of development because problems faced by decision makers are far
more comprehensive than those that can be addressed by the current DSSAT. Bouman
(1996) suggested that the operational use of deterministic models that can handle the
complex systems that typify actual farming conditions is a long way off, since major gaps still
exist in knowledge, making it impossible to use mechanistic models directly for farm level
applications.

Walker (1997) suggests that although DSSs have been usefully applied in engineered, or
simplified intensively-managed systems, their use for problems of sustainability at the
landscape level are constrained by the fact that these systems are characterised by complex
interactions which are only partially understood, and for which there is limited data available.
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Moreover, Bouman (1996) suggests that the fact that weather cannot be effectively
predicted but is a major source of crop yield variation, is a severe limiting factor to DSSs,
since the success of many systems depends on their ability to predict future weather.

3.4.6 Criteria for success of decision support systems

Hamilton (1991) suggests that, despite the poor record models have of being applied,
optimism on the part of their developers about their future potential is not flawed, but based
on their realisation that there now exists a tool for complex decision making in a way that
was not possible previously. This potential may only be beginning to be realised. Many of
the reasons for poor adoption may not reflect poor potential. The following issues should be
considered in relation to the potential for successful model application in LDCs.

It is important to consider what constitutes success in terms of model development and
application. Zadoks (1981) believed that, when EPIPRE made itself superfluous by
furthering farmers expertise, it had then done a good job. Others clearly believe that if DSSs
have made themselves obsolete, then they have failed. Newman et al. (2000) question the
way in which success is defined:

• Is a DSS successful when it matches the decisions made by experts?

• Is it successful when it reaches a certain percentage of the target market?

• Is it successful when it continues to exist and has some use amongst researchers,
extensionists and farmers?

• Is it successful when it becomes obsolete through use of the decisions it has made?

• Is it successful when farmers, through some other form of media, use the information
generated to make tactical or strategic decisions?

Defining success from the users perspective may help in deciding whether a model is an
appropriate tool to use in a given situation. Success from the users perspective may be
different from that of the model developers, or a company trying to market the software. For
example, scientists may consider a model to be successful when it provides them with useful
information about the impact of climate change, however, if this information is not used to
inform decision-making, then the model output will not have served a practical purpose. If
models are to be useful in a development context, then their success should ultimately be
measured by the impact that they have on farming systems and natural resource
management.

3.4.7 Risks associated with using Decision Support Systems

Many commentators observe a number of underlying risks associated with model use
which must be considered when implementing models for decision support.

1. Misuse: Philip (1991) suggests that models can lead to decision makers avoiding
responsibility by using the model as the truth to back them up (i.e. the model says it so
it must be true). He considers the risk of unscrupulous decision-makers seeking
modellers who will design a model to give the answers that they want. Although this
fear is certainly valid, corrupt decision-makers will probably find means to have their
agendas pushed through even in the absence of computer technology.
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2. Simplification leads to misleading outputs: There is a danger that simplified models
could suggest paths of action that are inappropriate, since models often only contain
the components that the user thinks are important (Spedding, 1990). For example,
traditional ways of modelling whole farms have often focused on the economic
optimisation, and have not generally considered wider costs to society - e.g. pollution.

3. Confusion between model and reality: There is danger that users will not be aware of
the assumptions and limitations of the software that they use, and will confuse the
model with reality (Philip, 1991).
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4 Models as tools in education, training, &
technology transfer

4.1 Introduction

The discussion presented here revolves around the use of crop simulation models as
educational tools in developed as well as in less developed countries (LDCs). The reason
for this is the paucity of information on the success or failure of crop simulation models as
educational tools in LDCs. Much of the literature and documentation reviewed relates
specifically to developed countries simply because crop simulation models (and computer
assisted learning (CAL) tools in general) have been used there to a greater extent as tools in
education. There are however important lessons to be learnt from these experiences. In
particular, how should crop simulation models be used as tools in education? By drawing
attention to the pitfalls and traps experienced in developed countries, it is hoped that these
can to some extent be avoided in LDCs. In similar fashion, it is hoped that the benefits of
crop simulation models in the educational process can also be transferred.

The use of crop simulation models is seen here in relation to their use in further and higher
education. The use of such tools at a school level in LDCs is not yet practical due to the
limited computer resources available. Nor is it necessarily desirable, as many of the lessons
that can be drawn out of crop simulation models are most useful in a more specialised
context.

The potential of computer simulations in education was increasingly examined in the
1970s and has now become common practice in many institutions in developed countries.
The role of computers in modern life is set to become increasingly important as computing
power increases (according to Moore’s Law, doubling every eighteen months (Kaku,
1998)), and prices fall. In view of this, and the increasing demand for a computer literate
workforce, (in developing as well as in developed countries), the question as to whether
CAL tools and crop simulation models should be used as educational tools is perhaps
misguided. This view is supported by Ravi Bhalla (pers. comm.) in India who writes that
‘models are a great way to put across theoretical concepts. Programming skills are picking
up and really there is no choice but to get familiar with computers for anybody interested in
science’.

Instead, the questions should focus on the issues of how best crop simulation models can
help deliver educational needs in the plant sciences, as a way of making understandable the
complexity of the interactions between the plant and its environment. This view is supported
by Jeger (1997) in a paper on integrated crop protection, where he states that ‘…computer
education has become inevitable in dealing with the full range of complexity inherent in
agriculture in general…’.

Young et al. (1991) observed that simulation models are the ‘most widely accepted
approach to CAL focusing in the main on problem based learning’. They suggest that two
approaches may be used.
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1. Experimentation and observation using existing simulation models: The crop/soil
model may be used in place of conventional field or laboratory experimentation.

2. Model building: The process of defining and building a crop / soil model and its
implementation on a computer.

The approach adopted will depend on the nature of the lesson being delivered to the
students. Within the context of the present study, the emphasis is on the application of
existing stand-alone crop/soil models in the area of experimentation, however, many of the
wider lessons of CAL are directly applicable. Although peripheral to the main discussion,
the educational benefits of model building will be discussed briefly.

4.2 Using existing simulation models

The primary role of crop/soil models in education has been as a substitute, or adjunct, to
traditional field or laboratory experiments. There are two main applications of simulation
models in education and learning:

1. Training to perform real experiments or tasks. The classic example of this is flight
simulation.

2. Replacement of some real world experiments with computer simulations.

In the case of crop/soil models, the first of these is rarely appropriate, however the
simulation models are commonly used as a substitute for real-world experiments. The
student can ‘plant’ a particular crop in a chosen soil type, subject it to particular
environmental influences, and study its performance. The student can then simulate different
‘treatments’ to investigate the impact of the treatment on plant growth and yield.

4.2.1 Benefits of crop simulation models

There are benefits of such an approach, both to the student and the educator. Most
writers are generally supportive of the use of crop simulation models in education.

1. Speed and sensitivity analysis: A major limitation of traditional field or laboratory
experimentation in plant science and agricultural studies is the time that it takes to
grow a crop. A three-month growing season is often incompatible with the time frame
of student’s courses. Therefore, whilst such experiments feature in research
programmes, they are rarely incorporated into teaching programmes. A model allows
the simulation of the complete growing period (or even of several seasons) in a matter
of seconds. Crop/soil simulation models are therefore well suited to answering ‘what
if’ questions and a greater range of treatments can be examined. It therefore allows
for a more effective use of learning time and discovery by trial and error.

2. Controlling the ‘environment’: Experimentation through simulation can also allow the
student to control the ‘environment’ and isolate the influences of certain input
variables. Field experiments are often confounded by uncontrollable and
unpredictable environmental influences (weather, pests, diseases, etc.), which may
produce ‘bad’ results and obscure the anticipated learning outcomes. The use of a
simulation model allows these environmental factors to be controlled so that the
impact of the treatment under consideration can be isolated.
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3. Performing impossible, or undesirable, experiments: Simulation models allow
perturbed environments, that are impossible or expensive to create (such as the
impact of higher temperatures resulting from climate change), or which may be
undesirable or unethical in real-life (such as pollution), to be examined by the student
(CLUES, 1996b). For example, McAteer et al. (1996) found simulation models
useful in life sciences to avoid ethical difficulties, such as practical experimentation on
live animals. An interesting example in this area is the ‘Virtual Frog Dissection Kit1’.
The goal of the project was to provide school biology classes with the ability to
explore the anatomy of a frog by using graphical computer simulation to visualise the
anatomical structures of the intact animal (Robertson et al., 1995). Simulation
modelling in place of practical experimentation provides a safe working environment,
and does not require high levels of physical or technical skills (McAteer et al., 1996)
. It may also have saved the lives of many frogs!

4. Focus on the learning experience: McAteer et al. (1996) compared the use of
simulation models in place of traditional ‘wet labs’ and found that students spent less
time learning how to use the computer than how to use instruments and equipment.
Therefore there was a stronger emphasis on learning and understanding of the subject
matter.

5. ‘Observing’ obscure processes: Many biophysical processes cannot be effectively
observed in the laboratory or can only be observed using expensive equipment. A
simulation model can clearly demonstrate those processes to the student and allow a
greater insight into the causes of the effects that are simulated than would be possible
in simple observational experiments.

6. Substituting for time: Teaching staff in educational institutions are stretched and the use
of crop models as part of a computer aided learning programme is seen as a means of
redressing the changing staff student ratio (Young & Heath, 1991) and reducing
contact time (McAteer et al., 1996) . They are also seen as a way of substituting for
the teacher in the more clerical aspects of individualised learning programmes.

7. Substituting for financial and physical resources: Physical and financial resources, such
as laboratory equipment or land on which to conduct experiments on, are increasingly
stretched. Simulation models allow lecturers to ‘extend their students experience in a
climate of diminishing resources and increasing student numbers’ (CLUES, 1996a)
and overcome the need for multiple sets of specialised or expensive equipment
(McAteer et al., 1996).

8. Transferring expertise and experience: Crop simulation models can also embody the
expertise of scientists at the forefront of research, as well as document the experience
gained in experiments. This experience is much more easily transmitted to the student
through crop simulation models adapted for computer assisted learning, rather than
through pages of text. Crop simulation models are also effective in documenting the
experience of research projects; ‘the data files become permanent documentation of
experiments which are available to others rather than becoming lost in file cabinets

1  http://www-itg.lbl.gov/vfrog/
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(Boote et al., 1996). As such, the experience of the project is more easily transferred
to the student.

9. Elucidating complex relationships and interactions: The amount of information
generated by scientists on crop growth and crop/environment interactions is difficult to
transfer to students through traditional means (Simmonds et al., 1995). Computer
simulations, in general, provide a better means of conveying complex relationships and
the interaction of those relationships. The Computers in Teaching Initiative (CTI) also
suggests that ‘one of the best ways to promote deep conceptual understanding of the
real world is through the investigation of simulation models’ (CLUES, 1996b).

10. Synthesising fragmented knowledge: The amount of scientific knowledge generated on
the plant sciences is possibly too large to be usefully appreciated, except through crop
simulation models. This is particularly so due to the tendency of the scientific process
towards reductionism. Crop simulation models provide a way (possibly the only way)
of synthesising fragmented research understanding. ‘Crop models are particularly
valuable for synthesising research understanding, and for integrating up from a
reductionist process.’ (Boote et al., 1996).

11. Synthesising diverse disciplines: The need to synthesise diverse disciplines for effective
impact is increasingly recognised with the increase in multidisciplinary research. This is
particularly evident in research for development, where a socio-economic as well as
agricultural or environmental understanding of development problems is often required
(see Section 7.1). This integrated understanding is increasingly important for students.
Crop simulation models may provide a means of integrating across traditional
discipline boundaries, or may provide a component to a larger simulation that does so
(Dempster et al., 1989). Boote et al. (1996) suggest that, ‘models are thus valuable
interdisciplinary research tools that integrate discipline knowledge and relationships to
produce a descriptive tool for application beyond the individual science discipline’.

12. Gaming: Simulation models are frequently used in problem-based learning exercises
where students can investigate a model as a substitute for the real world. However,
the models can also be used in the form of a ‘game’ in which the students are required
to find an optimum set of inputs to achieve a desired outcome (CLUES, 1996b). By
trial and error, the student can develop a set of heuristics by which to predict the
impact of changes in inputs on the final output, and gradually home in on the optimum
solution. In this case the model may be used as a ‘black box’ as an understanding of
the structure and mathematics of the model is not required. Crop simulation models
are also an important component of large simulation games. These, for example, are
used to deliver on-going training to managers of irrigation schemes (Dempster et al.,
1989). Burton (1989) has also observed that the simulation game becomes the focal
point around which the students’ wider experiences may become part of a collective
learning experience (Dempster et al., 1989).

13. Distance- and self-learning: Distance-learning has been growing in developed
countries and its importance is likely to increase in developing countries, as the
importance of on-the-job training and adult education increases. Many students may
be unable to attend formal learning centres for practicals and laboratory experiments.
Edward (1996), for example, reports on how a simulation model was used in place of



92

Applications of crop/soil simulation models Matthews et al.

laboratory experimentation for offshore oil workers studying on undergraduate
programmes. The learning experience of students undertaking distance-learning
courses can be greatly enhanced with computer assisted learning providing a
complement to text-books. The British Association for IT in Agriculture (CLUES,
1998) is even more optimistic about the role of IT in agricultural education and
foresees a future of continuous self education with web based learning tools and CAL
software, as the normal state of affairs for adults wishing to update their agricultural
knowledge. Clearly, this is of little relevance to the third world farmer directly, but
extension workers and researchers in LDCs may find such self-education increasingly
important in the future. Practical experimentation or field observations for students
learning at a distance is not always possible. This has stimulated the use of crop
simulation models as an educational resource that can be used in the absence of the
teacher. Ortiz (1998) describes how the SOYGRO model was adapted for use as a
distance learning tool in Costa Rica.

4.2.2 Examples of crop simulation models used as tools in education

4.2.2.1 TRITIGRO

McLaren et al. (1981) described the use of the TRITIGRO I crop simulation model that
was used to teach students about the impact of husbandry decisions on whole crop growth.
Although the classic process of science involves the use of experimentation, they found that
this was not always possible, given facilities and finances. TRITIGRO I was developed to
allow students to undertake virtual experiments in the absence of these facilities. The
responses built into the model were based on ‘a combination of published responses,
experimental facts, and practical experience’. As such, some of the responses of the model
were subjective, and the model was limited by the ideology and ability of the developers.
However, they point out that these same limitations would have applied with other forms of
teaching. A synoptic outline of the programme was presented, explaining how students could
select establishment and management strategies and how this would effect whole crop
responses. For example, students could select the variety of wheat to be sown, the seed
rate, the sowing method, and so on. The application was also used to assess the students,
the idea being that students familiarise themselves with, and consult the relevant literature and
lecture notes, before and whilst undertaking the assessment. Although the assessment had
built into it the subjectivity of the lecturers, McLaren et al. (1981) point out that the students
could all be assessed with exactly the same degree of subjectivity.

McLaren et al. (1981) feel that the crop simulation model was able to deliver many
important lessons. For example, the model was able to demonstrate clearly that the total
amount of money spent on the crop system did not necessarily deliver better results. Thus,
individuals who did not spend a small amount of money on pest control during the
establishment of the crop found the penalty for this multiplied later on, due to crop losses.
Lessons and experiences that might otherwise take days or months to learn through
experimentation could be taught in a matter of hours with the crop simulation model.

A questionnaire survey undertaken by the authors showed that, in general, the students
felt that their interaction with the crop simulation model had been beneficial. Many of the
students felt that the crop simulation model should be expanded and that the development of
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models for other crops would also be beneficial. Much thought and discussion of inputs, as
well as of results, seems to have been stimulated by the crop simulation model, an
occurrence that the authors felt was very positive. About 80% of students felt that they had
gained more benefit from their interaction with the crop simulation model than they would
have had from an essay-type project.

4.2.2.2 SOYGRO

Ortiz (1998) describes how the soybean simulation model, SOYGRO V5.41, was
adapted to allow students in the school of Natural and Exact Sciences at the Universidad
Estatal a Distancia (UNED), Costa Rica, to successfully complete modules in the
Agricultural Business Administration Programme. The distance learning methodology breaks
the time and space barrier to education, allowing students to learn in any part of the country
at any time, even though they are working. SOYGRO was used to simulate the effect of
soybean growth, along with multimedia packages, written materials, audio-visual materials
study guides, and tutorials.

Various difficulties had to be overcome during the development and testing of SOYGRO
as a teaching tool. These ranged from computer hardware problems to computer literacy
problems. An introductory programme was written in BASIC to facilitate the students’
interaction with the computer. Despite these initial teething problems, Ortiz writes that
SOYGRO has been ‘implemented as a mandatory practical in the Basic Grains course since
1992, as a support element in the theoretical aspects of the course’, and has gained
widespread acceptance as a teaching tool in distance education.

Ortiz shows that there were several important steps required before SOYGRO could be
effectively used in distance education.

1. Testing and evaluation: The first step was to test and evaluate the model and its
functions. This was done with university students from the agricultural and computer
science courses. The course guide and envisaged teaching process was revised on the
basis of the students’ experiences and questionnaire surveys.

2. Adaptation of SOYGRO to a new physical context: The second step was to provide
information required to run the model for Costa Rican conditions. Three minimum
data sets for Costa Rican conditions were found from the Centro Agronomico
Tropical de Investigacion y Ensenanza (CATIE).

3. Adaptation of Users’ Guide to a new educational context: The third step was to adapt
and create a crop model Users’ Guide for distance education in Spanish. This was
based on the original Model Users’ Guide. Two practical exercises were also
developed for the students.

4. Staff training: The fourth step was a training programme for the staff of the Natural
Resources and Exact Sciences School on the use of the model and its Users’ Guide.

The process was not without teething problems, but the experience was positive enough
to encourage the development of a simulation model for banana diseases in the Fruit Crops
course at the same institute. It was hoped that this latter application would help students
develop an understanding of management strategies that will counter the development of
diseases in bananas.
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4.2.2.3 PARCH

PARCH was developed at the University of Nottingham in a DFID-funded project, and
simulates the growth and development of sorghum, millet, and to a lesser extent, maize, in
semi-arid environments. The original purpose of the model was to aid in the analysis and
extrapolation of experimental results in Botswana. However, the attention given to the
development of the user interface makes it suitable for use as a teaching and learning tool for
those studying tropical agriculture and agronomy, both in the UK and elsewhere. The model
helps to transfer the research experience of the scientists in the semi-arid tropics to the
student in developed, as well as in developing, countries. This is important, given the
difficulty of visiting and conducting real experiments and observing real crops abroad, within
the short time frame of a university course. Fry (1996) suggests that the ‘transparency of the
interactions between crop, soil and climate within the model were considered to make
PARCH an ideal teaching tool’. He goes on to suggest that it is ‘most readily used as a
teaching tool, both to illustrate modelling concepts and to show the complex plant-soil-
atmosphere interactions in agricultural environments; situations where great accuracy in the
inputs and outputs is not essential’.

PARCH, for example, allows students to examine how light and water are ‘captured’ on
a daily basis by the crop and converted into assimilated dry matter. Students can further
examine how crop growth is limited by either light or water and relate this to the crop’s
stress response (such as leaf-rolling or increased partitioning to roots). An important
component of PARCH is a water balance simulation and this is an essential component in
determining final dry matter production. Students are able to examine how water demand is
driven by intercepted solar radiation and examine how this links in with water availability and
the final yield of dry matter. Tutorial guides have been written for PARCH which aim to
draw out specific lessons (Stephens et al., 1996). These lead the student through pre-
prepared exercises and encourage them to consider the reasons for the results produced.
PARCH has been used by staff at Cranfield University to support courses in Crop
Physiology. In a study of the uptake of PARCH, Fry (1996) found that it was being used by
at least six university lecturers to support their courses.

4.2.2.4 SPACTeach

SPACTeach (Simmonds et al., 1995), was originally developed as a research tool, but
was further developed to use as a CAL tool to enable students to examine water movement
in the soil-plant-atmosphere continuum. The main impetus behind the development of
SPACTeach was the difficulty encountered in conveying concepts with a ‘blackboard full of
equations’ (Simmonds et al., 1995). The software was seen as a way of bringing to life the
complex dynamics of water movement in a soil-plant-water continuum. The movement of
water in such a continuum is a key function of the availability of water for crops, the
movement of pollutants through soil, groundwater hydrology, energy budgets of land
surfaces, and erosion caused by runoff. The students can experiment with the effects of
changing vegetation cover, rainfall and soils. SPACTeach can, for example, be used in a
problem-solving or investigative context, and teaching materials have been developed to
help fulfil this. The learning experience is improved by the use of a windows interface and
simple and colourful graphical outputs.
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The main aim is to provide the teacher with an additional teaching tool rather than to
provide a substitute for the teacher, and lecturers are encouraged to develop their own
materials to be used with SPACTeach. However, a Lecturer’s Manual is also provided
which gives examples of how to use SPACTeach and how to draw out the salient lessons
that the model can provide.

4.2.2.5 PLANTMOD

PLANTMOD1 was developed for use both as a research and a teaching tool. The major
aim of PLANTMOD was to demonstrate five important plant processes - plant growth, light
attenuation through a canopy, photosynthesis, transpiration and canopy temperature. Each
of these processes is graphically demonstrated and the user can manipulate various
physiological and environmental inputs to examine the effect on the five plant processes.

The use of the model and its outputs are made simple with a Windows-style interface and
easy exporting facilities for graphs and results. The findings can therefore be written into
essays and reports using a standard word processor. According to Batchelor (1997) of
Iowa State University, who reviewed the model, the manual is clear and easy to use. It
breaks down each of the five plant processes into one chapter. Each chapter describes the
processes and explains the mathematical theories that are used to represent each process.
Students can, for example, examine plant growth through the logistic and Gompertz growth
functions. Sensitivity analysis can then be conducted on the predicted growth rates and the
initial and final plant weighs for each function. Similarly, students can examine light
attenuation using Beer’s Law, photosynthesis in C3 or C4 plants, and the environmental and
physiological factors affecting transpiration using the Penman-Monteith or Priestly-Taylor
equations.

Batchelor (1997) found the model to be an excellent tool for teaching several plant
physiological processes. In his own classroom tests, he discovered that students found the
software easily accessible. It elucidated the five plant processes covered, by allowing
students to see what happens to them when various environmental and physical
characteristics were manipulated. Students could also undertake trial and error experiments
and develop ‘what-if’ scenarios. He suggests that PLANTMOD could be used as a
supplement to normal teaching materials in university plant physiology courses, and that it
could easily be used for assignments and laboratory exercises to reinforce classroom
teaching.

4.2.3 Comparison of crop simulation models with the traditional educational
experience

The assessment of crop simulation models as educational tools tends to be anecdotal in
nature, and the debate typically revolves around the issue of whether students have learnt
anything at all through their use. The question as to how effective crop simulation models
have been as an alternative way of delivering educational information, compared with more
traditional forms of information delivery, has mostly been ignored. CLUES (1996a), for
example, reported that the implementation of simulation models in two British university

1 http://www.greenhat.com/plantmod.htm
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degree programmes increased motivation and allowed the students to develop a deeper
understanding of the underlying principles of the subject than was possible with previous
approaches, but did not test this statistically.

However, although there is little quantitative information in the literature from the
agricultural sciences, computer assisted learning in other disciplines has been quantified
experimentally. Coleman et al. (1998) compared computer engineering students learning
entirely with CAL applications with a control group taught through traditional lectures. The
results showed that there was no significant learning difference between the groups.
Similarly, Edward (1996) compared two groups carrying out an engineering assignment –
one using a conventional laboratory and the other using a multimedia package including a
simulation model. He also found no significant difference in the performance of the two
groups.

In a study of a large pharmaceutical company, Williams et al. (1996) compared staff
trained using traditional lectures and self-taught computer modules. Both groups
demonstrated significant learning after training and there was no significant difference in the
level of learning between the two groups. Interestingly, the self-taught CAL group retained
significantly more information after one month than the traditionally taught group. There was,
however, no significant difference in satisfaction with the training experience.

Forsythe & Archer (1997) found in a correlational study that psychology students rated
the use of CAL tools positively and that ‘those with weak academic backgrounds, who
consistently used the technology, achieved higher test results than weak students who did
not use the technology’.

These results suggest that computer-assisted learning can be as effective as traditional
teaching methods, and may in some cases have positive benefits in terms of motivation and
retention. However, it should be noted that some negative experiences have also been
reported with regards to the use of CAL tools and that CAL tools, being merely tools, are
only as good as the tutors who are using them.

4.3 Model building

There are various benefits to be derived from model building, most of which stem from
the ability of the student to participate in the learning process. Teaching model-building skills
also develops capability, which may be important in many localised research and extension
situations, where models do not already exist or where existing models are felt to be
deficient in some way. The benefits of developing models are shown below.

1. Developing future capability with user-friendly modelling tools: Modelling capability is an
increasingly important skill, and in theory should equip students with the ability to
develop models for a variety of systems during their future professional lives. Functional
models in particular could be developed by lecturers, researchers, or extension workers,
to account for local contextual situations, given a good degree of computer literacy and
the required enthusiasm. This obviously provides a certain degree of independence in the
future, although complex modelling problems may still require an expert system. The
educational process involves setting a systems problem for the students. They can
gradually build up the complexity of the model over time adding more and more
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components to their system. This is done in conjunction with their study of other paper
and electronic materials. Model building has been made much easier by the availability
of software that allow models to be developed visually rather than with lines of
programming code (e.g. ModelMaker1, Stella2).

These allow students to ‘draw’ their models on the screen, link and define mathematical
relationships between components, run the model, and graph results without the need to
learn a high level computer programming language. Thus the assumptions and formulae
underlying the processes of the model are easily examined and changed by the student.
The use of graphic modelling software not only allows easy access to the principles
embodied by the model, but also allows people with practically no programming skills to
develop their own models. Such tools have proved extremely useful in teaching
modelling principles and applications in environmental and agricultural sciences
(Morison, 1995). Firstly, experience has shown that students gain the discipline/topic-
specific knowledge and understanding they are required to attain; because they gain it in
a highly-engaging manner, they assimilate the material more quickly and retain it for
longer. Secondly, students develop a set of general critical thinking skills - specifically
Systems Thinking skills.

2. Building models to participate in the learning process: The development of the model is
in itself an active and creative process. The students are active participants in their own
learning rather than more passive recipients of the information through traditional
materials. Although the use of crop simulation models is more ‘participatory’ than the
use of paper-based materials, the process of model building takes the process of
participation one stage further than the use of pre-existing simulations, by allowing
students to create the models themselves.

3. Building models to elucidate complex relationships and interactions: Although the use of
pre-existing crop simulation models might allow complex relationships and interactions
to become evident to the student, these processes are more likely to become clear to
the student and to be retained, when he/she has developed his/her own model to solve a
specific problem. The exact extent and importance of these relationships becomes
clearer as the students develops and experiments with the output from their own models.

4. Building models to synthesise fragmented knowledge: The synthesis of fragmented
knowledge is increasingly important in science. The reductionism that is inevitable in the
scientific process may make scientists oblivious to the large picture. In the same way that
crop simulation models can synthesis fragmented knowledge, building models can also
allow students to appreciate the larger picture. The active participation in the creation of
a ‘system’ may once again make this lesson all the more evident.

5. Building models to synthesise across diverse discipline boundaries: The active process of
synthesising information from different disciplines ensures that the student is aware that
cropping systems operate in a wider context. The social and economic systems are
important to the success of cropping systems interventions and the sooner the student
understands this, the better. Although this wider perspective may be well developed in

1 Cherwell Scientific Publishing Ltd, UK. http://www.cherwell.com/modelmaker/
2 High Performance Systems Inc. USA. http://www.hps-inc.com/
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large simulation games, the simulation of a simple farming system for example may
impress upon the student the importance of a perspective that integrates various
disciplines.

6. Identifying knowledge gaps: CLUES (1996a) reported how the ‘Carbon Turnover in
Soils’ CAL package has been used to allow students to test their simple spreadsheet
models. They soon discovered that the simple one-pool first-order kinetics model does
not explain the trends in the data. They then have to modify their own model into a two-
pool model. Such an appreciation of the ‘knowledge gaps’ that might exist in models
should help to instil a healthy understanding of the possible deficiencies of models and
ensure that students do not simply accept modelling outputs at face value.

4.4 Crop simulation models in technology transfer

There are several ways in which the transfer of new technology occurs. It may be
transferred informally, through an unstructured route. Such a process is demand led and
relies on the recipients to select the appropriate crop simulation model to inform them, or to
contact people who may do the same. Alternatively, a new technology may be transferred
through a more structured route. Such a procedure may tend to be supply led, in that a
process is set in route that is stimulated by the developed countries who are ultimately also
going to supply the technology package (Figure 4.1).

Figure 4.1. Schematic representation of possible technology transfer routes.

4.4.1 The IBSNAT project

The IBSNAT project (International Benchmark Sites Network for Agrotechnology
Transfer) was initiated in 1982. The major aim was to allow scientific and technological
knowledge to be used by the non-scientific community, particularly farm advisers and
policy-makers with the main vehicle of this information flow being embodied by simulation
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models (Tsuji, 1993). Because of rapidly changing agricultural technologies and the urgency
of the perceived need in LDCs, technology transfer was seen to be the only option for
delivering food security to less developed countries. To meet these urgent needs, the belief
was that agrotechnology transfer could be more efficiently effected through systems analysis
and a global network of scientists.

As several crop simulation models already existed, one early objective of the IBSNAT
project was to enable such groups to enhance the capability of their models in order to
simulate the outcome of alternative crop production strategies anywhere in the world. The
selection of a specific technology for use in new cropping systems could be rapidly
demonstrated at no cost to the technology adopter. The need for time consuming on-farm-
trials would be minimised and ‘what if’ questions could easily be answered. Optimism was
particularly high at this time due to the success that the United States Agricultural
Department had had in predicting the yield of maize in countries where the model had never
been used before.

The main product of the IBSNAT project was the DSSAT (Decision Support System for
Agrotechnology Transfer) software package. This consisted of:

1. A database management system to store and retrieve the minimum data-set of soil,
crop, weather, and management data to validate and apply the crop simulation
models.

2. A set of validated crop models to simulate the outcomes of genotype × environment ×
management interactions.

3. Application programs that facilitate the manipulation of the databases, the use of the
crop models, and the presentation and analysis of the model output.

Great effort was made to ensure that the models could be easily used and this was
instrumental in developing the concept of the Minimum Data Set (MDS). The main aim of
this was to ensure that the data requirements of the models within the DSSAT were not so
large as to deter people from using them.

The DSSAT shell enabled a variety of different models to be accessed through a single
user-interface. According to Tsuji et al. (1993), the DSSAT models have been widely
adopted by various users in various capacities. DSSAT was also integrated into a spatial
simulation program called AEGIS (see Section 2.6 for more details). The success of the
IBSNAT project can be measured in terms of the uptake and use of DSSAT - the number
of users grew from about 50 in 1989 to over 500 in 1992 (this figure represents the
recorded number of distributed copies of Version 2.1 of the software) and by a further 300
in 1994 with the release of Version 3. These users were located in about 80 different
countries.

The fact that so many people were involved in the project was a defining element of the
project (Tsuji, 1993). Membership of the IBSNAT network was open to any individual or
organisation willing to share data, information, models, and experiences. The value of these
contributions was estimated to be about six to seven times what was given by USAID as
seed money (Uehara & Tsuji, 1993). The lessons and products of the IBSNAT project
were disseminated by technical publications, technical and research reports, user guides,
conferences and symposia proceedings, newsletters, and progress reports (Tsuji, 1993).
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Another essential element of the technology transfer process was the training courses in the
use of the models. Tsuji points out that over 600 people have been trained by the IBSNAT
workshops and training sessions in various parts of the world. It is likely that many more
people have been trained to use the DSSAT by other organisations, or have taught
themselves how to use the models.

Tsuji et al. (1993) make the point that the project in itself was a global endeavour, and
that the product was greater than what any individual organisation could have produced
alone. Systems simulation was a recent advance in agricultural science in the 1980s and the
expertise to develop a tool like DSSAT could only have been possible with multidisciplinary
effort and global expertise. A strong network of users still maintains contact through a
dedicated listserver discussion group and this provides users with support both from
developers and from other users, even though the project itself finished in 1994.

Independent assessments of the IBSNAT project and its impact on decision-making in
LDCs are rare. However, the use of the various DSSAT models in research is widespread,
and it can only be assumed that such use forms the basis for decision-making, several links
away from the decision-maker (see Section 3.2.5 for an example). The models within the
DSSAT shell have been applied to a wide range of important issues ranging from the impact
of global warming on crop production (Luo et al., 1995; Buan et al., 1996), to the use of
DSSAT models in education (Ortiz, 1998). Tsuji et al. (1998) have compiled a large
amount of literature on the IBSNAT project that also demonstrates the wide variety of
research problems tackled by users of the DSSAT models. Although it is difficult to find
independent studies of the IBSNAT project, there are clearly important lessons to be
learned from the IBSNAT experience that are relevant in future attempts to transfer
technology using crop simulation models:

1. Extensive preparation: The project was conceived as a technology transfer and
decision support project. However, there were obvious preparatory stages that had
to be undertaken to ensure that the products of the project would be relevant to end-
users. These fed back into model and database design.

2. Minimum data requirements: The concept of the minimum data set was established to
ensure that users of DSSAT would not be swamped with huge data demands.

3. Multidisciplinary approach: The scope of the project was so large that no single
institution would have been capable of developing the DSSAT software. A
multidisciplinary team was assembled instead.

4. Global resourcing: The global resourcing of the project with scientists from less
developed countries contributed to the development of DSSAT.

5. Effective networking: Effective networking has proved to be important for
continuation of the use of DSSAT. Solutions to problems can be offered to the user
both by model developers and by other users through listservers.

6. Effective dissemination: The IBSNAT project clearly had the effective dissemination
of DSSAT as one of their primary objectives. This was done through a variety of
means which included journal publications, reports and training workshops.
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4.4.2 The SARP project

In 1984, funding was obtained from the Dutch Government for the establishment of the
SARP project (Simulation and Systems Analysis for Rice Production), to be run by
Wageningen Agricultural University (ten Berge, 1993). The project was conceived with the
objective of creating more productive and sustainable agriculture by improving agricultural
research, extension and planning in developing countries with rice-based cropping systems.
Crop simulation models were seen to be an important way to increase the efficiency of
research by identifying research priorities and reducing the costs of experiments. It was
perceived that issues of environmental importance and sustainability could also be tackled
through systems simulation. The International Rice Research Institute (IRRI) in the
Philippines co-ordinated the project, with links between IRRI and National Agricultural
Research Centres (NARCs) strengthened to transfer the required skills and training to
multidisciplinary teams in each NARC. Further support would come by conducting
collaborative research between IRRI, NARCs and Wageningen University, that would
continue to bolster the use of the systems approach in NARCs. Finally, support was to be
given to NARCs that were undertaking to train additional staff in the use of the systems
modelling approach and undertaking to co-ordinate future research activities. The eventual
vision was to stimulate a locally co-ordinated programme of research in rice systems,
supported by the capacity to generate indigenous crop simulation models. An important
feature of the SARP approach was that models were not presented as final or unalterable
products. Rather, the idea was to understand the principles of modelling and to allow the
user to adapt the models to his/her specific needs (Goldsworthy & Penning de Vries, 1994
p334).

Three training programmes were executed between 1986 and 1991 and each consisted
of three important components.

1. A basic training in simulation and systems analysis (6-8 weeks),

2. A case study conducted by each team at their home institute (eight months with a one
week visit by SARP staff),

3. A workshop where findings were presented and new areas of research identified (two
weeks).

The SARP project identified various factors that would facilitate the transferral of the
simulation approach and modelling capability to rice systems research. The intertwining of
training and research and the joint collaborative research approach was seen as essential to
the process of transferring modelling skills and systems tools. The identification of
multidisciplinary interaction among scientists at the NARCs was also important. The
development of specialised software tools and models that were transparent and easy to use
was also an essential feature of the project. The network structure of the institutional set up
was seen to be important, as it allowed the teams to interact, and to share information and
research findings.

In summary, the SARP methodology was based on multidisciplinary interaction and
collaborative research between agricultural research institutions in less developed and
developed countries. It was intended that the benefits of using crop simulation models would
become evident to scientists and management staff at NARCs through collaborative action
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on particular problems. The SARP Research Proceedings for phase III indicated that at the
time this objective may have been partially fulfilled as 13 out of 15 teams were still using
crop simulation models in their own research, eight years after the first training session was
undertaken in 1986. The participants of the three training periods numbered about 90
people from 16 NARCs in eight different countries (India, Bangladesh, China, Korea,
Thailand, Malaysia, Indonesia, and the Philippines). Among the participating centres were a
number of universities, all of which now offer basic courses in systems analysis as part of
their regular curricula.

However, the effect of the SARP project has been evaluated recently by Mutsaers et al.
(1999) and certain problems outlined:

1. Lack of model building capability in NARCs: The transferral of modelling skills to
collaborating scientists in NARCs was a major component of the SARP project.
Although most of these scientists were able to use crop simulation models, their ability
to contribute to their development was still limited. Modelling skills need to be
supported.

2. Decline of model use in NARCs: A decline in the use of models in research was a
problem. Whilst the most skilful NARC scientists might continue to use the models in
their research, it was essential for them to be able to continue interacting with
scientists at advanced institutions. The least skilful members were in danger of losing
their skills without continuous input. The need was therefore evident for advanced
institutions (either within developed or developing countries) to supply these skills, so
that NARCs could continue to use crop simulation models in their research.

3. Lack of impact of crop simulation models on applied research in NARCs: Although
the SARP project had some impact on scientific output and skills development, the
expectation that models would significantly increase the efficiency of applied research
in NARCs is still more promise than substance.

4. Inability to simulate complex cropping patterns in less developed countries: Process-
based models cannot always capture the full complexity of the farming environment in
less developed countries, and may adequately handle the effect of only a few
variables for uniform monocrop systems. This has made them more useful in
developed countries, where conditions can be more easily controlled. The relevance
of such models to resource-poor farmers is therefore limited. For example, the factors
that are most easily simulated, such as crop response to nitrogen, might be irrelevant
to a resource-poor farmer who can’t afford to pay for nitrogen.

5. Lack of relevant focus: The concerns driving some of the models, such as the
maximising of yields are not relevant to many of the farmers whose farming objectives
may be different. Many for example may be more interested in minimising risk.

The SARP project foresaw the need for comprehensive education and training of the
NARC scientists as part of the development of modelling skills and use of crop models in
general. It planned carefully for a devolving process that would result in an independent
network of multidisciplinary teams at various NARC's working with IRRI on rice systems
problems. However, despite the scale of the project and the foresight that appears to have
gone into the project design, Mutsaers et al. (1999) found that modelling skills are being
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lost, and that the use of models is not likely to continue unless there are continued
interventions from ‘advanced’ organisations. Several questions inevitably arise in connection
with the observations made by Mutsaers et al. (1999):

1. How long can support from ‘advanced’ organisations be maintained, given that the
SARP philosophy was to create internally viable modelling and model use capability in
the NARCs?

2. Are the modelling tools too complex to be taught to scientists whose primary aims may
not be in modelling? Would an alternative approach be better?

3. Can NARC scientists make the conceptual links that will make their research relevant to
resource-poor farmers rather than perpetuating a research tradition that may be more
relevant in orientation and method to agriculture in developed countries, or to richer
farmers in developing countries who can control their cropping environment?

4. Can modelling technology capture the complexity of farming systems with
multidimensional spatial and temporal variability? Can modelling technology better
simulate the objectives and perceptions of resource-poor farmers?

5. Should technology transfer be ‘pushed’, given the unfavourable socio-economic and
political outcomes of such experiences in the past?

4.5 Considerations for education

The considerations for crop simulation models as tools in education and training are
clearly different to those for research and decision-making. In many ways, education
encompasses issues that are relevant to both research and decision-making, as students may
go on to become either researchers or decision-makers. At the same time, there are the
issues which are specific to education itself, especially those concerned with the delivery of
new ideas to students in a third world context, with information that is both relevant and
stimulating. What is important is the usefulness of the model in conveying a message.

Where the crop simulation model is used as an educational tool, it is only as good as the
tutor. Learning through CAL tools can be extremely frustrating and sterile when the tutor
dissociates him/herself from the learning process, and expects the model to do the teaching.
As a tool, the crop simulation model may be badly used or well used. It cannot and should
not take the place of the tutor.

Models to be used for teaching and learning have different requirements to those
developed for research or decision support applications. These can be divided into
considerations for the underlying mathematical model, and those relating to the packaging of
the software.

4.5.1 Model considerations

The growth of modelling has seen a division of models into two major groups, the
‘scientific’ or mechanistic and the ‘engineering’ or functional groups (Passioura, 1996). This
distinction is extremely important as it can determine which model should be used and in
what context. The scientific models are generally used to improve our understanding of the
physiology and environmental interaction of crops. Engineering-type models on the other
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hand aspire to provide sound management advice to farmers or sound predictions to policy-
makers. Given the distinction that Passioura makes between mechanistic and functional
models, it is clear that there are implications for the educational process.

Mechanistic models are increasingly used in the educational process to replace real
crops. However, Passioura (1996) remains dubious about the unintelligent use of such
models in an educational context. The mechanistic model, for example, is often unsuitable for
practical problems that require practical solutions. It follows then that students should not be
trained to use such models in a decision-making context, because empirically derived,
‘functional’ crop simulation models will probably give better results.

During the early adolescent phase of computer modelling, when optimism about the
potential of crop modelling was high, the idea that universal models explaining crop growth
anywhere at any time was believed by many to be a real possibility. This led to highly
complex, reductionist, mechanistic, process based models. Sinclair & Seligman (1996),
however, point out that it is important to dispel the idea of a universal model. Due to our
incomplete understanding of natural processes, it is difficult to have a single universal model
capable of explaining all things in all places, without calibration adjustments or further
modelling.

The mechanistic model is often complex, and errors within it are compounded to the
extent that it becomes usable only when calibrated. This is a dangerous precedent as it
ignores the obvious fact that the model does not explain the growth of the crop, and may
therefore be erroneous in structure or process. Additionally, such highly reductionist models
are based on a multitude of hypotheses and untestable ‘guestimates’ (Sinclair & Seligman,
1996). In this sense, they violate the classical scientific process, (hypothesis -
experimentation - theory) which requires that the hypotheses be subjected to practical
experimentation and measurement in the real world. As Passouira (1996) points out. ‘Good
science involves developing a set of views about the world that are subjected to penetrating
experimental (or observational) testing’.

Finally, there is also the danger that students taught entirely through simulation models and
who are not taught to question the structure and processes within the model may end up by
believing that the model is ‘the truth’. As Passouira (1996) says, ‘unless they have been
exposed to real as well as simulated plants….fantasies in FORTRAN can too easily become
fact’. However, Passioura does indicate that there are important educational benefits to be
derived from such models, precisely because they cannot explain new situations. The
explanation for these discrepancies can often lead to conceptual breakthroughs in scientific
thinking, which are educative for the modeller in a research context, but may also feed back
to the student through journals and text books.

Passioura (1996) suggests that, on the whole, functional crop simulation models are
more useful as practical tools because they are based on robust empirical relationships
between plant behaviour and the main environmental variables used in their calibration.
Sinclair et al (1996) have also pointed out that some of the most accurate predictions of
crop growth are made by simple models, or even empirical equations. Given the lack of
understanding about many of the processes occurring in crop growth and crop interaction
with the environment, Passioura suggests that it may be futile to use mechanistic models to
help make decisions, for example, about farm management.The use of functional crop
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simulation models would probably be more satisfactory in such an ‘engineering’ or problem-
solving context. Additionally, functional models are more robust, simpler, require smaller
data sets, and are easier to use and understand. However, it is worth noting that functional
models should be used with care outside their intended target area, as they are generally
very site-specific. The student should know that if a functional model is to be used over a
wide range of areas, it in all likelihood will have to be modified or calibrated to suit the
conditions of each new context. Alternatively, the student should know that a mechanistic
model might be better suited to simulating plant growth over a wider range of conditions,
although the ‘accuracy’ of the results may be less than that obtainable from a functional
model. A student should also know that in extreme environmental situations, a mechanistic
model might also have to be redeveloped or calibrated to produce useful results.

The division of crop simulation models into mechanistic and functional types clearly has
implications in the educational, research, and extension context. It is important that the
appropriate model is used in the appropriate situation. Thus a mechanistic model might be
usefully employed to teach an in-depth understanding of plant nutrient assimilation. Such a
model might be aimed at students training to be future researchers, as for them an in-depth
understanding of current physiological processes as expressed by the models would be
appropriate. A mechanistic model might also be usefully transferred to current researchers at
research institutes, to further their own learning and research.

A functional crop simulation model on the other hand, being largely empirical, or even
based on allometric relationships, would be far better used in the context of students who in
the future aim to make practical decisions about agricultural management. This would include
people being trained for decision making or agricultural extension. However, as such,
functional models generally need to be recalibrated for each specific location, the training
should also include the means for doing this; additionally, the ability to produce simple
models might be important.

It is clearly important for anyone using crop simulation models in education to be aware of
the importance of the distinction between mechanistic and functional models. Indeed, the
whole debate surrounding the use of crop simulation models is an important one for model
developers as well as the users of models. Recipients of education where crop simulation
models are used as tools should also, as a matter of course, be familiar with these issues.

It should also be recognised that simulation models for teaching and learning purposes
have different objectives to those used in research or decision support. The emphasis should
be on the learning outcomes rather than the accuracy of the model predictions. So long as
the model is based on a correct understanding of the mechanisms involved, and so long as it
responds in the right ‘direction’ and with the appropriate order of magnitude, producing
relative values that are acceptable, absolute accuracy may not be so important.

Speed of programme execution is an important characteristic of models to be used as
teaching and learning tools. Whereas a researcher may have the patience to wait for the
model run to complete, a student often does not have the same time or commitment. If they
cannot see the results within a few seconds, or at most within a few minutes, their attention,
and the message may be lost. With the rapid increase in computer power available in a
desk-top PC, this is becoming less of an issue.
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4.5.2 Packaging considerations

The issue of how transparent or opaque a model is, is important if crop simulation models
are to be used as tools in education and training. Transparent models allow students to
examine the structure and process of the models; this allows them to understand the dynamic
interactions of its internal logic and facilitates the process of learning (Sinclair & Seligman,
1996). Opaque ‘black-box models’ that merely present a user interface are not subject to
the depth of scrutiny that may be required for effective learning outcomes. The assumptions
and logic of such models may be difficult to determine and much of the teaching impact is
therefore reduced.

If the objective is for students to understand the processes linking an effect to a cause,
then the model needs to be transparent. The student must be able to ‘look inside’ the model
to see why things are happening in a particular way. This is aided by graphical interfaces that
provide a dynamic animation of the process being simulated. The ability to pause a
simulation and interrogate the state of compartments within the model is a useful feature.

By contrast, if the objective of the learning exercise is merely for the student to develop a
‘feel’ for the impact of inputs on an output, then a black-box model may be quite
acceptable, especially if this affords advantages in terms of speed of execution or parsimony.
By observing the change in output for a given change in input, such models allow the student
to develop simple heuristics that can be applied in other areas of their studies. For example,
allowing a student to observe how crop yield changes as levels of water and fertiliser are
changed should lead to an understanding of the concepts of limiting resources and
interaction, without requiring a full understanding of the science involved in water and
nutrient dynamics.

For the learning experience to be successful, the student should find using the software
clear, simple, and intuitive, whilst at the same time being flexible. It should require the
minimum amount of time to learn how to ‘drive’ the software, so that the majority of the
student's learning time can be devoted to the twin processes of understanding and
experimentation.

There have been many examples where models developed for other purposes have been
used in education and students have struggled with the interface. After a while, the students
mistakenly perceive the objective of the exercise as being simply to get the model to run!
The deeper lessons relating to the understanding of the system’s behaviour can become
obscured. Singles (pers. comm.) commented, ‘when I was still with the Agrometeorology
Dept., Free State University, we used the PUTU suite of models for practical training of
students in the crop modelling course. Students generally struggled to master all the
intricacies of the menus etc. in the short time available, but my feeling was that they generally
benefited from the experience.’

Features of good interfaces for educational use include:

• Intuitive standardised interface.

• Error / range checking of input data.

• Default values for parameters and / or hints and tips on how to derive parameter
values.
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• On-line help that explains the science behind the model, not just the mechanics of
operating the software.

• Graphical representation of results.

• Simple export of results tables / graphs to reports and statistical analysis packages.

The use of a standardised interface, such as Windows , should make the software more
intuitive to the student who may already be familiar with word processors or spreadsheets.
There is now a generation of graphical ‘shells’ being developed for old (but useful)
FORTRAN models that handle the input and output in a user-friendly manner, but retain the
integrity of the original code.

Whilst it is more cost-effective to use ‘off the shelf’ models than to develop bespoke
packages for in-house teaching, the models may not fit the local curricula or suit the way in
which the tutor teaches the subject. Whilst the tutor may refer the student to a range of text-
books, with different approaches and styles, the range of software is likely to be limited.
Therefore the degree of complexity / simplification of the model, may not be compatible with
the curriculum of the course.

Inappropriate style, including the language of the interface can be a great distraction to the
student. For example, the DSSAT shell has been used to teach undergraduate students in
Thailand. Simulation modelling was perceived to be an integrated and practical approach to
teaching and feedback from the students was good. However, difficulties stemmed from the
documentation and programmes being in English, rather than in Thai (Jintrawet, Chiang Mai
University, pers. comm.).

Many potentially suitable packages are off-putting due to the system of units and symbols
being used. A piece of courseware developed for the American market (using Imperial
units) for example, is unlikely to be accepted in the European market which is based on the
SI system. Even between disciplines, preferences for units differ. This can be overcome, as
for example, in the SPACTeach package (see Section 4.2.2.4 above) which gives the user
the choice of working with soil water potentials in cm, J kg-1 or kPa. All input and output will
be in the chosen units. Any language, symbol or unit that is unfamiliar to the student will
make it more difficult to achieve the underlying learning objective.

4.6 Limitations of models in the educational context

The negative impacts of simulation modelling, however, should not be ignored, and the
message from observers like Philip (1991) and Passioura (1996) is that modelling in
education and training are also dangerous tools when used inappropriately.

4.6.1 Inappropriate substitution of the real-world

Students are separated from the real world phenomenon that they are supposed to be
studying and this may lead them to believe that the model is reality. All models are
simplifications, and if inappropriate assumptions have been made in the model, misleading
results could be produced. Where teaching models have been used ‘off the shelf’ there is a
danger that the tutor is not fully aware of the limitations and assumptions of the model – this
could be due to poor documentation. Students, when allowed to experiment freely, may
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push the model beyond its intended range and start to produce inappropriate results. For
this reason, a well produced package would alert the user to this and constrain his/her input
values.

4.6.2 Loss of field and laboratory skills

Students using simulation models have often expressed concern at the loss of real-life
hands-on experience of the ‘tools of the trade’ for measurement and recording (McAteer et
al., 1996). Whilst the use of models may be an efficient use of the student’s and the tutor’s
time, at some stage students still need to learn the practical skills. Philip (1991) noted that
the loss of field and laboratory skills corresponded to the development of modelling as a
substitute for experimental and field investigation. Models should therefore be used in
conjunction with traditional field and laboratory work where possible, perhaps with a single,
simple experiment being extrapolated by a simulation model.

4.6.3 Cost effectiveness

Good simulation models, suitable for educational purposes, are expensive to produce and
the educational market is relatively small (Thomas & Neilson, 1995), thus devotion of
resources to software development is often not perceived as being cost-effective.
Universities and researchers are unwilling to invest in the development of teaching tools in
the same way that they would in a product aimed at a more commercial market. As a result,
much of the educational software has been developed by ‘programming amateurs’ and lacks
a professional interface.

Whilst computer simulation may appear to be a cost-effective alternative to laboratory
equipment, ‘its real monetary cost is often concealed by accounting systems friendly to
computing, but it is the concealed non-monetary cost which is troubling’ (Philip, 1991).
There are significant support costs for simulation modelling, beyond the simple hardware and
software costs.

The level of tutor support required is often underestimated (see section 4.6.4) and
anticipated savings in staff time (and cost) often fail to materialise. The software needs to be
supported by other teaching materials. In Edward’s (1996) example, the computer based
simulation was packaged with a workbook, a video of the real system being modelled and a
results sheet. These materials usually have to be produced locally to ensure relevance and
compatibility with the curriculum of the course. The costs of tutor time and the production of
supporting materials is often overlooked.

4.6.4 Tutor support

The best experiences of the use of computer simulations in education appear to be where
the models are integrated into the teaching programme (Edward, 1996; McAteer et al.,
1996) and supported by introductory lectures and plenary sessions (CLUES, 1996a).
Simply giving students a disk and letting them get on with it in their own time has often been
unproductive. Edward (1996) concluded that the effectiveness of simulated labs was greatly
enhanced by the active engagement of the tutor. Thomas & Neilson (1995) suggested that
the tutor needs to be present to guide the students, prevent waste of time, help in critical
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evaluation, and prompt the formation and testing of hypotheses. The use of simulation
models in distance- or self-study may therefore be limited.

4.6.5 The ‘not invented here’ syndrome

Educational software developed at one institution has often failed in transfer to other sites
(Thomas & Neilson, 1995). Teaching staff at one institution are reluctant to use courseware
that has been developed elsewhere. Often this may be because the software has not been
well-documented and the teacher may not feel that he has sufficient understanding of the
internal workings of the model to (a) verify its relevance and (b) explain to students why
particular results are generated. Acceptance is more likely if models are fully, and explicitly,
documented and evaluated by an independent third-party.

4.6.6 The educational system

Despite a lot of talk about CAL and IT generally being the future of education, even in the
‘developed world’ its use is far less widespread than might have been anticipated. Loveless
(1996) for example, found that in U.S. public schools, computers were not as widely used
as expected. This had often been mistakenly blamed on ‘recalcitrant bureaucracies and
stubborn teachers’. However, they found that the true cause was more frequently rooted in
organisational constraints of the school system and the nature of teachers’ and students’
work. Similarly in the UK, Scott & Robinson (1996) concluded that the use of Information
Technology in education involves not just a change of teaching resources but also of teaching
strategies and beliefs.

The successful adoption of IT by schools in the UK was directed by the Education
Reform Act of 1988 but was part of a broader change in the educational system as a whole
brought about by that Act. Thus the adoption of IT was enforced by the national educational
policy and facilitated by funding for training and resources. By contrast, there had been little
evidence of such a change at higher education level, despite substantial government funding
for initiatives to develop computer-based teaching and learning at university level.

Clearly, the uptake of crop simulation models and CAL for education has had a difficult
teething period even in the UK. The difficulties are likely to be far greater in educational
institutions in less developed countries and there is therefore little to be gained by trying to
developed a method of teaching that simply cannot be supported by the host organisation.
The development of that institutional capability may therefore be more important in the
immediate future than the development of crop simulation models as educational tools for
less developed countries.

The challenge for developing countries is also to ensure that the ‘donors’ perspective
does not determine the agenda for educational organisations in the less developed country.
The specific needs of LDCs should not be ignored, or worse still, assumed to be the same
as those of developing counties. Crop simulation models are most likely to be successful
tools in education if the educational needs of LDCs are properly understood and the issues
raised by observations of their use in developed countries are properly dealt with.

As a general rule, the transferral of technology without the appropriate ‘translation’ of that
technology has rarely proved to be successful. The use of crop simulation models in
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education in LDCs needs therefore to be properly contextualised and managed, as
transferral is not in itself sufficient. Successful adoption of computer aided learning in
developing countries will not only require the provision of hardware and suitably designed
courseware, but a change in the approach to teaching and learning throughout the
educational system.

The opportunity cost of developing crop simulation models for education in less
developed countries may also be high. There may be more effective ways of improving the
quality of education delivered to the student, than through the introduction and use of crop
simulation models, especially if these need to be extensively redeveloped to become
relevant.
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5 Target groups

In the preceding chapters, we have reviewed a number of applications of crop/soil models
in international agriculture, ranging from purely research applications through to applications
that were designed to aid decision-makers, and including applications of models in education
and training. In all of these, there were target groups whom the model developers may have
had in mind when they constructed their models. In this chapter we discuss in a little more
detail the groups of people who might be expected to benefit from the use of crop/soil
simulation models.

We have attempted to show in simplified form the relationships between the main groups
of people in Figure 5.1 in the context of agricultural systems in developing countries. The
linkages between the different groups can be thought of as flows of information – the single-
lined arrows represent the flow of information contained within the model itself, whereas the
double-lined arrows represent the flow of information that has arisen from the use of the
model, but is in a form other than within a model, such as a report, pamphlet, poster, verbal
communication (e.g. personal contact, radio, TV, etc.), and so on.

The first level represents the people involved in developing the models, which generally
seem to be scientists in developed countries, or scientists working at the International
Agricultural Research Centres (IARCs). The second level represents the direct users of
models, i.e. those who actually take a model and run it and interpret the results. In our
classification, these may be consultants (in either developed or developing countries),
scientists in developing countries, and educationalists in developing and developed countries.
The third level represents the groups of people who may potentially benefit from output from
the models, but who are unlikely to use the models directly themselves. We recognise that
the boundaries between the groups are not clear cut, and in many cases, the same people
may be fulfilling two different roles; for example, model developers may also be using their
models in an educational role in graduate classes, or as tools for consultancy work.
Similarly, there may well be cases where people within development agencies or NGOs may
directly use the models. Nevertheless, as a workable framework for thinking about how
models may fit into the overall development process, we believe it is a useful starting point.

5.1 Researchers

There is no doubt that, so far, the largest uptake and use of models has been by the
research community, both in developed and developing countries, although this does seem
to be skewed towards the former. This is because models are primarily research tools – for
most scientists, the incorporation of knowledge into simulation tools is a process taken for
granted. For them, using models is a way of organising and utilising information that seems
obvious.

However, within the research community, there are many disciplines, and it is perhaps a
little misleading to talk about them as one group. For example, Stephens & Hess (1996) list
the participants in a crop modelling workshop as being agronomists, plant breeders,
agrometeorologists, agricultural economists, soil scientists, and specialists in soil
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conservation, crop protection, irrigation, as well as university lecturers and post-graduate
students. All of these may potentially benefit from the use of crop/soil simulation models, but
the needs of each will be different. Some may be interested in taking a model and adapting it
to their own use, others may just want to take a model ‘off-the-shelf’ and used it without
further modification.

In developing models for them to use, thought needs to be given to the type of questions
that they have that could be answered by the use of a model, whether they would be using
the model themselves, and if not, how the information from the simulation will be transferred
to them. By clarifying these issues, it will be easier to develop a system that is relevant to
their use. Care also needs to be taken that the target group has the ability, willingness, and
hardware to use the proposed system. It is also important to ensure that there is long term
technical support available and that the software can be responsive to immediate updates,
corrections and improvements (Knight, 1997).

The impact of work done at the researcher level on addressing poverty in developing
countries is more likely to be longer term and less easily quantified. Nevertheless, it is no less
important because of that. Shorter term impact may be achieved by having a clearly defined
problem, and for researchers and farmers to work more closely together. This point is
discussed in more detail in Chapter 6 on model impacts.

5.2 Consultants

It is difficult to know the extent to which agricultural and policy consultants use crop/soil
simulation models, as generally such work is not published due to client confidentiality.
Examples of the DSSAT models being used in consultancy work in South Africa has already
been discussed in Section 3.4. The point was made there that the modelling work was
carried out on behalf of the clients by the modelling consultancy - the clients did not use the
models themselves.

Again, there are probably a range of needs of model characteristics, depending on the
type of consultancy work being undertaken. Many consultants may just wish to use the
model without further modification, in which case they will want a user-friendly interface with
the ability to enter the options they are interested in using the model to explore, and to obtain
the output that they want in an easy-to-understand format. In the case where scientists with
modelling ability are also carrying out consultancy work, a user interface maybe of much less
importance, and the ability to ‘get inside’ and modify the model to their own requirements
may be of greater importance.

The impact of the work done by consultants on addressing poverty issues is more difficult
to evaluate, and depends on the nature of the work carried out. If it is for a private
company, it is less likely to help poor farmers, although by helping a company to improve its
efficiency by making better decisions, local employment may be enhanced. An example of
this is the tea industry in Kenya, Tanzania and Malawi. If the consultancy work is carried out
for an NGO, impact on poverty could be more immediate and direct. If it was for an
international aid organisation such as DFID or USAID, the potential impact of making well-
informed decisions could be large, as in the example of fertiliser to Albania (see Section
3.2.5).
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5.3 Educators and trainers

Educators and trainers are another important end-user of crop/soil models. As discussed
in Chapter 4, they may either use models to help illustrate to their students particular crop
physiological processes (e.g. photosynthesis, water uptake, etc.) and the effects of these at
higher levels, or they may be part of the process of learning systems analysis techniques, in
which case the students may build their own models or use existing models to provide
information about a component of a larger system, such as a farm or a region. The needs in
each case will be different – if it is as a teaching aid to illustrate particular processes, it is
important that the model has a user-friendly interface that can present the information in a
way that the students can easily understand. Absolute accuracy may not be so important as
the ability of the model to represent the shape of the particular response curve realistically.
Where students are learning the modelling process, a model that allows them to concentrate
on the processes being modelled rather than being concerned about programming issues
may be an important consideration. Other requirements are discussed in Chapter 4.

The impact of education and training on poverty issues is, again, likely to be long term, but
education is an essential investment if developing countries are ever to develop sustainable
means of producing their food. Learning to think in a ‘systems’ way rather than just focusing
on a small specialised area is necessary if any impact of research and education is to be
made. The use of models and training in systems analysis techniques such as in the SARP
group must contribute to this.

5.4 Policy makers

There may also be scope for the use of simulation models to support strategic decisions at
a larger scale. However, the extent to which this is successful will depend on institutional
issues and the level of training available to the decision making staff. In developed countries,
there tends to be a greater commitment to acceptance of new knowledge and promoting
new practices. This allows technology to be advanced more rapidly (Tollefson, 1996). In
the institutions of LDCs there may be resistance to new technology especially if it is seen to
pose a threat to the existing system. Scott Swinton (pers. comm.) suggests that if decision
makers are very busy and already dubious about the value of models they may find the
opportunity cost of learning unacceptable.

Many agricultural policy issues do not require the use of models and agroecological
information, and to pretend otherwise could result in a wasteful use of research funds. For
example, reforming agricultural banks, strategies for privatisation of state-owned agricultural
facilities (e.g. grain silos, mills, etc), ways of restructuring the operational basis of producer
co-operatives can all be dealt with without models or agroecological data. However, there
are potential areas in which models can make a contribution to policy making. Norton
(1995) has proposed the relationship between crop research, agroecological research, and
agropolicy research shown in Figure 5.2. He suggests that we need to think about exploring
the intersection between agroecological research, and agropolicy research - i.e. the set
where agroecological knowledge is relevant to the formation of agroeconomic policy. It
should be remembered that the interest of policy makers is not so much with the best state
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of an agroecological system, but with the effect of the type of interventions they have in
mind. Possible areas of intersection are:

• Determining comparative advantage - lack of this in particular crops will depress the
incomes of those who grow them - will lead to shifts in cropping patterns and/or
increased rural/urban migration

• Making predictions of producer responses to policy changes - e.g. incentives, resource
endowments, access issues.

• Helping design policies for sustainability - prediction of future changes in the natural
resource base.

Figure 5.2: The relation between crop research, agroecological research, and
agropolicy research (from Norton, 1995).

He also makes the point that decision support models need to be available at the right
time and need to be accessible to the policy maker. Aggregating farm level models into
regional or sector models may improve the quality of information, but may also extend the
time required for model development. If a decision model is developed in response to a
specific policy question, timeliness may constrain the amount of detail in the model. Policy
decisions are often needed to react to a changing environment and the quality of the decision
depends on the timing. For example, after new international agreements are made (e.g.
GATT, WTO), new land use options may become available in certain countries. If a country
takes too long to evaluate these options, it may find its possible niche in the world market
being taken up by other countries.

Policy makers can probably have the largest potential impact on addressing poverty
issues than any other group, purely because their decisions can affect so many people. If
wrong, or ill-informed, decisions are made, the poverty of people at lower levels can be
worsened – well-informed decisions, on the other hand, have the potential to enhance
people’s livelihoods and lift them out of the poverty trap they may be in. It is difficult,
however, to quantify this impact, and it is beyond the remit of this study to do so.

5.5 Extensionists

Extension personnel are an important link in the chain between researchers and farmers.
In developed countries, they often provide farmers with a human interface to computerised
decision-support systems. In farming, much advice comes from trusted advisors, and to
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substitute this with the use of computer for advice may be off-putting to many farmers
(Knight, 1997). For example, Blokker (1986) (cited in Macadam et al., 1990) found that
decision-support systems designed for direct use by farmers (as distinct from those where
interpretation is done by an extension officer) were generally not appreciated by farmers and
had only marginal influence on decision making.

In developing countries, however, it is less likely that extension personnel will have access
to a computer, in which case computerised decision-support systems will not be
appropriate. Information from research is more likely to reach them in other forms such as
research reports, brochures, posters, training workshops, verbal communications at field
days, or from informal contacts with research staff. The information encapsulated in the form
of a computer model, therefore, is not likely to flow in that form further than the research
and education groups, but this does not mean that information flow need stop there
altogether. The research/extension/farmer relationship should be viewed as an
interdependent continuum. Model output can still be used by researchers to produce useful
information for extension staff and farmers; it will just be in a different form. This could be in
the form of simple rules-of-thumb regarding planting dates, or times and amounts of fertiliser
applications, for example. We have attempted to show this in Figure 5.1 with different
arrows representing flows of information in these different forms. The problem, therefore,
becomes a general one relating to dissemination of all agricultural research results, not just
those from modelling. Unfortunately, extension services in many developing countries are
badly under-equipped in terms of staff, transport and accommodation (Tollefson, 1996), not
to mention access to computing facilities. This situation may well change in the future,
however, as computer technology becomes cheaper and the skills to operate them become
more widespread; computerised decision-support systems may well become more relevant
to extension staff then.

The influence of extension staff on alleviating poverty can be very significant, as they are in
direct contact with the farmers being targeted. It is the efficiency and speed with which they
are able to transmit information to the farmers that will partly determine whether a particular
technology is likely to be adopted or not. They also have another important role to play,
which is the transfer of information in the opposite direction, from farmer to researcher, so
that research activities are relevant to the real problems faced by farmers, not just problems
that researchers perceive farmers to have.

5.6 Farmers

It seems unlikely that, in the short to medium term, the potential for on-farm use of
computer-based decision-support systems by small-holder farmers in developing countries
is anything greater than zero. Firstly, the financial ability to purchase and run a computer is a
long way off most subsistence farmers being able to achieve. Many may not even have an
electricity supply available to run a computer. Secondly, the level of education needed to be
able to operate one successfully is likely to limit uptake. Daniels & Chamala (1989, cited in
Hamilton et al., 1991) found that farmers’ interest in computers was related to their level of
education - those with higher levels of education were more interested, whilst those with less
formal education preferred to go by experience. Even in developed countries, poor
computer literacy of farmers has hindered the uptake of IT systems (Hamilton et al., 1991)
In developing countries where rural education is of a low standard, and even the educational
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level of extension workers is not always high, the constraints are even greater. Developing
country farmers would require a huge amount of training and support to begin to use the
systems in a useful way. Thirdly, as discussed in Chapter 3, it is not at all certain that the
answers to the sorts of questions that farmers are most likely to ask could be provided by
operational decision support systems anyway.

Seligman, (1990) believes that the next farming generation in developed countries may
make more use of models due to their increased familiarity with the medium. In the case of
the IWS software in the UK, farmers slowly lost the need to get their information from an
advisor. Farmers initially paid for the service of an advisor who used an irrigation scheduling
model to help them plan their irrigation. However, over time, as they realised that they could
save themselves money by using the computer instead of paying someone to do it for them,
a demand for the software developed. Eventually the consultancy was replaced by farmers
using the system themselves on farm (Hess, 1990; 1996). However, in a context of poverty,
this process of familiarisation with the technology may occur over a much longer time scale.

A more likely route to success may be to adopt the approach pioneered by the Australian
project described in Section 3.3.6, in which the APSIM package of models is currently
being used in Zimbabwe to help farmers, policy-makers, extension agents and researchers
improve their understanding of the trade-offs between different crop and cropland
management strategies under scenarios of climatic risk (Grace, pers. comm.). Rather than
focusing on a particular optimal strategy, the model is used to explore the consequences of
various cropping practices suggested by extension personnel and farmers themselves, who
are aware of their own labour and capital resource constraints. The modelling aspect is
important, as it would not be possible to undertake such analysis either on-farm or at a
research station in a reasonable time frame. Researchers found it useful as it made them
more aware of the constraints faced by small-holders, and suggested new lines for research.
A similar approach was suggested by Beinroth et al. (1998) in which a model could be used
to explore trade-offs between domestic requirements, irrigation demand, and downstream
use of river water in Columbia, with regular discussions between stakeholders to new
positions to be formulated and simulated in an iterative manner until a consensus was
reached.

Clearly, by interacting directly by farmers, the potential to improve the livelihoods of those
being interacted with is the greatest of all the target groups discussed above. However, the
numbers of people whose livelihoods are actually improved as a result may be limited if
dissemination of the technology outwards is less than adequate.
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6 Model impacts

In this chapter we consider if crop/soil simulation models have made, or can make, any
impact in improving agricultural systems, particularly in developing countries. In the previous
chapter, we discussed uptake pathways of the knowledge contained in, or generated by,
crop/soil simulation models, and the target groups that could make use of this information in
some way. Crop models have generally been developed in Western countries, and have
then been disseminated to researchers, educationalists, and consultants in both developed
and developing countries, who then may have applied them to situations and problems to do
with agriculture in their own and each other’s countries.

All along this route, there are factors that may prevent the models making any useful
impact in improving the agricultural systems they are targeted at. As a way of analysing these
factors, we have grouped them into (a) limitations a particular model may have for a specific
application due to its construction or the assumptions contained within it, (b) constraints to
its widespread uptake and use by end-users, and (c) factors preventing it making a
meaningful impact on the way people think or behave, even if there are no limitations for the
purpose in mind and the uptake and use of the model is good. These are discussed in more
detail in the following sections.

6.1 Limitations to use

In Chapter 2, where appropriate, we discussed limitations to the use of models, or
factors that currently limited their usefulness for the particular application they were being
used for. Although these were discussed in terms of research, most of these limitations apply
whether the model is being used for research, decision-support, or education and training.
For example, the resolution of most current models may be a limitation in their use to
discriminate the subtle differences between genotypes (Section 2.2.3). This would be a
limitation for researchers wanting to use a model for this purpose, but would also be for
plant breeders wanting to make decisions on which genotypes to select, and also for an
educator wanting to teach students about genotype characteristics. Similarly, the inability of
many models to describe isolated plants or spatially variable plant densities may be a
limitation to their use in investigating the effects of planting densities in farmers’ fields where
this was common (Section 2.3.3). Mutsaers & Wang (1999) note that most crop simulation
models were originally developed for monocrops grown under highly uniform conditions
caused by high levels of external inputs, and are not well equipped to deal with cropping
systems in developing countries, whose characteristics include

• Limited control by the farmer over production factors (including water)
• Management practices often aimed at risk reduction rather than yield maximisation
• Limited or no use of external inputs
• High within-farm and within-field variability
• High weed and pest infestation
• Intercropping practices
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It needs to be remembered, however, that limitations of a model do not necessarily
prevent it from being used for a particular purpose, provided that the limitations are taken
into account in interpreting its output.

6.2 Constraints to uptake

At the next step on the route to impact, we need to have uptake and use of the models by
different target groups. The constraints to uptake by researchers, decision-makers and
educationalists have been discussed in detail in Sections 2.8, 3.4 and 4.6, respectively.
Similar constraints to uptake were voiced by LDC researchers during a general discussion at
a conference in the Hague in 1993 (Goldsworthy & Penning de Vries, 1994, p249), who
additionally mentioned (a) lack of validation of the models for local conditions (this should
be done by the model developers rather than the users!), (b) difficulties in parameterising the
models for local conditions, (c) the models were sometimes unnecessarily complex, (d)
documentation was often poor, and (e) the models did not provide answers to the questions
being asked.

Nevertheless, we would argue that, overall, uptake of models by researchers, and to a
lesser extent by decision-makers and educators, has been good, as indicated by the large
number of model applications described in Chapters 2, 3 and 4 of this report. Closer
examination, however, shows that this uptake is heavily biased towards users in developed
countries. To what extent this is due to the larger number of potential users in developed
countries compared to developing countries is not certain - it would be interesting to
compare the numbers using models in developing countries with those in developed
countries, expressed as a proportion of the total number of potential users in each.

This is not to say that the constraints to uptake just discussed are unimportant; indeed, it is
clear that more effort needs to go into addressing them if the numbers of model users in both
developing and developed countries are to increase, which must happen if there is to be any
impact. For some crop models, the constraints to uptake are greater than others - the
PARCH suite of models, for example, have enjoyed much less success in uptake than, say,
the DSSAT family of models have, reasons for which have been discussed earlier.

6.3 Characteristics for impact

The question arises, however, as to how much impact has been achieved by this uptake,
particularly in relation to tropical agriculture. First, we must define what we mean by impact.
Much has been written on this subject in relation to agricultural research in general (e.g.
Collinson & Tollens, 1994; Pannell, 1999), and it is not the intention here to enter into a
detailed discussion of the issues involved. Assessing impact depends very much on the target
group - with the research community, for example, the number of citations of scientific
papers is an accepted measure of impact, whereas amongst farmers, the proportion
adopting a new technology is often taken as a measure. With educationalists, it may be the
numbers of students successfully passing a specific course of study.

The output of modelling is generally information - in practice, however, estimating the
impact of information can be difficult (Pannell, 1999). It depends on the perceptions and
beliefs of the target group before receiving the information, and the extent to which the
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information modifies these perceptions and beliefs. We have, therefore, taken impact in
relation to crop/soil models as referring to a change in behaviour or thinking of a particular
target group as a result of such a model having been used in some way, compared to the
behaviour or thinking that would have occurred in the same timeframe if the model had not
been used. This change in thinking or behaviour should, of course, have some relevance to
improving the livelihoods of the poor in developing countries. It is clear that many of the
model applications described in this review have had little impact by this definition. Certainly,
there has been impact in terms of the numbers of scientific papers published, and many have
had some impact in that they provided a useful learning tool for the user or developer of the
model. However, several have merely confirmed or quantified what is generally already
known, and while others have produced useful information, this does not seem to have been
taken up by anyone beyond the user.

We thought that it might be useful to identify cases in the many model applications that we
have reviewed in which, by our judgement, there has been some kind of impact, and look at
these in more detail to see if there are particular characteristics that have resulted in the
impact. The list is not intended to be exhaustive, and we also recognise that there are
probably many cases demonstrating impact of model use in the commercial sector (see
Section 3.4) that have not been documented. Nevertheless, we have identified the following
examples:

1. Designing new rice plant types to increase yield potential (Dingkuhn et al., 1991):
Models helped in defining morphological characteristics of the ‘New Plant Type’ of rice
currently being developed at the International Rice Research Institute. Further details in
Section 2.2.1.

2. Designing rice genotypes for weed competitiveness (Dingkuhn et al., 1997): A rice crop
model was used to identify characteristics important for weed competitiveness in crosses
between cultivated rice O. sativa and the wild rice species Oryza glaberrima. The
results showed that thinner leaves in the vegetative phase and thicker leaves during the
reproductive phase was the best combination. Selection trials for this characteristic are
currently under way at the West African Rice Development Association (WARDA).
Further details in Section 2.3.7.

3. Evaluating biological N fixation in Namibia (McDonagh & Hillyer, 2000): A model
describing nitrogen flows in crops was used to evaluate if soil N status could be
improved through the use of nitrogen-fixing legumes intercropped with pearl millet in
northern Namibia. Results indicated that grain legumes alone are unlikely to be able to
improve soil fertility in the region, and that external fertiliser inputs seem to be necessary.
The model identified unpromising lines of research, avoiding the waste of scarce
research funding. Further details in Section 2.3.5.

4. Testing of legumes by CARE in Uganda (Keatinge et al., 1999): A simple crop
phenology model was used to examine the suitability of legume cover species, not grown
locally, for hillside regions in Uganda, the results of which were taken up by CARE
International in designing field trials. (Further details in Section 2.4.1).
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5. Methane emissions from rice agriculture (Matthews et al., 2000c): A UNDP-funded
project, of which crop modelling was a part, helped to quantify methane emission rates
from rice fields in five Asian countries, and to evaluate the effects of different mitigation
strategies on emissions. The results of the overall project provided field data and know-
how to enable the countries to comply with the stipulations of the United Nations
Framework Conventions on Climate Change. They were also able to use this data to
counter allegations by developed countries that rice agriculture was a major source of
CH4, and to offset political pressure from the developed world to reduce industrial
development and constrain land use options for resource poor farmers. (Further details
in Section 2.7.2).

6. IBSNAT project (Uehara & Tsuji, 1993): The IBSNAT project was initiated in 1982
as a world-wide network of crop, soil and socio-economic modellers, and focused on
the development and application of a suite of crop models representing the major world
crops. A major output was the DSSAT software package which contained the crop
models themselves, along with a number of programs to facilitate input data
management, and analysis and presentation of the model output. The crop/soil models in
the DSSAT suite are probably the most widely used models in the world today, despite
the project itself having finished in 1994. (Further details in Section 4.4.1).

7. SARP project (ten Berge, 1993): The SARP project was a collaborative network of
national rice research institutes in south-east Asia, the International Rice Research
Institute, and Wageningen Agricultural University in the Netherlands. Its purpose was to
develop the systems analysis capability of rice scientists in these national institutions to
help them in their research. Initial emphasis was on training in the development and use
of the models, while later stages of the project concentrated on collaborative research
using the models. The network consisted of 16 national agricultural research institutions
in nine countries, and by 1990 had trained a total of 91 scientists in systems analysis
techniques (ten Berge, 1993). (Further details in Section 4.4.2).

8. Shallow irrigation dams in Australia (Clewett et al., 1991): Ten years of experimental
data had shown that storing ephemeral runoff in shallow dams for strategic irrigation of
grain and forage crops was a viable strategy. However, simulations over 60 years of
historical weather data revealed that these results were biased – the experiments just
happened to have been conducted in a ten-year period when the rainfall was above
average. Use of the model changed the thinking of the researchers before they made
recommendations to farmer which would have been misleading in the longer term, and
indeed even in the years immediately following the experimental work. (Further details in
Section 2.3.4).

9. Early-sown mungbean in Australia (Robertson et al., 2000): A participatory approach
involving researchers, farmers, advisors, and grain traders was used to explore yield
prospects for a spring-sown of mung-bean crop in October/early November after a
winter fallow. Previously, spring sowing was not recommended due to weather damage
in the winter leading to low prices in a market demanding high quality, but, with new
varieties available, and the opening of a market for intermediate quality grain, these
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recommendations needed to be rethought. Simulation studies were used to identify
possible options, which were then tested with innovative farmers, and the performance
of the trial crops compared with benchmarks estimated with the model. Results showed
that spring-sown mung-bean had a potential for high returns, demonstrated by almost all
of the trial farmers saying they would grow mung-bean again. (Further details in Section
2.4.1).

10. SIRATAC (Macadam et al., 1990) and EPIPRE (Zadoks, 1981) decision support
systems: SIRATAC was a dial-up crop management system developed in Australia to
assist cotton growers in making good tactical decisions about the use of insecticides in
irrigated cotton on a day to day basis. EPIPRE (EPIdemic PREvention) was a similar
system developed in Europe between 1977 and 1981 for supervised control of diseases
and pests in winter wheat. Both systems were initially very successful and changed the
nature of their respective industries. However, farmers rapidly learnt from their
experiences through subscribing to each system, and eventually did not feel the need to
keep doing so. Thus, while the systems became obsolete as operational decision-
support tools, they did have impact in helping farmers manage their crops better.
(Further details in Section 3.2.1).

11. Deciding on the form of emergency aid to Albania (Bowen & Papajorgji, 1992): To
assist Albania with an unexpected shortfall in the size of its winter wheat harvest in
1991-92, USAID commissioned the use of the CERES-Wheat model to decide rapidly
whether to offset emergency grain relief supplies with nitrogen fertiliser to boost yields
with a late-season application. (Further details in Section 3.2.5).

Interestingly, with the exception of item 1 below, there appears to be no single factor that
is common to all of these examples to explain why there was some impact. In the following,
therefore, we discuss various factors that may have contributed:

1. Competent modellers: In all of the examples, competent modellers with the ability not
only to run the models, but also to modify them for a particular purpose, were
involved. In none of the examples, was an ‘off-the-shelf’ model (albeit with a ‘user-
friendly’ interface) used by a specialist in another discipline. Our own experience is
that rarely does a particular model implementation ever meet exactly the needs of a
particular project, and it is usually necessary to ‘get into’ the model and modify its
structure or output for the purpose in mind. Competence in both the model concepts
and in programming, therefore, seem a necessary requirement, if impact is to be
achieved. This may change, as modelling moves more towards a visual environment
such as ModelMaker (see Section 4.3), although even then, it is likely that there will
still be a need for people who know the physiological mechanisms used in the model,
and when and how these can be modified. Even in the case of the SIRATAC and
EPIPRE decision support systems, the models themselves were run centrally by
specialists and not by the farmers who would be using the results.

2. Working in multidisciplinary teams: In several of the examples, modellers were
working together with researchers from other disciplines, sometimes extension
personnel, and sometimes farmers. The modelling was an integral component of the
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overall project in these cases, not an isolated part ‘tacked’ on the end as happens
with many projects. In the case of designing new plant types for rice at IRRI and
WARDA, modellers worked together with crop physiologists and plant breeders to
take their ideas and test their feasibility and feed the results back to them. In the
IBSNAT and SARP projects, model developers worked closely with scientists in
various disciplines (e.g. agronomists, crop physiologists, soil scientists, entomologists,
weed scientists, water scientists, economists, etc.) who were interested in using the
models.

3. Participatory approach with growers: A participatory approach with growers would
also seem to enhance the chance of impact, as in the the mung-bean example from
Australia. Dissemination of results from research is a general problem (not just related
to modelling), but by working with farmers and using models to test their ideas, and
discussing the implications of various options with them, the chances of promising
technologies being tested and perhaps adopted later should be maximised. Farmers
feel that they have some ‘ownership’ of the ideas, rather than just being told what to
do.

4. Clearly defined problem: In most cases, the problem was clearly defined, and the
answers were not obvious from the beginning. In the rice design example, the problem
was defined as a need for genotypes that had a higher yield potential or greater
competitiveness against weeds – what was not known was how to go about achieving
these. In the legumes in Namibia example, the problem was whether biological N
fixation could contribute to maintaining soil fertility in the semi-arid conditions there –
what was not known was whether grain legumes had the capacity to do this under
those conditions. In the case of the methane work, the problem was that rice
agriculture was contributing to global warming – what was not know was to what
extent, and what could be done about it.

5. Demand from a target group: In some cases, there was demand from a target group
for solutions to a particular problem. In the example of nitrogen fertiliser exports to
Albania, policy-makers wanted to know what the crop yield response to N applied
late in the season would be, so that they could decide to substitute some grain aid
shipments for nitrogen fertiliser so that the grain could be produced indigenously.

6. Long-term commitment: In many cases, there was a long-term commitment to the
projects by donors – the IBSNAT project, for example, ran for 12 years, while the
SARP project ran for 10 years. Both projects also had considerable budgets. In the
case of the IBSNAT project, this had considerable impact as the DSSAT models are
probably the most widely used crop models in the world today. Support in the form
of a list-server even after the project finished in 1994 has contributed to this continued
impact. In the case of the SARP project, modelling expertise by scientists involved in
the project has been maintained after its end, although without continued support, this
is diminishing gradually (Mutsaers & Wang, 1999). The methane project, of which the
modelling was a part, ran for eight years, while the shallow-dams work in Australia
was for seven years.

7. Variable environments: In the case of the shallow-dams work in Australia, the impact
of the model came from its ability to put the results from ten years of field experiments
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into the context of longer sequences of weather in a variable environment. As it
happened, the ten years of experimentation coincided with above average rainfall
conditions, meaning that recommendations from the experiments alone would have
been misleading. Even though we have only this one example of the use of models in
quantifying risk in such environments, we believe this is one area that models have a
large contribution to make – particularly in evaluating the suitability of technologies for
semi-arid regions commonly found in developing countries.

8. Quick answers needed: In the case of the nitrogen fertiliser exports to Albania, policy
makers wanted to know quickly whether they should substitute some grain aid
shipments for nitrogen fertiliser so that the grain could be produced indigenously.
Within the timeframe available, it was clearly not possible to carry out field
experiments to obtain the necessary information. The time aspect comes into many of
the examples – the same answers could often have been obtained from
experimentation, but it would have taken much longer than with using a model. In the
N fixation project in Namibia, for example, several years of experiments could have
confirmed the results, but the model was able to show that biological N fixation was
not a viable alternative unless the quantities of N being fixed were substantially more
than is known for known tropical legumes. In the testing of cover legumes for
Uganda, CARE might have arrived at the same subset of appropriate genotypes for
testing after several years of screening experiments, but not within the timeframe that
the model was able to make recommendations. Similarly, the use of a model to
evaluate optimum planting dates for mung-beans in Australia gave results that would
have taken a number of years to obtain by experimentation alone.

Care must be taken in judging the impact or otherwise of any technology, as other sectors
of the R&D sequence are needed to ensure its diffusion. The lack of transfer of information
generated by many modelling studies to those that could make use of it is not due to the
nature of modelling per se, rather it is a general problem relating to dissemination of all
agricultural research results. The participatory approach described in item 3 above and
followed in the Australian mung-bean example, may go someway to addressing this
problem.

Similarly, there is a need to distinguish between short-term and long-term impact.
Collinson & Tollens (1994) identify three types of impact of agricultural research in general,
which become progressively longer-term in their time-scale of effect: (a) a direct impact on
production, consumption and human welfare; (b) indirect impact on the research capabilities
of national agricultural research institutions and universities in developing countries; and (c) a
scientific impact which adds to our stock of knowledge on the way things work. The use of
models can contribute at all three levels, more so at the scientific level, but also at the
institutional capacity level (e.g. the IBSNAT and SARP projects), and at the production
level (e.g. the SIRATAC and EPIPRE examples, and the Australian mung-bean example).
Particularly in the case of (b) and (c), attempting to evaluate final impact is of little use in
determining the usefulness or otherwise of modelling, as the pathway from diffusion to final
impact is too long and there are too many other factors involved. For example, in relation to
(b), developing country scientists have often said that they benefited personally from training
(in general, not just modelling) at the CGIAR centres, but institutional limitations at home
prevent them from using their new skills (Collinson & Tollens, 1994). Similarly, in relation to
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(c), research on natural resource management usually involves longer term programmes and
less definable products. In many cases, the products will be an understanding of natural
processes and the avoidance of losses (e.g. in topsoil saved, intact groundwater, etc.),
factors that are not easily quantified for impact assessment, but which are no less important
because of that.

6.4 Concluding remarks

It is clear that the greatest numbers of documented applications of crop simulation models
are in the research arena, but unfortunately it also seems that much of this work remains in
this arena, perhaps published in academic journals, and rarely reaches the outside world.
There are many reasons for this, but essentially they fall into two categories (a) either the
work is not relevant to real world problems, or else (b) it is relevant, but is not being
disseminated effectively. There can be no doubt that a proportion of work in which models
were used falls into (a) – often a modelling study merely confirms what was known or
practised already. Nevertheless, there is also a significant amount of work involving models
which does provide useful information, but which does not reach those who would benefit
from it. This shifts, therefore, from being a problem associated specifically with modelling to
one associated with agricultural scientific research in general, and which is beyond the scope
of this report to discuss.

To help in this process, the criteria for success of modelling activities need to change from
a product as an end in itself to a process for achieving outcomes. In particular, there is a
need to demonstrate how models can lead to practical innovation rather than just providing
analytical justification for knowledge already incorporated into practical models, as is the
case with many model applications. There is also a need to recognise both the value of
practitioners’ models and the limitations of researchers’ models, and look for ways and
situations in which the latter can improve the former, not just by providing extra precision,
but actually providing information that would not be available by quicker and cheaper
means. Underlying this must be an appreciation of the practical problems faced by the
practitioners - it is no use for example, using a model to recommend to a farmer that he
should apply his fertiliser on a specific date if he is not even sure that it will be delivered to
his farm in that month or the next, a situation not uncommon in subsistence agriculture in the
tropics!
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7 The way forward

In this review we have attempted to document a number of applications of crop/soil
models in tropical agriculture, to identify target groups who can potentially benefit from their
use, either directly or indirectly, and have discussed model limitations, constraints to their
uptake, and characteristics contributing to their impact on the agricultural systems they are
targeted on. In this section, in which we offer some thoughts on the way ahead, we wish to
broaden the discussion to include systems analysis methodology in general, not just crop
models.

Before we do that, it is useful to put things into perspective, and to look at trends in
international agricultural research and where we are at the moment. Rabbinge et al. (1994)
have identified five stages in the development of international agriculture since the 1960s:

1. Crop improvement through better use of genetic material
2. Development of technologies and agronomic innovations
3. Farming systems research, tailored to farmers’ needs
4. Awareness of environmental side-effects and the need to contain them
5. Integrating strategic, basic, applied and participatory research and tailoring it to

ecoregions

We are currently at Stage 5, in which knowledge generated in the previous stages is being
integrated and used within ecoregions. In the DFID context, the emphasis in the Renewable
Natural Resources Research Strategy (RNRRS) is also on the integration of knowledge
generated previously and transfer and application of this knowledge to address problems in
specific target countries. Related to this is a shift in thinking within DFID away from a focus
on natural resources and commodities only, towards a more ‘people-centred’ approach
which considers the totality of the ways in which people make their livelihoods. This thinking
is represented by the Sustainable Livelihoods framework (Figure 7.1) which is discussed in
more detail in the next section.

Models should be seen as vehicles for the encapsulation and transfer of the knowledge
gained from the many field and laboratory experiments carried out in the past, and a way in
which this knowledge can be used to understand and predict the behaviour of natural
systems, without the need to repeat the same research all over again at different sites. Seen
in this way, models fit neatly as essential tools into the current phase of international
agricultural research and the priorities of the DFID Renewable Natural Resources Research
Strategy (RNRRS) described above. In doing so, they are capitalising on the past
investment in research and adding value to current research expenditure. The Natural
Resources Systems Programme (NRSP) within the RNRRS, who sponsored this review,
would seem to be the most appropriate research programme to be involved in this
integrative work.

In the following sections, we suggest ways in which modelling approaches can contribute
to the activities of DFID. We see five broad areas emerging:
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• research on how people influence, and are influenced, by the biophysical world,
including changes in climate

• integrating use of existing models into projects where possible to make the best use of
past research and add value to current research

• using models to help develop decision support systems to aid in the dissemination of
existing knowledge

• pilot studies to investigate the contribution that crop/soil simulation models can make
to crop improvement programmes

• maintaining and expanding existing modelling expertise in developing country
institutions by supporting existing model users.

These are discussed in more detail below.

7.1 Strengthening the Sustainable Livelihoods approach

7.1.1 The Sustainable Livelihoods framework

DFID is currently promoting the use of the Sustainable Livelihoods (SL) framework as a
way of thinking about the objectives, scope and priorities for development in order to
enhance progress on the elimination of poverty (Ashley & Carney, 1999). This thinking has
arisen from the 1997 White Paper in which it was stated that DFID’s goal was to halve the
proportion of people living in poverty by 2015, and has grown from the recognition that it is
fruitless to try and solve technical problems without, at the same time, addressing the socio-
economic pressures against which they are set. Human behaviour, driven by poverty,
population dynamics, and inappropriate economic and land policies, is usually the underlying
cause of land and water degradation. In turn, human behaviour is not always driven by a
desire to maximise yields or income - these may be only two objectives out of many - other
goals may include income stability, product diversity, an attractive landscape, or concern for
family.

The main feature of the SL approach is that it places people at ‘centre stage’, rather than
natural resources or commodities as has been the case in the past, and considers their assets
(natural, human, financial, physical and social capital) and their external environment (trends,
shocks, and transforming structures and processes) (see Figure 7.1). A key concept is that
of ‘sustainability’ - a livelihood is defined as sustainable where it can cope with, and recover
from, stresses and shocks, and maintain or enhance its capabilities and assets both now and
in the future, while not undermining the natural resource base (Carney, 1998). The SL
framework may, therefore, herald a significant evolution in conceptualising key processes
and relationships in rural development. As such, it represents a significant challenge to all
development professionals to think about the whole livelihood system rather than just some
part of it.

However, at present it is not clear as to the extent to which the SL framework may be
used in a diagnostic sense (i.e. to identify the real constraints of a particular system), to
determine a course of action, or to test out the likely outcomes of particular strategies.
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Further thought is required to make explicit the various components of the current SL
framework and to enable them to be explored in a rigorous and testable way.

Figure 7.1: The Sustainable Livelihoods framework (from Carney, 1998).

7.1.2 Can modelling contribute to the SL approach?

The one characteristic that clearly distinguishes agricultural systems from any natural
system is the human element - all agricultural systems are based on humans who manage
natural systems to meet their objectives. Despite it being self evident that it is the human
element of farming systems which determines the success of policy and technology transfer
initiatives, relatively little research has gone into understanding and predicting the dynamics
of the social elements of agricultural systems (Edwards-Jones et al., 1998). Some progress
in this direction has been made in the last 25 years, but social systems have not been
analysed as intensively or as quantitatively as livestock or crop production.

The importance of developing models of farm households and linking these with biological
crop models in a whole-farm model was recognised by Dent & Thornton (1988). In a
subsequent paper, Dent (1993) suggests that such a model could be used to evaluate the
likely impact of new circumstances that might include alternate new technologies, alternate
market scenarios, and credit facilities. Adoption rates of a specific technology could be
predicted, as well as total farm output and its stability. Alternate technologies could be
screened before experimentation, and judgements could be made about the relative merits of
technology, education, credit facilities, and information provision. Such a model would need
to be generic in nature so that it could be applied to different types of households
represented by different parameters, but without structural modification of the model itself. It
would also be necessary to devise some sort of minimum data set of socio-cultural and
economic data.

Since then, however, relatively few models which attempt to simulate the behaviour of
farm families, or to integrate their behaviour with other elements of the agricultural system,
have been developed (Edwards-Jones et al., 1998). Jones et al. (1997) suggest three
levels of farm-system models.
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• Unconstrained: Models which focus on the ecological components only. An example of
this type of model is that developed by Hansen & Jones (1996).

• Resource-constrained: Models which incorporate the economic component in addition
to the Unconstrained level, i.e. what is economically attainable if one or more resources
are fixed. This level of model may include a simple decision-making component based
on maximising profits. An example of this type of model is given by Edwards-Jones et
al. (1998) who linked CERES-Maize and BEANGRO to a family decision-making and
demographic model to represent a subsistence farming system. However, the work
highlighted a number of issues that need to be addressed, which were discussed in more
detail in Section 2.5.

• Adaptive: Models which incorporate the social component in addition to the Resource-
constrained level. These should include household characteristics and preferences that
influence decisions such as acceptance of new technology and choice of crop and
livestock enterprises. Account should be taken of farm goals, which are probably more
complex than just profit maximisation. An example of this type of model is given by
Dillon et al. (1989) - this included a decision model that considered farmers risk
preferences. The FLORES (Forest Land Oriented Resource Envisioning System) model
developed at a workshop in Indonesia in February 1999 is another step in this direction.
Generally, however, little progress has been made in this area due to lack of a
mechanistic understanding of house-hold decision-making processes.

The basic assumption underlying the theoretical framework of farm household modelling
at the Adaptive level is that decisions on land-use are taken by individual households based
on their goals and aspirations, making use of the various available resources to undertake
specific activities subject to biophysical and socio-economic constraints (Kuyvenhoven et
al., 1995). A complicating factor is the existence of many different households with different
objectives, which makes it necessary to distinguish between groups of households that show
broadly similar reaction patterns. The interest is in the overall response of farm households
to policy change, not the reactions of a specific household. Kuyvenhoven et al. (1995)
suggest classification on (a) resource endowments (e.g. land/labour ratio) and (b) differences
in objective functions.

Thus, we would suggest that one approach that can be taken towards the further
development of the SL framework is through the modelling of livelihood systems, which,
when combined with GIS and remotely-sensed data interpretation techniques, should have
the potential to provide a powerful tool to evaluate the dynamics within particular
communities, the likely effect of outside influences, and the range of livelihood strategies that
may be adopted to cope with these. Existing crop/soil models should be an integral part of
such livelihood models, particularly in the case of rural communities. By combining the
strengths of both biophysical and socio-economic modelling, a more effective systems
research approach for the development of improved farming strategies should emerge.
Biophysical modellers must realise that their areas of speciality are just subsystems within
much larger systems in which people make their livelihoods. Improving such systems
involves the recognition that several, perhaps conflicting, goals need to be satisfied. It may
even be that their own subsystem is not very important in the overall picture. Social
scientists, on the other hand, must realise that models offer an objective and testable
framework not only for understanding a system, but also for examining the consequences of
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manipulating it or intervening in it. Both disciplines have much to learn from each other and
of each other’s tools.

The concept of the ‘five capitals’ (human, social, financial, physical, natural) is central to
the Sustainable Livelihoods framework, and any modelling effort must address these. In the
following, we suggest some initial ideas of how these five capitals could be simulated within
an SL model:

1. Human: This includes skills, knowledge, ability to work, etc. It is envisaged that this
could be described initially by a simple variable for each individual representing the
degree of skill that they have – this could be related, for example, to the number of
years spent at school. At some stage, this may have to be subdivided further, say, into
experience built up over years and the ability to carry out work of a particular type –
an old person, for example, may not be able to do much physical work, but may have
considerable experience that could be passed on to younger members of the
household.

2. Social: We see this as a function of relationships between individuals, but mediated
through social institutions. Each individual (within and between households) would
possess information about the number and nature of linkages between themselves and
other individuals. Key social relationships to be explored would include kinship (ties
both within and between households), gender, and friendship. The ‘value’ of key
relationships would need to be assessed, possibly with reference to different notions
of reciprocity which may be useful in differentiating kinship from other aspects of an
individual’s social capital.

3. Financial: For each household, a variable representing a money store could be
defined, which can be augmented by income generated by members of the family, and
diminished through expenditure by members of the household. A similar variable
could represent the size of the food store, which would be added to by crop harvests
or purchase of food, and subtracted from by consumption by members of the
household.

4. Physical: This includes infrastructure such as roads, schools, markets, etc., and would
be represented spatially within the GIS. Proximity of households to these is likely to
influence the household’s decision-making processes.

5. Natural: This includes climate, soils, land, and water information, databases of which
exist for many areas already, and are routinely used by current crop/soil models.
Where such data do not already exist, much could be derived from the interpretation
of the remotely-sensed data in a participatory framework. All natural capital data
could then be stored in a GIS format for use with the household model. Crop/soil
models provide one of the links between the household model and these aspects of
the natural capital.

Such an SL model would be a simulation model as opposed to an optimisation model -
i.e. it would simulate changes in all the components of a system through time, rather than just
trying to find the optimum behaviour of the system in relation to some predefined criteria at a
specific point in time. As such, it would be a tool for exploring the implications of different
options rather recommending a specific option as being the ‘best’.
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Once the SL model, incorporating explicit representations of the different capitals, had
been developed, it could then be used to investigate the vulnerability of different communities
and the different types of households within them to outside influences, such as climate
variability, policy changes, etc. Household (or community) vulnerability can, to a large
extent, be related to the total stock of capital available to it in times of crisis. However, it is
not necessarily the case that a household with a greater stock of capital will be less
vulnerable than those with less capital. An important characteristic influencing the ability of a
household to withstand outside shocks is the ability to convert capital from one type to
another. For example, social capital built up over the years in the form of linkages between
individuals could be converted into financial capital in times of adversity (i.e. a cash transfer
between relations or friends). Not all forms of capital can be converted into others – for
example, physical capital (e.g. roads) can not easily be converted into natural capital. Some
forms of capital may be easily converted to another, but not easily reconverted back again
(e.g. natural capital could be converted into financial through cutting down trees, but could
not quickly converted back into trees again). The SL model could be used to explore the
importance of all of these conversions.

The SL model would, of course, be a research tool in the first instance, to help explore
and test the relationships between the concepts currently incorporated in the SL framework.
As such, it would be an important part of any further development of the SL approach.
Nevertheless, after some time, it is envisaged that specific tools would be developed from
the model, which practitioners would be able to use to help them in designing their projects
with a greater SL focus. Possible functions these tools might provide include:

1. Evaluation of new technologies: An important contribution an SL model could make is
in screening out options that can be demonstrated to have a poor chance of success,
rather than wasting scarce research funds on them. An example of this was the
evaluation of grain legumes for improving soil fertility in Namibia (McDonagh &
Hillyer, 2000) described in Section 2.3.5. Alternatively, they can be used to identify
candidate technologies not currently being practised in a region, which may have been
overlooked in the traditional FSR process, such as was the case in one project in
Kenya (e.g. McCown et al., 1994).

2. Extrapolation from specific sites: An SL model could also be used to extrapolate
results from a limited number of study sites to wider areas, and help to identify
‘extrapolation domains’. The concept of using locally validated detailed models of
farming sub-systems as the preferred medium for applied research has been discussed
by Dent & Edwards-Jones (1991).

3. Provision of a temporal dimension: The current SL framework provides a ‘snapshot’
of a current system, but does not easily allow an analysis of future changes to the
system. An SL model can be used to provide an evaluation of the short-term risk
faced by households and also of the long-term sustainability of various interventions.
Cumulative probability functions can be used to assess the variability in household
income or harvests between years. Complex strategies, such as cropping sequences
with a range of management rules, could be explored in this way, to evaluate stability
of output and economic achievement.
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4. Providing mechanisms to predict the effect of outside influences on the vulnerability of
livelihoods: An SL model could provide a way of objectively assessing the impact of
outside influences (e.g. government policies, commodity prices, environmental
impacts) on various components of a system, including the livelihoods of the people
within it. For example, the question of how the building of a road through an area
affects land use, cost and availability of food, household vulnerability, etc. could be
explored by such a model.

5. Providing mechanisms to predict the effect of improvement in livelihoods on the
environment: In the same way that the effect of external influences can be explored, an
SL model could enable an assessment of the environmental impact that an
improvement in livelihoods may have. The environment in this case includes both that
within the system (e.g. the effect of intensification on runoff into rivers) or external to it
(e.g. the effect of rice cultivation on global atmospheric methane levels). Spedding
(1990) has pointed out that those that advocate change have an obligation to consider
the full consequences of making the change, not just in terms of the objectives sought,
but also any possible undesirable consequences.

Some initial case studies should be carried out to test and validate the model, and also to
demonstrate the potential usefulness of the approach. Some suggestions could include:

• The effect of population increase on the length of the fallow period and on long-term soil
fertility in shifting cultivation systems. Are improved fallow systems justified in such
systems?

• The effect of migration to urban areas on the sustainability and productivity of traditional
cropping systems

• The effect of external forces (e.g. climate change, government policies) on the
vulnerability of livelihoods of households of differing resource levels

• The effect of building a road in a remote area on livelihoods and land use within that area

These are only a few examples, and many more can be thought of.

7.2 Integrating model use into research and extension projects

We also believe that models have a valuable contribution to make to larger projects in
being able to explore various scenarios and management options, particularly from a long-
term perspective. It is important that this is done in a participatory way with the
stakeholders, whether they be researchers, extension personnel, or farmers.

The degree of participation will vary with the end-user - other researchers, for example,
may be keen to build their own model, or add to an existing one. In such cases, commercial
visual modelling packages, such as Stella or ModelMaker, in which models are constructed
visually on a ‘box-and-flow’ basis without the need for programming ability in a computer
language, may be the most appropriate approach. There is a tendency with these packages,
however (as with all models), for the models built in them to become increasingly complex to
the extent that they too become incomprehensible to other users, and also model
performance may be severely downgraded (as was found with WaLNuCas in Stella,
Cadisch, pers. comm.). Future developments in visual modelling packages should address
these problems.
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Other researchers, and perhaps consultants and agricultural extension personnel, may not
wish to build or modify models at all, but prefer instead ready-made models, linked to ‘user-
friendly’ graphical interfaces which facilitate their use. Subsistence farmers, on the other
hand, are unlikely to be direct users of either of these types of models in the near future, not
least because of the general unavailability of computers they would have access to.
Nevertheless, they may be very interested in the predictions of such models, so that the most
appropriate approach may be for competent modellers to act as the interface between them
and the model.

It is interesting to note that in nearly all of the examples of model impacts discussed in
Section 6.3, competent modellers were involved. Modellers should, therefore, be an integral
part of the team involved in the overall process of livelihoods improvement, and it is
important that they also have the opportunity to enter into dialogue with farmers and other
target groups. Such an approach is in the process of being developed by the APSIM group
in Australia (McCown et al., 1994). Clients (not just farmers, but all decision-makers in
agricultural development) are involved in projects. If the clients are farmers, collaborative
experiments are done, and results are extrapolated in time using models to show the long-
term consequences of their actions. If the clients are researchers, models are used for
extrapolation of the research results in space and time to add value to expensive research.
The approach described by Robertson et al. (2000) in developing new cropping strategies
for mung-bean in response to changed external factors in Australia is a good example of
how this can be achieved (see Section 2.4.1 for details).

(a) (b)

Figure 7.2: (a) The poverty trap that results from human population pressure. (b) The
values of various maize production strategies in Kenya depicted in mean-standard
deviation space. Strategies combined planting densities (plants ha-1) and fertiliser
nitrogen (kg ha-1). Points represent (1) 22000 plants ha-1, 0 kg ha-1; (2)
27000 plants ha-1, 15 kg ha-1; (3) 33000 plants ha-1, 30 kg ha-1; (4) 38000 plants ha-1,
45 kg ha-1; (5) 44000 plants ha-1, 60 kg ha-1; (6) 55000 plants ha-1, 80 kg ha-1. (From
McCown et al., 1994).
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Another example of how the use of crop/soil simulation models within a team can help to
provide insights into ways current farming systems (and hence rural livelihoods) can be
improved, is provided by the same group (McCown et al., 1994). They describe the
development in a part of Kenya of a downwardly-spiralling ‘poverty-trap’ due to increasing
population pressure, leading sequentially to nutrient depletion, yield reduction, income
reduction, soil degradation, and eventually to low crop yields and low income (Figure 7.2a).
A small number of on-farm field experiments backed up with modelling showed that use of
small amounts of fertiliser (40 kg N ha-1) was an efficient strategy for breaking the poverty
cycle and long-term improvement of the system (Keating et al., 1991), even taking into
account risk (Figure 7.2b). Extensive Farming Systems Research had previously not
considered this as an option as ‘farmers here don’t use fertiliser’.

A similar approach is currently being undertaken in Zimbabwe by the same group (Grace,
pers. comm.) in which extension staff and researchers were invited to a workshop together,
and models were used to explore trade-offs between production and risk for various
scenarios suggested by the extension staff. The workshop was considered successful in that
it highlighted to the researchers the challenges that smallholders face when investing in
fertiliser inputs and provided some pointers for future on-farm research.

Such an approach could be adopted in future DFID projects. Models are an efficient and
cost-effective way of exploring possible options under different scenarios, and could be
used as a way of testing proposed interventions where appropriate, particularly in areas
where it is difficult to carry out field experiments due to the nature of the terrain or to
remoteness. It might be a useful exercise for those planning such projects to ask themselves
if any of the work they are proposing could be answered by existing crop/soil models rather
than carrying out expensive, and possibly unrepresentative, field experiments. Perhaps there
should be a box in the Project Memorandum form indicating whether the applicant had
consulted a modeller in the same way that it is currently required to do so for a statistician!
We do not advocate the complete substitution of field experimentation by modelling, as
there is always the need for validation of the models, but the amount of experimentation,
both in terms of the numbers of replications at different locations, and in the numbers of
years, could be substantially reduced. Modelling can be used in this way to add value to the
experimentation as well as capitalising on the investment already made by DFID to develop
models. We also do not advocate the sole use of models developed by DFID (i.e. PARCH,
PARCHED-THIRST, EMERGE, SWEAT); rather, the most appropriate model for the
task in hand, should be selected.

7.3 Making information available – decision-support systems

In the Sustainable Livelihoods framework discussed above, knowledge is seen as part of
the ‘Human’ capital. In relation to improving livelihoods of poor people, the knowledge of
how to do so may often exist (i.e. from formal research or indigenous experience).
However, often the bottleneck to it being successfully applied to solve problems is making it
available in an understandable form to those that can make use of it, a theme that we have
reiterated a number of times in this report. Provision of decision-support systems is one way
in which this can be done.
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Having reviewed a range of decision-support systems, their application and some of the
reasons why this has been limited (Chapter 3), it is useful to consider the ways that their
potential can be optimised. This review has highlighted some general issues which can be
used to determine practical guidelines. The main problem is that models have not met the
needs of end-users - the way forward, therefore, is to take more deliberate steps to meet
these. If decision support models are to be useful, then they must be based on pragmatic
rather than scientific criteria. They must address real problems faced by the end-users rather
than problems of interest to the researchers. This requires early definition of the end-users.
Models for DSS should only be undertaken when they are appropriate to the problem and
can realistically produce outputs that are usable by the clients. It is important that before any
DSS is developed the problem has been rigorously defined and the requirements of the
decision-maker are fully understood (Knight, 1997). End users should be involved in the
development process. There is a need for effective linkages between researchers, extension
workers, and farmers (Hamilton et al., 1991) as well as between researchers and policy
makers. As already discussed in the previous section, one way to increase the applicability
of models is to combine ‘hard’ and ‘soft’ systems approaches (Newman et al., 2000) – in
other words, a more participatory approach to DSS design and development, involving
representatives from research, extension and farmers groups, is required.

Box 3: requirements for successful DSS packages

1. Address real problems (often complex) not readily solved by rule-of-thumb (e.g. pest management
and irrigation scheduling require decision making on issues that vary from one season to the next.
The cost of making a mistake is high and therefore use of DSS may be worthwhile. Time of fertiliser
application is less important as the responses are flatter)

2. Address problems that will be costly if the decision is not made correctly (i.e. where there is a
steep response)

3. Must be easy to use and output easily understood
4. Must be targeted at the client
5. Must not require an experienced computer programmer to operate, or must be part of a system

where the operator works as a consultant passing on the relevant outputs in a useable manner.
6. Must be introduced to the client with a thorough training package and continued support
7. Need to be maintained and updated with changing technology and in response to user demand.

All systems should be developed as part of a project that includes a budget for
dissemination and training. Newman et al. (2000) suggest that the DSS must address
significant problems identified by the users in the short term and simultaneously adopt a
longer term strategy towards development of educational software for training in the next
generation. Evaluation, maintenance and upgrading of the system should be incorporated
into the model development project. The marketing and dissemination strategies should be
considered at the start of the process. Training should not be compressed into too short a
time period. A combination of formal training and extended on-the-job programmes were
found to be the best way to ensure that procedures were fully understood and adopted. It is
also important to train staff to collect the appropriate data in the field (Makin & Cornish,
1996). Training should not only focus on how to use the system but also on the assumptions
that are involved in model development and the potential and limitations for their application.
It should be highlighted that the models are aids to decision support and not ends in
themselves. Care should be taken not to promote a computer-based decision aid approach
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when other communication means are more appropriate (e.g. the written word). Accessing
related information, analysis techniques, local experience, financial implications, etc. should
all be seen as part of the package.

From the DFID perspective, the development of a decision support system would be
most appropriate where considerable research on identified constraints to improved
livelihoods has being going for some time. For example, such an area might be the mid-hills
of Nepal where much research on soil fertility and soil conservation has been carried out
over the years. It may be time to take stock of all the information that has been gathered
from this research, and attempt a synthesis of it into a form that could be used by
practitioners that have to make decisions on the most appropriate practice to recommend.
Both biophysical and socio-economic information should be incorporated. Crop/soil models
should be used wherever possible to derive simple rules-of-thumb that can be incorporated
into the decision support system. An example of this might be the relationship between
altitude and the rates of organic matter build-up or nitrogen fixation through the influence of
temperature (see Section 7.7.2). New areas of research may be identified as a result of this
exercise. The most appropriate form of the decision support system should be determined
together with those who will use it, but could include a computer-based DSS, flipcharts,
handbooks, manuals, etc.

It may be possible to identify other geographic areas, in which DFID has been funding
research for some time, for similar approaches.

7.4 Contribution to crop improvement programmes

The use of crop models in crop improvement programmes is in its infancy, but their
potential in helping to identify and evaluate desirable plant characteristics, environmental
characterisation, and explaining G×E interactions (Section 2.2) needs to be explored.
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Figure 7.3: Possible structure for a software system for plant breeding including crop
simulation models and GIS (from White, 1998).

The ideal would be for modelling tools to be fully integrated into plant breeding software
systems. Efforts are underway to achieve such integration for the International Crop
Information System (ICIS) being developed by some of the CGIAR centres (Figure 7.3).
White (1998) has suggested that crop models need to be developed in which cultivar
differences are simulated directly through gene action for specific processes, an approach
that offers the potential to link models to genome databases and of using molecular biology
techniques to characterise genotypes and reduce reliance on field trials to fit model
coefficients.

In many cases, models may not be able to make much contribution in determining which
characteristics a genotype should possess. Where a particular trait such as resistance to a
specific disease is clearly required, then there is little more to be done than for breeders to
go and incorporate that trait into the appropriate genotype. Models can make their greatest
contribution if there is a cost or trade-off associated with a particular beneficial trait - for
example, if the trait for disease resistance meant that in years when there was no disease,
yields from a genotype containing it were lower than for a genotype without the trait. A
model can then be used to identify the environments in which it is advantageous for
genotypes to possess the trait, and also assess the risk to a farmer over a period of time of
growing such a genotype.

From DFID’s perspective, we would suggest that advice is sought from those in ICIS
about possible contributions that DFID-funded projects could make, and then to initiate
pilot studies to investigate the potential of using crop/soil simulation models in this way.
Collaboration with crop improvement groups at CGIAR centres is probably the best
approach in the first instance, as they will be more likely to have the resources and networks
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necessary for development of a methodology, but eventually collaboration directly with
national crop improvement programs could be possible.

7.5 Environmental research

Environmental research in developing countries is clearly one area in which crop/soil
models can make a major contribution. The advances made in crop production over the last
three decades have not been without cost to the environment - nitrogen applied through
fertilisers, for example, has increased more than seven times, and is beginning to pollute
many rivers and water tables. Moreover, there is evidence of diminishing gains from these
inputs due to land degradation caused by many factors, including poor land-use planning
resulting in deforestation and clearance of marginal land for cultivation, poor management of
water resources and agricultural land, over-use of pesticides and fertilisers, uncontrolled
dumping of wastes, and deposition of pollutants from the air (UNEP, 1999).

Because of the predicted trends in global population, there is a definite need for further
gains in agricultural productivity, but this must be achieved in a sustainable and
environmentally friendly way so that the natural resource base is preserved. Also, because of
the multifaceted nature of environmental problems, the emerging challenge is to develop
ways of linking science, social and environmental data in meaningful ways to help achieve
these goals. Two areas in particular in relation to agriculture were highlighted in a recent
report by the United Nations Environmental Program (UNEP, 1999):

• Climate change: The balance of evidence now suggests that there is a discernible human
influence on global climate (IPCC, 1996). While many of man’s activities are involved,
agriculture is an important one, both because of the influence it has on the emission of
greenhouse gases into the atmosphere (e.g. methane from rice cultivation), and also
because of the impact that a changed climate is likely to have on agricultural production
and its ability the meet the demands of the expanding population mentioned above. In a
recent poll of 200 environmental experts (UNEP/SCOPE, 1999), climate change was
the issue for the 21st century mentioned the most by the respondents.

Future work in this area should focus in integrating the results of large number of studies
of different components of climate change. For example, in relation to rice agriculture,
three possible areas of research are:
• Rice production is influenced by increasing CO2 and temperature, but in turn

influences CH4 emissions into the atmosphere. Nitrous oxide, another greenhouse
gas, is also emitted from flooded rice fields under certain conditions. Studies are
required to investigate which crop management options result in the least detrimental
effect overall to the environment taking into account all of these factors.

• Another important study is on how sea level changes under a changed climate are
likely to affect overall rice production through their effect on rice growing areas.

• A third important area of research is developing ideas on how people relate to all of
this – how decisions made at a household level collectively contribute to changes in
land use over time, and how this influences, and is influenced by, climate change.

Similar areas of work could be identified for other cropping systems.



141

Applications of crop/soil simulation models Matthews et al.

• Nitrogen in the environment: Evidence is mounting that human activities are seriously
unbalancing the global nitrogen cycle. The advent of intensive agriculture, fossil fuel
combustion, and widespread cultivation of leguminous crops has led to additional
quantities of nitrogen being deposited into terrestrial and aquatic ecosystems.

Surprisingly, there are few models for biological nitrogen fixation, and one area of
research should be the development of a process-based model describing potential
nitrogen fixation rates in relation to environmental factors such as temperature, water
status, host plant growth, etc. This point is discussed in more detail in Section 7.7.2
below.

Future DFID research projects need to consider carefully the impact any recommended
interventions might have on the environment in the light of these two effects, all the more so
as the DFID Environmental Research Programme has now been disbanded and its activities
integrated into other research programmes. Crop/soil models are important tools in helping
to make these assessments, and the SL modelling approach described in Section 7.1 is one
way of integrating these with the human dimension.

7.6 Building modelling capacity

The argument that developing modelling capacity is beneficial in less developed countries
is a seductive one. This would break the chain of modelling dependency on developed
countries, and help to develop an internal capacity for modelling that can better answer the
needs of less developed countries. Important skills could be transferred rather than finished
products. However, the question as to how useful it would be to develop modelling capacity
in less developed countries needs to examine whether mechanistic or functional modelling
capability is to be developed.

There is no reason why, with the use of visual modelling tools or spreadsheet packages,
the development of modelling capability in simple functional models should not allow
researchers, decision-makers, or tutors in developing countries to further their work. To a
certain extent this may already be happening - simple models to examine the effects of water
abstraction on groundwater levels in southern India, for example, have been developed with
Excel and Visual Basic (Ravi Bhalla, pers. comm.). This capacity for the production of
simple functional models could be usefully developed. Additionally, this kind of capability
might be developed with the computing skills and finances that are already available, an
important consideration where both are limited.

However, the enhancement of the mechanistic modelling capacity in LDCs is a process
that is beset with problems. Such modelling capacity is difficult to transfer because
mechanistic models are extremely complex. The successful development of mechanistic
models may require international and interdisciplinary teams working with professional
modellers rather than agricultural scientists who are taught to model. Assembling such teams
is expensive and in view of this it is probably more cost effective to modify existing models
where appropriate rather than to develop modelling capability. Mutsaers et al. (1999) have
shown that there was only limited independence in modelling skills gained by NARCs in
LDCs after the SARP project finished. The modelling skills developed during the project are
in danger of being lost without further support (see Section 4.4.2).
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From DFID’s perspective, user support groups, to provide help and model updates to
users of existing models, such as the DFID-funded HyPAR agroforestry model (Mobbs et
al., 1996), is one way of trying to encourage the maintenance and development of these
skills after the main project has finished. The emphasis in such support groups should be on
the applications of the appropriate models to solving practical problems of importance in the
research areas of the members. For example, agroforestry models could be used to identify
conditions and regions in which alley cropping is likely to be successful, taking into account
both the biophysical and socio-economic aspects that are influential.

7.7 Further model development

There is no doubt that crop/soil simulation models describing crop growth and yield in
relation to climate, soil and management, have reached a stage where they can provide
useful insight into complex cropping systems, although, as was shown by the discussion of
various model limitations in Chapter 2, they are by no means perfect yet.

We would suggest, however, in the current context within DFID of applying knowledge
gained from previous research to solve specific problems, that the emphasis should be away
from further development of crop/soil models and modelling environment software. As much
use as possible should be made of existing crop/soil models to obtain answers to
appropriate questions. In the case of modelling environment software, well-established
commercial packages which have adequate user support, such as Stella and ModelMaker,
should be used as much as possible where appropriate. This is not to say that further
development of crop/soil models should cease altogether, but more that the funding of
projects in which the development of a model is the main output are increasingly difficult to
justify. Further enhancements to existing crop/soil models could be made as a sub-activity to
a main project with clearly-defined problem-solving objectives, and indeed, this is usually
necessary, as often existing models are not able to address a specific problem entirely. This
was found, for example, in trying to simulate the dynamics of methane emissions from
ricefields, in which it became necessary to link a crop simulation model to a soil
methane/oxygen model (Matthews et al., 2000a) as neither model by itself was adequate to
evaluate crop management strategies that could be employed to reduce methane emissions.

Nevertheless, for completeness, in the following sections, we discuss some areas we feel
that crop/soil models still need further development.

7.7.1 Linkage to pests and diseases models

Pests and diseases are responsible for large crop losses in the developing world, and it is
important to understand the processes involved in their population dynamics and how they
affect crop yields. Some progress has been made in linking pest models to crop models (see
Section 2.3.6) but most of these combined models still require information on the pest
dynamics as an input. Further work is needed to link crop models to models that can predict
pest dynamics in a mechanistic way. Such models will have the potential to explore yield
consequences of various pest infestation scenarios across a range of pest situations and
cropping conditions, including single and multiple pests, varying patterns of pest progress,
and varying crop ages, all under different environments and cropping practices (Teng et al.,
1998). Economic factors and analysis of risk also need to be taken into account. The results
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should allow the prediction of thresholds indicating when particular control measures should
be taken, the development of ‘least-loss’ strategies, and the optimisation of pesticide
application schemes. Such information from extensive simulation studies can be presented in
a condensed form such as simple regression equations, iso-loss curves, least-loss look-up
tables, etc. (Teng et al., 1998). These tools could then be used in the field by practical
decision makers.

7.7.2 Soil processes

An understanding of soil processes is increasingly recognised as fundamental to the
maintenance of SL, particularly in evaluating the long-term implications of various livelihood
strategies.

For example, the dynamics of soil carbon and nitrogen processes are fundamental to soil
fertility and crop productivity. However, the original soil N transformation module used in
the DSSAT and other crop models is based on a sub-model (PAPRAN, Seligman & van
Keulen, 1981) originally designed for high-input agricultural systems, where soil organic
matter is generally not considered of great importance for the nutrient supply of a crop.
Some of these limitations have now been addressed by the substitution of routines from the
CENTURY soil organic matter model by Gijsman et al. (1999), although there may still be
limitations in highly weathered soils (Gijsman et al., 1996). Work is also currently underway
to develop soil organic matter routines specifically for flooded rice soils using carbon pools
that can actually be measured rather than arbitrary ones that most models use (DFID
Project R6570). It is hoped that these could be incorporated into a rice crop simulation
model such as CERES-Rice. Long-term soil processes also need to be validated.

As already mentioned in Section 7.5, biological nitrogen fixation is another area in which,
surprisingly, there are few practical models available. Sheehy et al. (1987) did model some
of the processes at the individual nodule level, but, to our knowledge, this has not been
incorporated into a larger plant growth model. Some of the DSSAT legume crop models
(e.g. CROPGRO) have a simple subroutine describing N fixation, but this has not been
tested across a wide range of environments, and has never been published (Hoogenboom,
pers. comm.). Such a model would be of considerable use, for example, in determining
‘best-bet’ soil fertility technologies for different environmental conditions (taking into account
temperature, water status, and host plant growth), such as that currently being carried out in
Nepal (DFID project R7536, ‘Biophysical and socio-economic tools for assessing soil
fertility’). Understanding and predicting biological nitrogen fixation is likely to be of
increasing importance with the growing concern with the over-use of artificial N fertilisers,
particularly as N pollution has been highlighted as a major environmental problem of the next
century (UNEP, 1999).

Soil acidity is one of the factors that is often blamed for a decline in crop yields in the
tropics is a decrease in soil pH as a result of (a) the acidifying effect of nitrogenous fertilisers,
(b) nitrogen fixation by legumes, and (c) high degree of leaching. In Nepal, for example,
farmers often complain of a deterioration or ‘hardening’ of their soil and a decline in yields
due to the use of artificial fertilisers, and some are becoming reluctant to use them. With the
exception of that of van Keulen (1995), few models explicitly take soil pH into account.
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Salinity is another very important problem in some areas of the tropics, particularly where
irrigation has been practised for long periods of time. Some progress made in enhancing
models to take the effects of salinity into account (e.g. (e.g. Asch et al., 1997; Castrignano
et al., 1998), but these sub-models have not yet been tested extensively for general use.

All of these are areas in which models still need to be improved, but, as already
mentioned, from DFID’s perspective, this should either be done as part of a larger problem-
solving project, or else under complementary funding from other sources.

7.8 Concluding remarks

In this section, we have highlighted some of the key areas in which we feel that modelling
has a useful role to play within natural resources systems approaches. This has necessarily
been broader than our original brief to review the role of crop/soil models, but we have
done this as we believe that there must be a shift in the thinking of crop/soil modellers
towards (a) making people more centre stage, and (b) a more problem-solving approach.

On one level, this means thinking of the problems faced by ordinary people in developing
countries, and constructing and applying their models to address, and contribute to solving,
these problems. For this to be effective, modellers need to define clearly who the end-users
of their models are, and to enter into dialogue with these people so that the final product is
tailored to their needs. As part of this process, increased effort to disseminate the outputs of
models, more than the models themselves, needs to be made.

On a second level, there is a need to consider people themselves as integral components
in the systems being modelled. The Sustainable Livelihoods framework currently being
promoted by DFID offers a good starting point from which to develop this methodology. It
is hoped that this would eventually lead to the development of tools that practitioners could
use to identify the real constraints to improved livelihoods in developing countries, so that
future projects would be more realistically focused, thereby increasing their chances of
impact.
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9 Abbreviations

AEGIS Agricultural and Environmental Geographic Information System
AMMI Additive Main effects and Multiplicative Interaction
APSIM Agricultural Production Systems Simulator
AWS Automatic Weather Station
BBF BroadBed-and-Furrow
CAL Computer Assisted Learning
CAP Common Agricultural Policy
CATIE Centro Agronomic Tropical de Investigacion y Ensenanza
CERES Crop Environment REsource Synthesis
CIP International Potato Centre
CLUES Centre for Land Use Studies
CTI Computers in Teaching Initiative
DAD (South African) Department of Agricultural Development
DFID Department For International Development
DSS Decision Support System
DSSAT Decision Support System for Agrotechnology Transfer
EPIC Erosion Productivity Impact Calculator
ES Expert System
EU European Union
FAO Food and Agriculture Association
FARMSCAPE Farmers Advisors and Researchers Monitoring Simulation, Communication and

Performance Evaluation
FRS Fertiliser Recommendation Systems
FSR Farming Systems Research
GCMs General Circulation Models
GFDL General Fluid Dynamics Laboratory
GHGs GreenHouse Gases
GIS Geographical Information System
GISS Goddard Institute of Space Studies
GxE Genotype by Environment
HRI Horticultural Research International
IBSNAT International Benchmark Sites Network for Agrotechnology Transfer
ICASA International Consortium for Agricultural Systems Applications
ICRISAT International Crops Research Institute for the Semi-Arid Tropics
IMS Irrigation Management Services
IPM Integrated Pest Management
IRRI International Rice Research Institute
IWR Irrigation Water Requirements
LDCs Less Developed Countries
LINTUL Light Interception and UTILisation
MAFF Ministry of Agriculture Fisheries and Food
MARS Monitoring Agriculture with Remote Sensing
MDS Minimum Data Sets
METs Multi-Environmental Trials
NARCs National Agricultural Research Centres
NGO Non Government Organisation
NR Natural Resources
R&D Research and Development
RLWR Root Length/Weight Ratio
RUE Radiation Use Efficiency
SARP Simulation and Systems for Rice Production
SASEX (South African) Sugar ASsociation EXperiment station
SL Sustainable Livelihoods
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SLA Specific Leaf Area
SOI Southern Oscillation Index
UKMO United Kingdom Meteorological Office
UNED Universidad Estatal a Distancia
USAID United States Agency for International Development
WARDA West African Rice Development Association
WUE Water Use Efficiency
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