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I. Introduction

Central banks in many sub-Saharan African (SSA) countries find themselves at a crossroads. During the first half of the 2000s, SSA countries succeeded in re-anchoring inflationary expectations, reducing median inflation in the region from 15 percent in 2000 to 6 percent in 2006. In the context of fiscal–based stabilization efforts, many SSA countries adopted policy regimes centered on targets for reserve and broad money—and considerable management of the exchange rate. While de facto flexibility was and has always been the norm—money targets are frequently missed in either direction—the adoption of such targets was meant to signal that the central bank was “holding the line”, i.e., that stabilization efforts were on track and that fiscal pressures on monetary policy were contained.

More recently however, the region has been buffeted by large external shocks, starting with the first food and fuel crisis of 2007-2008, spillovers from the global financial crisis in 2008-2009 and the latest spike in commodity prices. These shocks have resulted in large swings in inflation. In some cases the monetary policy response has been erratic. More generally there has been an acknowledgement among policy makers that existing regimes—with their almost exclusive emphasis on money targets and target misses—have not provided a useful framework for thinking about these shocks, their effects on inflation and the economy, and the role of policy decisions in offsetting or amplifying them. In addition, other factors—structural changes that enhance the role of market signals, increasing instability in money demand, greater exposure to international capital flows—have also called into question the adequacy of existing regimes.

In light of these challenges, some central banks in the region have moved to, or have announced the adoption of, inflation forecast targeting (IFT), a forward–looking regime in which the inflation forecast is the intermediate target of policy, and a short–term interest rate often serves as the operational target. Under this regime, central bank efforts are focused on understanding (and explaining to the public) why inflation may currently deviate from the target, and determining what policy decisions may be necessary to bring the inflation forecast back in line. While other SSA central banks are not planning to formally adopt IFT in the immediate future, many are interested in adopting certain elements of inflation targeting.

One such element is the development of in–house forecasting and policy analysis systems (FPAS). IFT central banks make ample use of these frameworks to discipline their policy analysis. Specifically, the FPAS framework: (i) collects and helps organize high frequency data; (ii) uses a simple quarterly projection model of the economy that incorporates policymakers’ views about the transmission mechanism and the relevant shocks; and (iii)

---


3See World Economic Outlook Fall 2011, Chapter 3.

4See Benes and others (2012) for a discussion of Zambia’s monetary policy responses during the crisis.

5With the exception of South Africa, Ghana was the first SSA country to formally adopt inflation targeting in 2007. The Bank of Uganda has also recently announced the adoption of an "Inflation Targeting Lite" regime.
helps develop a consistent, model–based macroeconomic forecast, including with measures of uncertainty and alternative scenarios.\footnote{For a thorough discussion of the practical implementation of FPAS frameworks in IFT central banks, see Laxton and others (2009).}

The purpose of this paper (and its companion piece) is to provide a blueprint of an FPAS for low–income countries (LICs), with an application to Kenya. In this paper we extend existing frameworks to include an explicit role for food prices, in light of the importance of these shocks in recent years. In the companion paper we then incorporate monetary aggregates and money targets in the analysis, with an eye on those countries where money targets may continue to play some role in the policy framework. The papers’ intended audience is all those concerned with the analysis of monetary policy in low–income countries, especially economists working in the modelling division of central banks in sub-Saharan Africa. The papers are not meant to cover the entire range of exercises and analyses that can be undertaken with such frameworks, but rather to zoom in on some that are relevant for the Kenyan case.

Existing FPAS frameworks are based on new–Keynesian open economy models, which embody the fairly general view that aggregate demand and monetary policy matter for output dynamics in the short run. Unlike their Keynesian predecessors, these models are built on micro–foundations and rational expectations.\footnote{See Clarida, Gali and Gertler (1998) and Gali and Monacelli (2002), among many others.} At their core, they consist of a forward looking IS equation, a hybrid Phillips curve, a monetary policy rule and an uncovered interest parity equation.\footnote{See Berg, Karam and Laxton (2006) for an overview of the standard FPAS model.} An important feature of these models is the emphasis on gaps in output and the real exchange rate—deviations between observed values and trend or potential components—as drivers of inflation. Considerable effort therefore goes toward distinguishing gaps from trend.

We extend the standard framework by introducing two separate Phillips curves, one for food and one for non–food. The disaggregation requires that special attention be paid to various relative food prices: both the domestic and the international relative price as well as the deviation between the two. It also calls for a careful treatment of trends in these relative prices, which we explicitly undertake here, for two reasons. First, trends in relative prices have implications for the consistency between sectoral inflation rates and the inflation target (toward which headline inflation eventually converges). Second, deviations between relative prices and their trend becomes an important source of inflationary pressures, both sectorally and in the aggregate, as these gaps enter the Phillips curves directly.

The Kenyan case is representative of the challenges SSA countries have faced in recent years. As figure 1 indicates, Kenya experienced large swings in inflation, first increasing to 16 percent in mid 2008, falling back to under 4 percent in mid 2010, only to increase again to almost 20 percent at the end of 2011. While movements in international food prices account for some of these fluctuations, monetary policy may have also played a role, with short term
interest rates falling from 6 percent in 2009 to about 1 percent by early 2011. Disentangling the role of external factors versus the contribution of monetary policy decisions (and other domestic factors) is an important task of monetary policy analysis, a task our FPAS is suited to address.

We use the framework to run a number of exercises. First, we filter selected macroeconomic data from Kenya through the model, in order to recover a model–based decomposition of most series into gap and potential/trend components. The filtration exercise also serves to recover the sequence of macroeconomic shocks that, according to the structure of the model and our own view of recent history, account for business cycle dynamics over the last few years. This allows us to discuss the quantitative significance of various factors (international shocks, monetary policy) in explaining inflation developments. This process is iterative: as we have a prior opinion on the relative importance of various shocks, we repeat the filtration to adjust the calibration of the model until a consistent view of the economy emerges; this iteration also helps us adjust our own views in light of the empirical evidence. Second, we assess the performance of the model with in–sample historical forecasts and the analysis of impulse response functions. Finally, starting from where our data ends (3rd quarter 2011), we perform an out of sample forecast to identify where the economy—and therefore policy—was likely headed given the inflationary pressures at the time.

Our results are the following. First, not surprisingly, we find that imported food shocks have accounted for some of the inflation dynamics in Kenya, both in 2008 but also recently. Domestic food shocks (harvest shocks) were also relevant. We also find that accommodative monetary policy played an important role, both in 2007–2008 and recently. In 2007–2008, the CB experienced “good luck”: domestic inflationary pressures were compensated by disinflationary forces associated with the global recession, without a need for tightening. The 2011 inflationary spike was different in that such forces were not present. Interestingly, our exercise indicated that short term interest rates needed to increase, i.e., policy needed to be tightened to offset these inflationary pressures, which is exactly what the central bank of Kenya (CBK) implemented by the end of 2011. The coincidence between the latter response and the model’s forecast validates the use of the model for policy analysis in LICs.

We acknowledge that the extension of FPAS–type frameworks to low income countries is not uncontroversial. It is sometimes argued that such countries lack: adequate financial market development, sufficiently strong (or well–understood) monetary policy transmission channels, and various institutional prerequisites, as well as the requisite inflation forecasting ability. These shortcomings, according to this view, would invalidate the application of an FPAS–type framework to LICs, and more generally would call into question the overall effectiveness of monetary policy in stabilizing aggregate demand that is implicit in such frameworks.

We believe that there is still a lot to learn about the monetary transmission mechanism in LICs, but also that there is a lot to gain by applying standard FPAS frameworks to LICs, once these are suitably calibrated to reflect the relative strength of various transmission channels and extended to include LIC–specific shocks. The ability to use such a model to provide a coherent story about the state of the Kenyan economy—and signal the direction of interest
rate changes—validates our claim. More generally, our experience with Kenya demonstrates that the above challenges represent opportunities to sharpen the analysis and formulation of policy rather than reasons to avoid trying.

Our paper is organized as follows. Section II presents an overview of recent developments in the Kenyan economy. Section III introduces the model. Section IV presents results from the filtering exercise, while Section V discusses forecasting. Section VI discusses some possible reasons behind the monetary policy response in recent years and draws some policy lessons for monetary policy in LICs. Section VII concludes.

II. Kenya: Inflation Developments and Monetary Policy 2007-2011

In this section we provide a brief overview of Kenya’s economy, its recent inflation history and monetary policy developments.

Kenya is the fourth largest economy in Sub-Saharan Africa (SSA) and the sixth most populated country, with estimated 40 million inhabitants, and a GDP per-capita of US$1,700 as of 2011 (in PPP terms). Growth has averaged about 5 percent over the last decade; though it slowed during the global financial crisis. Kenya stands out for its services sector, most notably financial services and telecommunications (with a contribution to GDP of above 60 percent), and for its widespread use of mobile-phone-based payment transfers. 75 percent of the population relies on agriculture for food and income (a large share of which at subsistence levels), which also accounts for 40-50 percent of total exports (tea, coffee and horticulture). The trade balance has been in deficit over the last few years, with remittances, foreign direct investment, and official flows providing the bulk of the financing. Portfolio inflows have been increasing over time, mostly to the stock market (banks, telecommunications and energy), though with a notable slowdown during the global crisis.

Kenya’s de jure monetary policy anchor has traditionally been reserve money targeting, although targets on net domestic assets have become more prominent recently (in the context of an IMF program), and the central bank has been paying increasing attention to short-term interest rates. The country maintains a managed float, with foreign exchange rate operations, reflecting in part the role of the CBK as banker to the government and the magnitude of official FX flows, providing most of the liquidity injections in recent years. It is difficult to identify interventions designed specifically to influence the exchange rate, with considerable volatility in the latter variable.

On the fiscal front, the government’s debt lies at about 45 percent of GDP, despite not having benefitted from debt relief as most countries in the region. Instead, about half of the government debt is in domestic currency, thanks to the rapid development of the government securities market. The fiscal deficit has hovered at around 5 percent of GDP in recent years but is consistent with the government’s medium term debt strategy, supported by tax revenue equivalent to about 20 percent of GDP (among the highest in SSA).
Kenya has experienced large swings in inflation in recent years. Headline inflation accelerated from around 3 percent at the beginning of 2007 to 16 percent by mid 2008, and after having fully reversed by mid 2010, climbed again to almost 20 percent by end 2011. Inflation dynamics were accounted for by both food and non-food (see Figure 1). Although Kenya’s share of food in the consumer basket is somewhat below the average for low-income countries (38 vs. 50 percent respectively), it is exposed to changes in imported food prices: 40 percent of the total cereal consumption (of about 5 million metric tons, chiefly maize) is imported. This influence can be seen by comparing the Kenyan food price index (measured in dollars) with a price index of international food commodity prices (see Figure 2): the two series display considerable comovement, especially during the food crisis.\textsuperscript{9}

Policy challenges were compounded by domestic shocks and the downturn of the global economy in the period 2007-2011, among them:

- A political crisis that followed the December 2007 general elections, resulting in major economic disruptions. During the crisis, over 1,000 people were killed and more than 350,000 (about 1 percent of the population) were displaced. Political instability took a toll on economic activity and exacerbated inflationary pressures in early 2008.

- A drought in the last months of 2008 that aggravated the decline in maize production and increased food insecurity—defined as the size of the population that does not have access to or cannot afford sufficient food—by about 47 percent. The government declared a food emergency for an estimated 10 million Kenyans.

- The significant impact of sharp oil price fluctuations on domestic prices for an oil importer like Kenya.

- The impact of the global financial crisis that initially dampened Kenya’s external demand, curtailing export growth, tourism receipts, remittances and private capital flows. Official foreign exchange reserves fell by almost US$ 800 million (about 20 percent of the stock of reserves) between mid-2008 and early 2009, and Kenya had to borrow from the IMF Exogenous Shock Facility.

It is difficult to characterize the CBKs de facto monetary policy framework. It maintained an inflation target of 5 +/- 2 percent.\textsuperscript{10} In terms of instruments, it injected liquidity through foreign exchange purchases and also conducted open market operations. Its reserve money targets have often been missed and subsequently adjusted, so that they in themselves have not dictated monetary policy.\textsuperscript{11} From 2009 through 2011, reserve growth was consistently higher

---

\textsuperscript{9}Cointegration between the two series is rejected. Regressing the Kenyan index on the international one (in first differences) generates a pass-through coefficient of 0.36.

\textsuperscript{10}Under the Central Bank of Kenya Act, the Minister of Finance sets the price stability targets of the Government. In practice, the target is set in coordination between the Ministry of Finance and the CBK.

\textsuperscript{11}For the purposes of the ongoing Extended Credit Facility (ECF) program with the IMF (in place since January 2011), the CBK also sets a ceiling on net domestic assets (NDA) and a floor for net international reserves (NIR). There is an implied indicative target for reserve money.
than targeted, explained by the CBK in terms of its objective of increasing financial intermediation (through higher broad money growth) and thus supporting economic activity.

The effectiveness, or at least transparency, of monetary policy was hampered by the operational framework in place. The CBK maintained a so-called policy rate meant to signal the stance of policy. This rate was the Central Bank Rate or CBR, at which it stood ready to lend to banks overnight within its standing facility program. In practice the rate was not relevant for the financial system: sizeable injections of liquidity resulted in a large decline in interbank rates, which fell to 1 percent while the CBR stood at 6 percent. Moreover the CBK employed repo and reverse repo operations to manage liquidity, with the rates associated with these operations delinked to the CBR and moving in line with the interbank rate.

Inflation started to accelerate significantly in 2011, reaching almost 19 percent in November. The Shilling depreciated by 15 percent in the six months through November 2011 as inflation expectations deteriorated. In response to these developments, the CBK reduced foreign exchange purchases and suspended the provision of liquidity through reverse repos. As interbank rates started to spike up (see Figure 3), commercial banks began to exploit arbitrage opportunities from the expected depreciation by borrowing from the CBK’s overnight discount window and building up foreign exchange positions. In an effort to stem the incipient crisis, the CBK raised the CBR through the second half of 2011 and eventually restricted the use of the discount facility, but without a clear communication strategy, which resulted in even larger increases in the interbank rate.

Facing this instability, and the increase in inflation, the CBK modified its operational framework in September 2011, with a view to making the CBR useful as a signal of policy. It increased the CBR to 18 percent by December 2011 from 6.25 in September. In addition, the CBR became the pivot rate for both repos and reverse repos; i.e., these operations would take place at the CBR rate plus or minus a margin. The overnight rate was set at the CBR rate plus 600 basis points, to eliminate its role as a regular source of funding. Since this reform and policy shift, inflation has been declining steadily, though it remains above the 5 percent target, standing at 13 percent as of April 2012.

In sum, Kenya fits the description of many SSA central banks in IMF (2008): it pursued an inflation objective in the context of a managed float, but with a variety of instruments and intermediate targets, including some—uneven—attention to monetary aggregates. In this paper we choose to simplify by characterizing the stance of policy in terms of a single interest rate. For most of the period, this rate is based on the rates at which open market operations for liquidity provision or withdrawal were actually undertaken (the repo or reverse repo rates). For the most recent period, the CBR serves as an appropriate indicator of the policy stance in terms of interest rates. In a companion paper, we explore the role of money aggregate targets explicitly. Such an analysis may shed light on some of the policy developments during the period under study. However, our understanding is that the CBK authorities and market participants now generally understand the policy stance in terms of the CBR. Given the objective of this paper of providing a practical framework for policy analysis going forward, and the fact that our application of this approach has not revealed major gaps requiring the inclusion of money, we have been satisfied with this approach.
III. The Model

In this section we describe all the equations of the model, i.e., those that describe the interaction of gap terms (business cycle movements) and those that describe movements in potential values or trends.

In terms of general notation, for any given variable $x$ a bar ($\bar{x}$) denotes that variable’s trend or potential value. A gap term added to the variable ($x_{gap}$) denotes deviation from trend or potential. A delta ($\Delta$) in front of the variable indicates changes from one period to the next, except for inflation rates which are denoted with a $\pi$. Finally, an asterisk (*) denotes a foreign variable.

Before presenting the model it is useful to briefly mention its properties. The model is structural, in that each equation has economic interpretation, and general equilibrium, in that the model’s equations jointly determine the dynamics of inflation, output, short–term interest rates and the real exchange rate. It is also stochastic: the system of equations is subject to various shocks, the variance of which can help derive measures of uncertainty in the baseline forecast. Expectations of future variables matter for macroeconomic outcomes and are rational, in the sense that they depend on the model’s own forecast. Despite these somewhat–complex features, the core economics embedded in the model are simple: aggregate demand and monetary policy matter for inflation.

One additional comment about the gap/trend decomposition. Just like the new-Keynesian models on which they are based, FPAS models emphasize output and real exchange rate gaps as drivers of inflation. However, unlike more structural/DSGE–type models, FPAS frameworks are agnostic about the structural origin and comovement properties of real trends. As will be shown below the description of trends is limited to the specification of autoregressive processes, based on long–run properties of the data, which greatly simplifies the application of the model.

A. Price Indices and Relative Prices

We begin by defining price indices and various relative prices. First, the headline price index ($p_{t}^{cpi}$, all prices are in logs) is the weighted sum of food ($p_{t}^{f}$) and non–food prices ($p_{t}^{nf}$):

$$p_{t}^{cpi} = w p_{t}^{f} + (1 - w) p_{t}^{nf},$$

$$\pi_{t}^{cpi} = 4(p_{t}^{cpi} - p_{t-1}^{cpi}) = w \pi_{t}^{f} + (1 - w) \pi_{t}^{nf},$$

$$\pi_{t}^{4,cpi} = p_{t}^{cpi} - p_{t-4}^{cpi},$$

where $w$ is the weight of food, $\pi_{t}$ is the quarterly inflation rate (annualized) and $\pi_{t}^{4}$ is the year–on–year inflation rate.
The first relative price is the domestic price of food relative to non-food:

\[ rlp_t = p^f_t - p^{nf}_t. \]

The second relative price is the domestic price of food relative to the international price of food measured in local currency:

\[ dev_t = p^f_t - (p^*_f + s_t), \]

where \( p^*_f \) is the international price of food (in dollars) and \( s_t \) is the nominal exchange rate (shillings per dollars). \( dev_t \) measures the extent of the deviation between domestic and foreign food prices. As will be show later, whether this deviation creates pressures for domestic food price inflation—in order to catch up with international prices—depends on whether the deviation reflects temporary or long-term factors.

The third relative price is the international price of food relative to the international CPI (\( p^{*cpi}_t \)):

\[ rlp^*_t = p^*_f - p^{*cpi}_t. \]

The fourth relative price is the real exchange rate, which is given by the international CPI (measured in domestic currency) minus the domestic CPI:

\[ z_t = s_t + p^{*cpi}_t - p^{cpi}_t. \]

Note that, by construction, all four relative prices are related, as follows:

\[ z_t = (1 - w)rlp_t - rlp^*_t - dev_t. \]

The above relation also holds specifically for the gaps and trend components of these relative prices.

For reasons that will become clear later, we also define two alternative real exchange rate measures, a food and a non-food real exchange rate. Each of these relative prices can also be derived using \( z_t \) and \( rlp_t \):

\[ z^f_t = s_t + p^{cpi}_t - p^f_t = z_t - (1 - w)rlp_t. \]

\[ z^{nf}_t = s_t + p^{cpi}_t - p^{nf}_t = z_t + wrlp_t. \]

**B. Trends in Relative Prices**

All relative prices are decomposed into gap and trend components:

\[ x_t = x_{gap} t + x, \quad \text{for } x = rlp, rlp^*_t, dev, z, z^f_t, z^{nf}_t. \]

We only need to define stochastic processes for three relative price trends, as trends for the other relative prices will follow from the above relations. We assume first order
autoregressive processes in first (annualized) differences for the domestic relative price of food \((r\rlp)\), the international relative price of food \((r\rlp^*)\) and the real exchange rate \((z)\):

\[
\Delta r\rlp_t = \theta_{r\rlp} \Delta r\rlp_{t-1} + (1 - \theta_{r\rlp}) \Delta r\rlp_t + \varepsilon_{r\rlp}.
\]

\[
\Delta r\rlp^*_t = \theta_{r\rlp^*} \Delta r\rlp_{t-1} + (1 - \theta_{r\rlp^*}) \Delta r\rlp^*_t + \varepsilon_{r\rlp^*}.
\]

\[
\Delta z_t = \theta_z \Delta z_{t-1} + (1 - \theta_z) \Delta z_t + \varepsilon_z.
\]

The above specification merits two comments. First, the trend value of \(dev_t\) will drift, as implied by the stochastic trends of \(r\rlp_t\), \(r\rlp^*_t\) and \(z_t\). This drift implies the long–run value of domestic food prices is unrelated to the long–run value of international food prices: trend changes in international relative food prices \(r\rlp^*_t\) will simply result in an equal and offsetting increase in \(dev_t\), without any implication for trend changes in domestic relative food prices \(r\rlp_t\). This is a stronger assumption than lack of cointegration. While this disconnect may seem extreme, it only applies to long–run movements in relative prices and not to gap movements, which—as we will see—account for much of the dynamics in international food prices in the last few years. As will be shown below, it is also based on the observed trend movements in \(dev_t\).

Second, the existence of relative price trends has implications for the inflation rates of certain price indices, even if the inflation rate for the headline index is \(\pi_t\) (eventually) determined by the inflation objective \(\pi^*\). As the relative price of food is either growing or decaying along a stochastic trend (depending on the sign of \(\Delta r\rlp_t\)), nominal food prices will tend to grow at a different rate than non–food prices. Specifically, for any time–varying inflation objective \(\pi_t\), implicit targets for food and non–food inflation must be as follows:

\[
\pi^f_t = \pi_t + (1 - w) \Delta r\rlp_t, \quad \pi^{nf}_t = \pi_t - w \Delta r\rlp_t.
\]

In addition, the long–run (annualized) nominal rate of depreciation must be consistent with the process for trend real exchange rates and domestic and foreign inflation targets:

\[
\Delta z_t = \Delta z_t + \pi_t - \pi^*.
\]

### C. Output and Real Interest Rates

Quarterly (non–agricultural) output is divided into its gap and potential components,

\[
y_t = \overline{y}_t + ygap_t,
\]

where potential output follows a random walk with time–varying drift \(g_t\):

\[
\Delta \overline{y}_t = g_t + \varepsilon_{\overline{y}}^g, \quad g_t = \tau_g \overline{y} + (1 - \tau_g) g_{t-1} + \varepsilon_g^g.
\]

Thus there can be both i.i.d. and persistent shocks to the growth rate, which allows for more flexibility in matching the data. The output gap is given by a hybrid IS curve. It depends on
real monetary conditions \((rmc)\) and foreign demand \((ygap^*\)) as well as past and future output gaps:

\[
ygap_t = \beta_1 ygap_{t-1} + \beta_2 E_t (ygap_{t+1}) - \beta_3 rmc_{t-1} + \beta_5 ygap^*_t + \varepsilon_t^{ygap}.
\]

Real monetary conditions are composed of the real interest rate gap \((rrgap)\)—the difference between actual real interest rates \((rs_t - E_t(s_{t+1})\)) and neutral real interest rates \((\tau^\tau)\)—and the real exchange rate gap:

\[
rmc_t = (1 - \beta_4) rrgap_t + \beta_4 (-zgap_t).
\]

Note that neutral rates follow an AR(1) process:

\[
\tau^\tau_t = \rho \tau^\tau_{t-1} + (1 - \rho \tau^\tau) + \varepsilon_t^{\tau^\tau}.
\]

**D. Philips Curves**

We introduce two Philips curve, one for non–food prices and one for food prices. As described in Appendix A, both can be derived from micro–foundations. The non–food Philips curve is of the form:

\[
\pi_{n^f}^t - \pi_{n^f}^{t-1} = \lambda_1 (E_t(\pi_{n^f}^{t+1}) - \pi_{n^f}^t) + (1 - \lambda_1 - \lambda_2) (\pi_{n^f}^{t-1} - \pi_{n^f}^t) + \lambda_2 (\pi_{imp}^{t} - \pi_{imp}^{t-1}) + \lambda_3 rmc_{n^f}^{t} + \varepsilon_t^{\pi_{n^f}},
\]

where

\[
\pi_{imp}^t = \pi_{imp}^c + \Delta s_t, \quad \pi_{imp}^{t-1} = \pi_{imp}^c + \Delta s_{t-1}
\]

and

\[
rmc_{n^f}^t = \lambda_4 ygap_t + (1 - \lambda_4) z_{n^f}^{gap_t}.
\]

This specification allows temporary changes in imported inflation to have a direct effect on non–food inflation, as captured by the term \(\lambda_2 (\pi_{imp}^{t} - \pi_{imp}^{t-1})\). It also makes non–food inflation sensitive to expected future and lagged changes of itself, as well as changes in real marginal costs in the non–food sector \(rmc_{n^f}^t\). These are given by a weighted sum of the domestic output gap and the real exchange rate gap in terms of food prices.\(^{12}\)

The Philips curve for food prices has a similar structure:

\[
\pi_{f}^t - \pi_{f}^{t-1} = b_1 (E_t(\pi_{f}^{t+1}) - \pi_{f}^t) + (1 - b_1 - b_2) (\pi_{f}^{t-1} - \pi_{f}^t) + b_2 (\pi_{imp}^{t} - \pi_{imp}^{t-1}) + b_3 rmc_{f}^{t} + \varepsilon_t^{\pi_{f}},
\]

where

\[
rmc_{f}^t = (1 - b_4 - b_5) ygap_t + b_4 z_{f}^{gap_t} - b_5 devgap_t.
\]

\(^{12}\)As shown in the appendix, this specification can be derived from microfoundations by assuming that the production of non–food requires a domestic input, e.g., labor, and imported goods. In this case, changes in the domestic cost of production are captured by changes in the output gap, while changes in the imported cost are represented by the real exchange rate gap. Note that, in two sector models, what is inflationary in each sector is not the real exchange rate gap per se but the cost of imported goods relative to prices in that sector, which is why \(z_{n^f}^{gap_t}\) enters the equation and not \(z_{gap_t}\).
In addition to potentially different calibrations, the main difference relative to non–food inflation is that real marginal costs also depend on temporary deviations between domestic and international food prices \((devgap_t)\). This extra term implies that temporary increases in international food prices will be inflationary, as they open a gap relative to domestic food prices that will be closed (in part) by increases in domestic food prices.\(^{13}\)

**E. Exchange rate (UIP)**

We assume that uncovered interest parity (UIP) holds:

\[
4(zgap_t - zgap_t^*) = -(rrgap_t - rrgap_t^*) + prem_t + \varepsilon_t^s,
\]

where \(prem_t\) measures persistent movements in the risk premium associated with holding domestic currency, which follows an AR(1) process with coefficient \(\rho_{prem}\), and \(\varepsilon_t^s\) measure one–time errors in exchange rate valuation. Real exchange rate expectations are allowed to deviate temporarily from rational expectations:

\[
zgap_t^e = \phi E_t(zgap_{t+1}) + (1 - \phi)zgap_{t-1}.
\]

**F. Monetary policy rule**

We assume that the central bank moves the interest rate in response to endogenous developments in the economy, as follows:

\[
rs_t = \gamma_1 rs_{t-1} + (1 - \gamma_1) \left[ \pi_t + \pi_{t+1} + \gamma_2 (\pi_{t+4}^{cpi} - \pi_{t+4}^{cpi}) + \gamma_3 ygap_t + \gamma_4 \Delta sgap_t \right] + \varepsilon_{rs}^t.
\]

The central bank also specifies a stochastic process for its inflation target:

\[
\pi_t = \rho_{\pi} \pi_{t-1} + (1 - \rho_{\pi}) \pi + \varepsilon_{\pi}^t.
\]

While this specification may appear surprising—why would the central bank subject its inflation target to persistent fluctuations?—it is meant to capture relatively low–frequency movements in inflation. These movements tend to reflect changes in the central bank’s willingness to tolerate certain levels of inflation and have been proven to capture an important element of inflation dynamics in developed and emerging markets.\(^{14}\)

\(^{13}\)As proved in the appendix, this additional term is microfounded by assuming that the production of the domestic food basket also requires imported food, in addition to domestic labor and imported non–food items.

\(^{14}\)See Smets and Wouters (2003) and Ireland (2007), among others.
G. Foreign Block

The dynamics of the model are complete with the foreign block, a set of six equations that describes the comovement of external variables:

\[ y_{\text{gap}}^t = \beta_1 y_{\text{gap}}^t - 1 + \beta_2 y_{\text{gap}}^t + \epsilon_{\text{ygap}}^t, \]

\[ \pi_{\text{cpi}}^t = \lambda_1 \pi_{\text{cpi}}^t + 1 - \lambda_1 \pi_{\text{cpi}}^t - 1 + \lambda_2 y_{\text{gap}}^t + \epsilon_{\pi}^t, \]

\[ r_{s}^t = \gamma_1 r_{s}^t - 1 + (1 - \gamma_1) \left[ \tau_{\text{rr}}^t + \pi^t + \gamma_2 \left( \pi_{\text{cpi}}^t - \pi_{\text{cpi}}^t \right) + \gamma_3 y_{\text{gap}}^t \right] + \epsilon_{\text{rs}}^t, \]

\[ r_{lp_{gap}}^t = \rho_f r_{lp_{gap}}^t - 1 + \epsilon_{\text{rlp}}^t, \]

\[ \tau_{\text{rr}}^t = \rho_{rr} \tau_{\text{rr}}^t - 1 + \left( 1 - \rho_{rr} \right) \tau_{\text{rr}}^t + \epsilon_{\text{rr}}^t, \]

and the process for the trend in the international relative price of food described earlier. Note that international food inflation is given by \[ \pi_{\text{t}}^f = \pi_{\text{cpi}}^t + \Delta r_{lp}^t. \]

IV. Applying the Model for Policy Analysis in Kenya

Having described the model, we now present various model-based exercises for Kenya. We begin by describing the calibration and our data set. We then provide impulse response functions for selected shocks. We describe the filtration exercise, with an emphasis on two related issues: the decomposition of macro-variables into their trend and gap components, and the historical decomposition of recent business-cycle dynamics in Kenya by the relevant shocks.

A. Calibration and Data

Calibration

We present the calibration in tables 1-3. Our choice is guided by the following principles. First, some of the parameters of the model (average growth rates of relative prices and output, real interest rates, average inflation target) reflect Kenyan averages or, in the case of the inflation target, the explicit objective of the central bank.

Other parameters reflect our views about structural features of the Kenyan economy. In the IS curve, the relatively large backward-looking term and small forward-looking term reflect our view that expectations of future developments play a relatively small role in output dynamics. The small sensitivity of output to interest rates (given by \( \beta_3(1 - \beta_4) = 0.06 \)) is consistent with the view that the interest rate channel is likely to be small in LICs (see Prachi and others (2011)), while the relative importance of the real exchange rate gap in \( rmc \) indicates the exchange rate channel is relatively stronger.

In the case of the two Phillips curves, non-food inflation is more sensitive to the output gap, with the sensitivity given by \( \lambda_3 \lambda_4 = 0.1 \), than food inflation, with the sensitivity given by
\[ b_3(1 - b_4 - b_5) = 0.02. \] The same holds regarding sensitivity to the real exchange rate: it equals \( \lambda_3(1 - \lambda_4) = 0.1 \) in the non-food sector but only \( b_3b_4 = 0.04 \) in the food sector. On the other hand, food inflation is quite sensitive to temporary gaps between international and domestic food prices (devgap): a 1 percent widening of the gap—ignoring expectations of future values of devgap—results in an immediate 0.07 percent increase in food prices. The effect is twice as large (0.13) once expectations about future gaps are incorporated into current prices.

The calibration of the monetary policy rule is relatively dovish, with large smoothing of interest rates and a relatively small response to increases in expected inflation. The calibration also allows for some response to nominal exchange rate movements (an important issue in LICs) but no response to the output gap. The calibration for the rest of the world is taken from applications of similar gap models to the US economy.

Finally, the last set of parameters are calibrated based on the model’s ability to deliver plausible interpretations of recent macro dynamics. The parameters that fall in this category are primarily the AR coefficients of most exogenous variables, as well as the variances of the shocks which are listed in Table 3. As is explained in the appendix, the filtration exercise depends on the relative variance of the shocks, since there are more shocks than observables, so the choice of these as well as the AR coefficients help determine the model’s account of Kenya’s business cycle. For example, if shocks to the trend real exchange rate are considerably more volatile than temporary shocks to the risk premium, then the model will interpret most movements in the real exchange rate as reflecting trend movements rather than gap movements. To pin down these parameter values, we start with an initial calibration, assess the model–based decomposition of the data, and iterate until the model–based story looks plausible.\(^{15} \)

Data

The data is described in appendix II. The data is of mixed frequency, and goes from the beginning of 2000 to 2011. Two series are worth discussing in some detail. The short term interest rate used in the model—monthly series, averaged into quarters—differs from the CBK policy rate, since the latter did not reflect the true stance of monetary policy for reasons discussed in Section II. Instead, we choose the rate that best captures the policy stance. From 2000:1 to 2009:1, and from 2001:5 to 2011:6, we use the repo rate as the central bank was mainly withdrawing liquidity from the money market. From 2009:3 to 2011:4 we use the reverse repo rate since the central bank was mainly injecting liquidity. In 2009:2 we used the average of the two as the central bank was engaging in both operations through the month.

\(^{15}\)It is feasible to estimate the model through Bayesian methods (as for example in Berg, Portillo, and Unsai (2010) for a similar model). However, for operational purposes the iterative process is preferable, at least at first. It helps the operator understand the mechanisms of the model and in particular the mapping between calibrations and the interpretation of history. It also allows the operator to embody views of the transmission mechanism derived from other sources, such as the judgment of policymakers. And it avoids the danger of overfitting, in particular of attempting to fit episodes when the operator knows (or should know) that there really were large unexpected and un–modeled events, e.g. fiscal shocks, movements in the risk premium from global events, or droughts or riots that temporarily drove food prices.
The second series of interest is the CPI series and its components. There have been various changes in methodology in the construction of price indices in Kenya. Previous CPI inflation series suffered from upward biases, especially in food price inflation, in part reflecting the use of a chained arithmetic mean formula (the “Carli” index). The Kenya National Bureau of Statistics switched to a geometric mean formula in 2009, for both food and non–food prices, and retroactively revised the aggregate CPI index (but not the subindexes) up to 2005. To construct a consistent series that would go back to the beginning of our sample, we estimated a bias coefficient from the period where the alternative indices (from the two methodologies) overlap and applied the correction to the older series.

B. Impulse Response Analysis

We begin our assessment of the model by analyzing how a one percent temporary increase in international relative food prices \( \varepsilon_{1}^{lpgap} = 1 \) affects Kenyan inflation, according to various specifications of the model. The purpose of this exercise is to highlight various aspects of the transmission mechanism.

Figure 4 plots impulse responses for international food price inflation as well as domestic food and CPI inflation (all presented on a year–on–year (YoY) basis) for two cases. Results are presented in deviations, i.e., movements in inflation rates above or below their long–run value. By construction, temporary changes to international relative food prices have very short–lived effects on international food inflation, since they result in one time increases in the food price level, which then declines over time. This is reflected in the large drop in YoY international food price inflation after four quarters. However, the effect on domestic inflation is longer–lived, since it takes longer for the increase to be (incompletely) passed on to domestic food prices.

In the first case (left quadrant), we assume that monetary policy does not respond and that the nominal exchange rate does not depreciate. The increase in inflation can be thought of as the first–round effect of shocks to international food prices. In this case, the shock has a large effect on food inflation but no effect on non–food, so the impact on headline is given by the weight of food in the CPI. In the second case (right quadrant), we allow for monetary policy to respond, in which case the central bank raises interest rates as inflation increases. This policy tightening leads to an incipient decline in the output gap, which, all else equal, creates pressures for both non–food and food inflation to decrease. In addition, the increases in interest rates results in a temporary appreciation of the currency, which also reduces inflation by reducing production costs in both sectors. The increase in inflation is therefore smaller.

Note that the direct effect of monetary policy can also be analyzed with a monetary policy shock \( \varepsilon_{RS}^{RP} = 1 \), shown in Figure 5. Consistent with the previous discussion, the shock

---

16To generate this scenario, we simulate a subset of the model where the output gap is always set to zero and the nominal interest rate stays constant, in which case the nominal exchange rate—through uncovered interest parity—does not depreciate. As actual real interest rates are declining, this exercise implicitly assumes a decrease in equilibrium real interest rates to maintain the output gap closed.
results in an increase in the output gap, a decline in both components of inflation and a nominal and real depreciation.

Figure 6 shows the effects of an increase in the trend component of international relative food prices ($\varepsilon_{rlp}^t = 1$). In this case, the increase in international food inflation is more persistent, but as described in the model section there is no effect on domestic food and headline inflation, regardless of the monetary policy response or the structure of the economy.

In sum, these experiments show that in our model some shocks to international food prices have inflationary effects and some do not. In the former, we have distinguished a direct effect operating through the structure of the food sector: the exposure to international food prices and the parameters of the Phillips curve. We have also analyzed an indirect effect related to the monetary policy response, which in this case mutes the impact on inflation.

A similar result applies to the other shocks in the model, which we will not discuss in their entirety for the sake of brevity. All non–trend shocks will have an effect on inflation since they affect gap terms, and the monetary policy response will play a role in the propagation of the shock.\footnote{One such shock is the one that appears in the food Phillips curve. This shock can capture variations in food inflation due to temporary real factors, such as large variations in the weather that affect the production of food, or changes in food tariffs, subsidies or taxes. Understanding how these factors affect food inflation—and by how much—is an important area of research and merits further work.} Shocks to trend components are not inflationary, with two qualifications. The first qualification is a positive shock to the trend component of the domestic relative price of food ($\varepsilon_{rlp}^T = 1$), shown in Figure 7. In this case, there would be an increase in the food inflation rate, a decrease in non–food inflation rate, but no change in the headline inflation rate (and no monetary policy response). The second exception concerns a shock to equilibrium real interest rates ($\varepsilon_{rr}^T$, not shown), which would have an impact on economic activity and inflation because of the slow adjustment in the monetary policy rule. Actual real interest rates would not keep up with equilibrium rates, thus opening a gap in real monetary conditions.

C. Filtering Kenyan Data Through the Model

We now use the model to interpret the joint movement of macro variables in Kenya. To do so, we filter the data through the model using the Kalman smoother described in Appendix III. The Kalman filter and smoother are recursive algorithms used to estimate a sequence of unobserved state variables whose dynamics are described by a state space model—a vector autoregression of order one (VAR(1))—based on the observations of a sequence of other variables which are linearly related to them. In our case, the state variables are trend and gap components and the shocks—their dynamics are jointly described by the VAR(1) representation of the model solution—and the observables are the actual series.

The use of the Kalman smoother to estimate trends and gaps implies that the estimates at any point in time draw on information from the entire sample, e.g., the estimate of the output gap.
in 2005:Q1 depends on movements in inflation (and other observed variables) from both before and after 2005:Q1. This feature is convenient when trying to understand historical episodes, though it also implies that the economist doing the exercise can have a clearer picture of past macro developments than policy makers at the time.

We will focus primarily on two main outputs: a decomposition of most series into a trend (or potential) and a gap component, and a decomposition of the current value of any variable into the different shocks responsible for its dynamics.

**Decomposition into trends and gaps**

We begin the analysis by looking at the model’s four main relative prices \((z_t, rlp_t, rlp^*_t, dev_t)\), which are displayed in Figure 8. Kenya’s real exchange rate \((z_t)\) has appreciated over time (see upper left quadrant), which in the model is accounted for by a smooth trend appreciation. The real exchange rate also displays some noticeable spikes, especially in 2008, accounted for by movements in the gap (the difference between the two series). The international relative price of food \((rlp^*_t)\), bottom left quadrant) also displays a relatively smooth positive trend, with large movements in the gap. Of particular interest are the large increase in international food prices in 2007-2008 and the more recent spike, which in our model are mainly accounted for by shocks to the international food price gap, although the trend also increased.

A different story emerges for the domestic relative price of food \((rlp_t)\), upper right quadrant). The trend component also increases over time, though it slows down at the onset of the 2007–2008 period before accelerating after that. The actual domestic relative price of food falls in early 2007, so that most of the increase in food inflation observed in 2008 can be interpreted as catching up relative to the trend. \(rlp_t\) falls below trend again in 2010, though the gap is smaller. The deviation between domestic and foreign food prices \((dev_t)\), bottom right quadrant) oscillates widely, with the 2007-2008 crisis—and the more recent spike—opening up large negative gaps. Given the role of \(dev_t\) in the food Phillips curve, we can foresee these gaps will be inflationary.

Figure 9 plots the time series for GDP. Output experienced fast growth during 2003–2007, with a six percent average growth and 7 percent peak in 2007, before dropping to 2 percent in 2008–2009. Given our assumption about the volatility of shocks to potential, potential output displays a smooth path, although it accounts for most of the growth observed in 2003–2006. Most of the acceleration and deceleration of output around 2007 is explained by movements in the output gap, which peaks during that time but then contracts until it closes in mid 2009, in the midst of the global financial crisis. The gap opens up again from 2010 onwards.

Finally, the real interest rate (see Figure 10) displays large movements: largely positive from 2001 to early 2003, then largely negative until mid 2005 and again from mid 2007 until the end of the sample. Most of these movements are accounted for by movements in the real interest rate gap.

In sum, the trend/gap decomposition has identified various periods with sizeable gaps in output, relative prices and real interest rates. As these gaps have inflationary effects, in the
next subsection we account for some of them and for the resulting changes in inflation in terms of the model’s shocks.

**Decomposition into shocks**

With the help of the Kalman smoother, we decompose the dynamics of each series—both observed and unobserved—into the different estimated shocks and initial conditions (see Appendix III). Since we have 18 different shocks, we regroup them into seven groups:

- **Shocks that hit the output gap:** $\varepsilon_{t}^{\text{ygap}}, \varepsilon_{t}^{\text{ygap}}$.
- **Shocks that hit sectoral inflation rates:** $\varepsilon_{t}^{\pi_{f}}, \varepsilon_{t}^{\pi_{nf}}, \varepsilon_{t}^{\text{rlp}}$.
- **Shocks that affect the international relative price of food:** $\varepsilon_{t}^{\text{rlp}}, \varepsilon_{t}^{x\text{rgap}}$.
- **Shocks related to monetary policy:** $\varepsilon_{t}^{RS}, \varepsilon_{t}^{\pi}$.
- **Shocks that directly affect the exchange rate:** $\varepsilon_{t}^{S}, \varepsilon_{t}^{\text{prem}}, \varepsilon_{t}^{\tau}$.
- **Shocks that originate in the rest of the world:** $\varepsilon_{t}^{x\text{rgap}}, \varepsilon_{t}^{x}, \varepsilon_{t}^{x\text{rgap}^{*}}, \varepsilon_{t}^{x\text{rgap}^{*}}$.
- **Other (initial conditions).**

The regrouping should not be interpreted too strictly, as some of the groups can overlap: some shocks to the exchange rate reflect changes in international market conditions and may be related to developments in the world economy. More generally, the model remains highly stylized and is likely to miss other transmission mechanisms which may be important in certain historical episodes. Estimated shocks may therefore correlate as a result.

It is important to reiterate that shocks affect the model variables in a number of ways. In some cases, the effect is straightforward to understand. For example, shocks to the output gap will have a direct positive effect on that variable. In other cases, the interpretation is not simple. For example, shocks that persistently raise inflation would in principle have a positive impact on the output gap since, by raising expected inflation, they lower the real interest rate. However, this effect is more than offset by the fact that monetary policy endogenously responds to increases in inflation, which then tightens real monetary conditions and results in a real appreciation, both of which reduce the output gap. It is important for the model’s user to understand the different channels through which shocks affects variables.

Finally, an important caveat to the shock–based analysis is the importance of own shocks, i.e., shocks that directly affect an observed variable (like temporary shocks to food and non–food inflation $\varepsilon_{t}^{\pi_{f}}$ and $\varepsilon_{t}^{\pi_{nf}}$). In general, these will soak up two types of movements in that variable. The first type of movement has an economic interpretation, e.g., negative shocks to the food harvest will result in an increase in food inflation, and will show up in $\varepsilon_{t}^{\pi_{f}}$.

---

18 As previously discussed, shocks to potential output do not affect inflation and are therefore ignored in this analysis.
The second type of movement captures any high frequency dynamics in that variable without a clear economic interpretation, and which is most likely due to the fact that the model is highly stylized. The latter type may result in an overstatement of the relative important of own shocks. We will therefore complement this analysis with alternative representations of the filtration exercise.

Figure 11 shows the shock decomposition for the output gap. Three main features emerge. First, an important share of output gap fluctuations are explained by developments in the international economy: the positive gap of the mid 2000s is driven in part by strong international output, with the deceleration of the economy in mid 2008 mainly due to the effects of the global financial crisis, and the recovery since mid 2010 supported by the relative improvement in the US economy. Second, output gap shocks account for much of the economic boom in 2007, associated in part with the increase in the fiscal deficit during that period. Third, the Kenyan economy was supported by an accommodating monetary policy ($\epsilon_{RS} < 0$, $\epsilon_{\pi} > 0$) from mid 2008 onwards, which helped offset some of the fallout from the global financial crisis. This monetary support became expansionary once the international economy recovered.

A related pattern emerges for non–food inflation (see Figure 12). Shocks to non–food prices account for some of its movements. The benign international environment also helps account for some of the non–food movements, especially during the global financial crisis. But more importantly, non–food prices have been consistently buoyed by accommodating monetary policy, which resulted in the large acceleration in inflation observed in 2011.

The dynamics of food inflation (Figure 13) are somewhat different. Domestic food price shocks play an important role, reflecting the importance of shocks to the domestic food harvest such as the drought of 2008–2009. More importantly, international food price shocks explain an important fraction of the upswing/downswing/upswing of food prices, while monetary conditions have again played a role. These two dynamics are then aggregated into headline inflation (Figure 14), with international conditions—including international food prices—but more importantly accommodating monetary policy being the two key factors.

We conclude this subsection with an analysis of nominal depreciation ($\Delta s$) relative to its long–run value—given by $\Delta s$—presented in Figure 15. The large depreciation observed in 2009 is accounted for by the shocks to monetary policy mentioned earlier, as well as shocks to the risk premium possibly associated with the worsening of the external environment during that time. The external improvement contributes to the nominal appreciation observed in early 2010. However, since then monetary policy and exchange rate shocks—the latter possibly associated with additional balance of payment pressures from the higher food and fuel import bill—resulted in the depreciation of the currency.

**Alternative representations of the filtration exercise**

---

19 Development expenditure increased by 60 percent.

20 Inflation variables are demeaned.
To complement the analysis, we present alternative representations of the results. First, we present the time path of selected variables. If the variable is not observed, we display the path implied by the model. If the variable is observed, we compare the observed variable with the path predicted by the model in the absence of the variable’s own shock. We refer to the latter path as “KF Predicted”. Second, we present an alternative decomposition, based on the terms that enter that variable’s equation.

Figure 16 presents these figures for real marginal costs in the food sector \(rmc_{ft}\). We observe a large increase in costs in that sector, both during 2008 and in late 2010–early 2011, with an important decline in between the two spikes. A large share of the fluctuations in \(rmc_{ft}\) stem from movements in \(devgap_t\) (which appear as \(RLP_{FOOD}_{GAP}\) in the figure) but also from movements in the gap component of the food–based real exchange rate (the combination of the real exchange rate gap and the gap component of the domestic relative price of food, see Page 10). Movements in the output gap play a small role.

Figure 17 presents nominal interest rates. Since mid 2007, actual interest rates are consistently below those predicted by the model, with the difference due to the negative shocks to monetary policy described above. The gap is most prominent in 2008–2009, where the model called for a policy tightening which did not take place. The gap opens up again starting in mid 2010 for similar reasons, though the widening is smaller.

Regarding the factors that describe the model’s implied path for interest rates, we observe that most of the persistence in interest rates is simply due to the smoothing factor in the policy rule. The increase in interest rates predicted by the model in 2008–2009 and in 2011 is due to the increase in inflation observed during those periods, as well as the nominal depreciation in the first episode, whereas the decrease in rates in between is due to the decline in inflation.

### D. A Model–Based Interpretation of Recent History

Having provided the main results of the filtration exercise, we now provide an interpretation of recent history. This is the type of analysis that staff from the modeling division at the central bank—in charge of developing and maintaining the model and regularly updating the projection—would provide to the monetary policy committee. While based on the model, the analysis should stand on a plausible and coherent account of recent events. It would be complemented by other variables not directly used in the model (trade and balance of payments data, fiscal developments) which we do not include in this discussion for the sake of brevity.

#### 1. The 2007–2009 Period

In 2007, the Kenyan economy was in full expansion. Output growth had reached its peak, driven by a very favorable external environment and positive domestic demand factors. Inflation was initially stable, with food prices actually falling thanks to a bumper harvest.
The benign inflation outlook was also due to a neutral monetary policy and an appreciated real exchange rate.

Prospects worsened considerably starting in 2008. Growth dropped dramatically, to about 2 percent in 2008-2009. The slowdown was more severe comparing to other EAC countries as the external demand shock stemming from the global financial crisis was combined with domestic shocks—poor harvests and post-election violence. The country’s external position deteriorated further as the low external demand widened current accounts deficits (not shown) and financial and capital inflows were halted due to liquidity strains on the world financial market. The nominal exchange rate sharply depreciated—by more than 20 percent in the second half of 2008, allowing the real exchange rate to return to equilibrium.

In 2008 inflation overshot its target: it increased to about 17 percent at its peak in mid 2008, from less than 2 percent a year earlier. Inflation was fueled by soaring high world food and oil prices as well as the domestic shocks mentioned above. To assess how important the increase in international food prices was for domestic inflation, Figure 18 shows the impact of the shocks to international prices identified by the model during 2007 and 2008, depending on whether the central bank responds or does not respond. The effects are sizeable and help explain the increase in domestic inflation, even if monetary policy would have responded—which it did not (see below).

As the global crisis unfolded and international commodity prices plummeted in the second half of 2008 and all through 2009, and the domestic economy slowed down, inflationary pressures subsided. This was the case even though the nominal depreciation during this period was the highest since 1998. Note that the CBK did not tighten policy. Instead, nominal short term interest rates declined. It can be argued that both fiscal (not shown) and monetary policy turned to a countercyclical position to support the domestic economy once it started to decelerate.

2. The 2010–2011 Period

Real growth rebounded, reaching approximately 5 percent in 2010 and reopening the output gap. The recovery was driven by an improvement in external demand as well as the accommodating monetary policy. Kenya also began to experience depreciation pressures which reached a peak in mid 2011. These stem from a combination of balance of payment pressures and low interest rates.

Driven by the events from 2009, inflation fell to less than 4 percent in mid 2010 before climbing again. Non–food price inflation soared due to the nominal exchange rate depreciation. The positive output gap also contributed to the non–food inflation acceleration, but its impact was moderate compared to import prices—real depreciation. The model estimation suggests that the demand pressures during 2011 were close to the highest within the historical sample. Food price inflation was also lifted by the depreciation of the exchange rate and increasing import prices. In addition, world food prices grew fast in the second half of 2010 and at the beginning of 2011.
V. APPLYING THE MODEL FOR MACRO FORECASTING IN KENYA

This section assesses the forecasting power of the model. We study two types of forecast: historical in–sample simulations and out–of–sample forecast.

A. In–sample forecasting properties

In–sample forecasts are mechanical model forecasts created every quarter. Each model projection is run with zero future shocks starting at the smoothed means and uses only the data set up to the starting period. Furthermore, forecasts are conditioned on the development of external variables along with the real exchange rate trend and the implicit inflation target. We exploit the implicit inflation target to better capture the monetary policy setting and implementation.

The variables used for conditioning are as follows:

- the US output gap,
- the Fed funds rate and the trend of the real Fed funds rate,
- US CPI inflation,
- the world price of food and its trend,
- the real exchange rate trend, and
- the implicit inflation target.

Outcomes of the in–sample forecasts are compared with the actual values or with the smoothed trajectories, as is the case of the output gap. We report the historical forecasting performance for the main four variables: year-on-year CPI inflation, the nominal KES per USD exchange rate, the short–term interest rate, and the output gap. The forecasts are presented in Figure 19. The sample period covers 2003Q1–2011Q2.

We organize the discussion of in–sample forecasting performance around three periods:

- **Pre–2008 period.** The historical model forecast capture the general tendencies in this period relatively well. It predicts the increase in nominal interest rates between 2003 and 2005, as well as the relative interest rate stability from mid 2005 onwards. The model succeeds in forecasting the path of the nominal exchange rate, though this is due

21 This conditioning still misses expert judgments as a common input to model based forecasts at central banks.

22 The figures plot the historical forecasts as dotted lines. The forecasts start in the first and third quarter of a year for presentation purposes. The tick blue line depicts the actual data.
to the conditioning of the forecast on the path of the equilibrium real exchange rate. The model also correctly predicts the sustained expansion in the output gap—based on the path of the US output gap and negative real interest rates—and some of the increase and subsequent decrease in inflation during 2004–2006.

- **The 2008–2010 period.** The historical simulations capture the general directions, but not the magnitudes of the macroeconomic fluctuations owing to a number of exogenous shocks (the global crisis, adverse weather conditions, and post-election violence). These factors result in an undershooting of the inflation surge predicted for 2008. Moreover, the model simulations suppose that the central bank tightened its policy in order to keep inflation close to the target. The policy tightening—in the model forecasts—opens a negative output gap which is not observed in the data. The simulations capture the increase of the country risk premium and the sharp nominal exchange rate depreciation in the second half of 2008, but only partially and thanks to knowledge of the equilibrium real exchange rate.

- **The end 2010–2011 period.** As inflation started to soar by the end of 2010, the model predicts a tightening of monetary policy. The repo rate forecasts are therefore above the actual data. The observed low interest rates are interpreted by the model as policy misalignments, and the magnitude of policy tightening is gradually rising through this period. The policy tightening predicted by the model forecasts keeps inflation below the actual data, which is also lower given the smaller depreciation of the nominal exchange rate (and the resulting inflation of import prices). Similarly, tight monetary conditions imply a lower output gap than what is inferred from the entire sample.

We also compare the root mean square errors (RMSE) of the in-sample simulations with projections based on the random walk model (see Table 4). The RMSEs are reported for different horizons and the comparison uses all historical forecasts, i.e. forecasts created at each historical data point. Numbers below 1 indicate that the RMSE of in-sample structural model forecasts is lower than the RMSE of the random walk and vice versa. Results suggest that the model forecasts perform better than the random walk ones. This is particularly the case of inflation, nominal exchange rate, and the repo rate. The model forecasts are better at all horizons. In sum, the in–sample forecasting properties of the model are satisfactory. They are limited however, in the presence of large exogenous shocks or sustained policy misalignments.

### B. Out–of-sample forecasting

We now assess the model’s performance in a real time historical exercise, namely the period of increasing inflation in mid 2011. The exercise was performed in September 2011, using the data up to 2011:Q2. Unlike the in–sample performance presented above, the external assumptions used are also from September 2011. The model forecast is then compared with

---

23 Notice the rising slope of interest rate projections.
actual developments—based on data that has become available since then. The forecast and the data are presented in Figure 20.

We believe that a real-time, careful exercise of model–based projection is a superior measure of model qualities, compared to more mechanistic measures such as the one-step ahead RMSEs presented earlier. Our goal is to analyze medium-term developments and tendencies useful for policy prescription, rather than capture high-frequency movements.

As discussed earlier, Kenya experienced soaring inflation in the second half of 2011, driven mainly by food prices. According to the model analysis, food prices inflation was driven in part by the surge in the world food prices in the second half of 2010 and at the beginning of 2011. Importantly, the world food price increase was aggravated by depreciation of the nominal exchange rate. Non–food price inflation also rose reflecting the nominal depreciation. On the top of that, a positive output gap contributed to the non–food inflation surge, but its impact is moderate compared to that of depreciation. The estimated output gap is also in line with the fast credit growth observed during 2010-2011. Importantly, the analysis shows that both in 2008 and 2011 part of the exchange rate depreciation was a consequence of looser monetary policy. This is also corroborated by narrative evidence from financial markets, where worries of excessive inflation were present.

The model forecast

As discussed in the previous section, the model forecast suggested that a policy tightening was needed to curb inflationary pressures. However, the reaction of monetary policy was delayed through the first half of 2011. The CBK provided liquidity to the banks through reverse repos until 2011Q1. Since then the CBK started to withdraw liquidity, but the repo rate was kept close to 5.75% until mid June 2011. Given soaring inflation, monetary policy became excessively loose sparking depreciation expectations. Commercial banks exploited the arbitrage opportunities from the expected depreciation by borrowing from the central bank overnight discount window at low rates and building up foreign exchange positions. A depreciation spiral emerged.

The central bank recognized symptoms of the exchange rate crisis in 2011Q3 and tightened monetary policy. However, the CBK implemented a series of non–standard and discretionary measures which further increased the uncertainty. As a result, nominal exchange rate depreciation continued in 2011Q3. A firm monetary tightening finally took place in 2011Q4.

The model correctly predicted the tightening, though it under–predicted its magnitude. The large increase in rates most likely reflects an objective to restore credibility, an aspect of policy our model does not address. As the magnitude of the tightening was larger, the nominal exchange rate appreciation has also been stronger than what was forecasted. Overall inflation decelerated, although food inflation has remained high.
VI. DISCUSSION

The use of the model for policy analysis has yielded various insights into the drivers of inflation in Kenya. One such insight is the role of excessively accommodating monetary policy in recent years. In this section we discuss some likely factors behind the policy stance during this period.

Monetary Policy operates in an environment of considerable uncertainty and incomplete information. The central bank must rely on current and leading indicators that are noisy and may not reveal a clear picture until incipient inflationary pressures have built up, in which case it is too late to offset the impact on actual inflation given the lags in the transmission of monetary policy. Because of these information lags, central banks often find themselves responding to the inflationary effects of past shocks rather than responding to new developments. In the case of sub-Saharan Africa, these challenges are compounded by the scarcity of high frequency indicators.

An additional challenge for monetary policy is the management of multiple objectives, either explicit and implicit. While most if not all central banks place price stability as their primary objective, they also attempt to support economic growth and—at times—financial sector development and credit growth. While these objectives are sometimes consistent, they can also conflict with one another. In addition, because excessively tight or accommodating policies do not immediately show up in high inflation, it may take time before the central bank can realize the inconsistency. A related challenge is that the legacy of monetary aggregate targeting can at times lead to inconsistent views about the stance of policy if broad money growth appears consistent with previously set targets; even though interest rates may be too high or low.

In the case of Kenya, the central bank loosened its policy in response to the global financial crisis of 2008-2009, which had resulted in lower economic growth, contribute to a large decrease in inflation and had negative implications for the growth of domestic credit. The policy loosening was maintained beyond this period, however, with rates continuously declining and reaching 1 percent by the end of 2011.

While very low interest rates should have acted as a signal that monetary policy was excessively accommodative, the central bank justified its stance in its December 2011 Monetary Policy Statement by emphasizing objectives for monetary and credit aggregates: “The programmed growth in money supply ... was considered adequate to support economic growth through expansion of credit to private sector... Generally, broad money supply, M3, remained within the set target. Credit to private sector increased, which was virtually on target.” (Monetary Policy Statement, Dec 2010, pp. 3). It is worth noting that reserve money growth was also indicative of expansionary policies, as this variable was overshooting its target consistently through 2011.24 Despite the overshooting of reserve money, as broad money and credit aggregates were in line with their targets, the perception was that monetary

---

policy would have no effect on demand-driven inflation (MPS, pp. 3). This state of affairs may have been compounded by the sustained decline inflation between late 2008 and mid 2010.

In hindsight, the targets for broad money and credit were based on an optimistically low assumption for broad money velocity and optimistic assumptions about the credit growth rates consistent with stable inflation. More generally, had the policy regime placed more emphasis on interest rates as indicating the stance of policy and less emphasis on credit growth and other quantitative targets, a clearer picture about the stance of policy may have emerged. It is worth stressing that an analysis of monetary policy in Kenya can be done independently of any assumptions about credit and money growth, as the current paper indicates.

VII. Conclusion

In this paper we have provided a blueprint of a forecasting and policy analysis system (FPAS) for low–income countries, with an application to Kenya. In particular, we have extended the standard framework to include an explicit role for food prices, by introducing two separate Phillips curves (one for food and one for non–food), and by paying special attention to the domestic and foreign relative food prices (both trend and gap component).

We have used the model to run various exercises. First, we filter key macroeconomic series from Kenya through the model, in order to recover a model–based decomposition of most series into trend and gap components, and to discuss the quantitative significance of various factors (international shocks, monetary policy). Second, we assess the performance of the model by analyzing impulse response functions and in–sample historical forecasts. Finally, we perform an out–of–sample forecast to identify where the economy–and therefore policy–was likely headed given the inflationary pressures at the time.

We find that, while imported food price shocks have accounted for some of the inflation dynamics in Kenya, both in 2008 but also recently, an accommodative monetary policy also played an important role. Our out–of–sample exercise indicated that policy needed to be tightened, which is exactly what the central bank did by the end of 2011. We believe the out–of–sample performance of the model, together with its in–sample properties and more generally its ability to provide a plausible interpretation of recent events in Kenya, validates the use of these types of models for policy analysis in low–income countries.

We acknowledge that, while the exercise has proven useful, much uncertainty surrounds the analysis of monetary policy in Kenya and LICs in general. We have much to learn about important features of these economies, including: the (micro) structure of the food sector and its exposure to domestic and international shocks, the importance of other supply shocks, the degree of price and wage stickiness, the implications of limited financial participation and
imperfect capital mobility for the transmission mechanism, and the role of alternative instruments such as sterilized foreign exchange interventions\textsuperscript{25}.

One next step is to apply a model such as the one presented here to help support monetary policy in Kenya, and indeed in other low–income countries that are attempting to conduct forward–looking monetary policy in the context of a flexible exchange rate regime. We believe the results of this paper, and experience in a number of emerging markets, suggests that this will prove useful.\textsuperscript{26} A number of practical issues will need to be confronted, such as the definition of the policy instrument, the functioning of the interbank market, the role of money and exchange rate management in policy making, and scarce high-frequency data. Experience suggests, however, that efforts to think and act more systematically about monetary policy can complement and even promote the development of better functioning financial markets and, over time, improve the functioning and understanding of the transmission mechanism.

\textsuperscript{25}Work along these lines is underway. See for example Adam and others (2012) and Portillo and Zanna (2013) on food prices, Mishra and others (2011) and Baldini and others (2012) on the role of the financial sector, and Ostry and others (2012) and Benes an other (2012) on foreign exchange intervention

\textsuperscript{26}See Laxton and others (2009).
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APPENDIX I. DERIVING PHILLIPS CURVES FROM MICRO–FOUNDATIONS

The non–food sector

We assume the non–food sector is composed of a continuum of monopolistic competitors, each providing a variety of non–food \( Y_{nf}^i (i) \), with \( i \in [0, 1] \). Varieties are aggregated into a Dixit–Stiglitz function:

\[
Y_{nf}^f = \left[ \int Y_{nf}^f (i) \right]^{\frac{\epsilon_{nf}^i}{\epsilon_{nf}^i - 1}},
\]

where \( \epsilon_{nf}^i \) is the time–varying elasticity of substitution between varieties. Cost minimization by consumers results in the following demand for variety \( (i) \):

\[
Y_{nf}^f (i) = \left( \frac{P_{nf}^f (i)}{P_{nf}^f} \right)^{-\epsilon_{nf}^i} Y_{nf}^f,
\]

where \( P_{nf}^f (i) \) is the price charged by firm \( (i) \) and \( P_{nf}^f \) is the price index for the non–food sector:

\[
P_{nf}^f = \left[ \int P_{nf}^f (i)^{\frac{1}{1-\epsilon_{nf}^i}} \right]^{\frac{1}{1-\epsilon_{nf}^i}}.
\]

Non–food is produced using a CES combination of imports and domestic labor:

\[
Y_{nf}^f (i) = A_{nf}^f \left[ \alpha_{nf}^f (S_{t} P_{nf}^*)^{\frac{\mu_{nf} - 1}{\mu_{nf} - 1}} + (1 - \alpha_{nf}^f) \frac{1}{\mu_{nf} - 1} L_{nf}^f (i) \right]^{\frac{\mu_{nf}}{\mu_{nf} - 1}},
\]

where \( \mu_{nf} \) is the elasticity of substitution between labor and imports and \( \alpha_{nf}^f \) is the weight of imports in production.

Firms in the non–food sector make two decisions to maximize profits. First, they choose an optimal combination of inputs to minimize costs, conditioned on the above production function. This results in the following demand functions:

\[
M_{nf}^f (i) = \alpha_{nf}^f \left( \frac{W_{nf}^f}{MC_{nf}^f} \right)^{-\mu_{nf}} Y_{nf}^f (i),
\]

\[
L_{nf}^f (i) = (1 - \alpha_{nf}^f) \left( \frac{S_{t} P_{nf}^*}{MC_{nf}^f} \right)^{-\mu_{nf}} Y_{nf}^f (i),
\]

where \( W_{nf}^f \) is the nominal wage paid in the non–food sector, \( S_{t} \) is the nominal exchange rate, \( P_{nf}^* \) is the international price index, and \( MC_{nf}^f \) is the nominal marginal cost in the non–food sector:

\[
MC_{nf}^f = \frac{1}{A^{1-\mu_{nf}}} \left[ \alpha(S_{t} P_{nf}^*)^{1-\mu} + (1 - \alpha)(W_{nf}^f)^{1-\mu_{nf}} \right]^{\frac{1}{1-\mu_{nf}}}.
\]
Second, firms set prices for their varieties. As in Calvo (1983), firms are not allowed to change their prices unless they receive a random signal. The probability that a given price can be re-optimized in any particular period is constant and equal to \((1 - \theta^{nf})\). We follow Christiano, Eichenbaum and Evans (2001), in assuming that firms that do not receive a price signal index their prices to last periods inflation rate (in the non-food sector).

If firm \(i\) gets the random signal at time \(t\), it chooses a reset price \(P_{nf}^i(t)\) to maximize its discounted stream of expected profits:

\[
\text{Max } E_t \left[ \sum_{j=0}^{\infty} (\beta \theta^{nf})^j \lambda_t \left( \frac{P_{nf}^i(t) P_{t-1+j}^{nf}}{P_{t+j}^{nf} P_{t-1+j}^{nf}} \right)^{-\epsilon_{nf}^i} Y_{t+j}^{nf} \left( \frac{P_{nf}^i(t) P_{t-1+j}^{nf}}{P_{t-1+j}^{nf}} - MC_{t+j}^{nf}(1 - \iota) \right) \right],
\]

where \(\beta\) is the intertemporal rate of preference, \(\lambda_t\) is the stochastic discount factor, and \(\iota\) is a production subsidy that serves to offset the distortion created by firms’ market power.

Profit maximization results in the following reset price (normalized by the headline CPI, \(P_{t}^{cpi}\)):

\[
\bar{P}_{nf}^i(t) = \epsilon_{nf}^i \epsilon_{nf}^t \left( 1 - \epsilon_{nf}^t \right) \frac{E_t \left[ \sum_{j=0}^{\infty} (\beta \theta^{nf})^j \lambda_t \left( \frac{1}{P_{t+j}^{nf} P_{t-1+j}^{nf}} \right)^{-\epsilon_{nf}^i} Y_{t+j}^{nf} MC_{t+j}^{nf} \right]}{E_t \left[ \sum_{j=0}^{\infty} (\beta \theta^{nf})^j \lambda_t \left( \frac{1}{P_{t+j}^{nf} P_{t-1+j}^{nf}} \right)^{-\epsilon_{nf}^i} Y_{t+j}^{nf} \right]}.
\]

The aggregate price index in the non-food sector is the weighted sum of those prices that were reset (of which there is mass \((1 - \theta^{nf})\)) and those prices that were not reset (of which there is mass \(\theta^{nf}\) and which can be approximated with yesterday’s price index) but that are indexed to past inflation:

\[
P_{t}^{nf} = \frac{\theta^{nf} \left( \bar{P}_{nf}^i(t) \right)^{1-\epsilon_{nf}^t} + (1 - \theta^{nf}) \left( P_{t-1}^{nf} P_{t-1}^{nf} \right)^{1-\epsilon_{nf}^t}}{1 - \epsilon_{nf}^t}.
\]

At steady state, the elasticity of substitution between varieties is constant \((\epsilon_{nf}^t = \epsilon)\) and the government sets a subsidy \(\iota = 1/\epsilon\). Inflation is set to zero. Under the assumption that the real exchange rate \((Z = (S_t P_t^*) / P_t^{cpi})\) and the real wage \((W_{t}^{nf} / P_t^{cpi})\) are normalized to one, it must be the case that \(\bar{P}_{nf}^i(t) / P_{cpi} = P_{nf}^i / P_{cpi} = MC_{nf} / P_{cpi} = 1\) at steady state.\footnote{In the appendix, we abstract from trends in relative prices for the sake of clarity. These can be introduced without affecting the results presented here.}

Log-linearizing the equations for the reset price and the aggregate price index (at both time \(t\) and time \(t + 1\)), and after considerable rearrangements of terms, yields the following Phillips
\[ \pi_t^{nf} - \pi_t^{nf} = \lambda_1 \left( E_t[\pi_{t+1}^{nf}] - \pi_t^{nf} \right) + (1 - \lambda_1) \left( \pi_{t-1}^{nf} - \pi_t^{nf} \right) + \lambda_3 rmc_t^{nf} + \varepsilon_t^{nf}, \]

\[ \lambda_1 = \frac{\beta}{1 + \beta}, \quad \lambda_3 = \frac{(1 - \theta^f)(1 - \theta^f \beta)}{\theta^f (1 + \beta)}, \quad \varepsilon_t^{nf} = -1 - \theta^f \frac{1}{\epsilon - 1} \left( \log(\epsilon_t^f) - \log(\epsilon) \right). \]

The term \( rmc_t^{nf} \) denotes the natural logarithm of marginal costs in the non–food sector relative to the price index in that sector:

\[ rmc_t^{nf} = \alpha^{nf} \log \left( \frac{S_t}{P_{nf}^t} \right) + (1 - \alpha^{nf}) \log \left( \frac{W_{nf}^t}{P_{nf}^t} \right) = \alpha^{nf} z_t^{nf} + (1 - \alpha^{nf}) w_t^{nf}, \]

The above Phillips curve is similar to the Phillips curve on page 12, with only one difference: the Phillips curve used in the model allows imported inflation to enter directly.

To equate the above marginal cost equation with the equation on page 12 we note that, under flexible prices, the term \( rmc_t^{nf} \) equals zero, as non–food prices would equal nominal marginal costs in that sector. Defining the flexible–price equilibrium with an overbar , the following relation holds:

\[ \overline{rmc}_t^{nf} = \alpha^{nf} \overline{z}_t^{nf} + (1 - \alpha^{nf}) \overline{w}_t^{nf} = 0 \]

Taking differences between \( rmc_t^{nf} \) and \( \overline{rmc}_t^{nf} \) yields:

\[ rmc_t^{nf} = \alpha^{nf} z_t^{nf} gap_t + (1 - \alpha^{nf}) w_t^{nf} gap_t, \]

where \( z_t^{nf} gap_t = z_t^{nf} - \overline{z}_t^{nf} \) and \( w_t^{nf} gap_t = w_t^{nf} - \overline{w}_t^{nf} \). Finally, we make the standard assumption that the non–food sector real wage gap is proportional to the output gap. This leads to the equation for real marginal costs in the non–food sector in page 12:

\[ rmc_t^{nf} = \lambda_4 y gap_t + (1 - \lambda_4) z_t^{nf} gap_t, \]

where \( \lambda_4 = (1 - \alpha^{nf}) \).

The **food sector**

The structure of the food sector is similar to that in the non–food sector, with \((\epsilon_t^f, \theta^f)\) replacing \((\epsilon_t^{nf}, \theta^{nf})\). This results in the following Phillips curve for food:

\[ \pi_t^f - \pi_t^f = b_1 \left( E_t[\pi_{t+1}^f] - \pi_t^f \right) + (1 - b_1) \left( \pi_{t-1}^f - \pi_t^f \right) + b_3 rmc_t^f + \varepsilon_t^f, \]

\[ b_1 = \frac{\beta}{1 + \beta}, \quad b_3 = \frac{(1 - \theta^f)(1 - \theta^f \beta)}{\theta^f (1 + \beta)}, \quad \varepsilon_t^f = -1 - \theta^f \frac{1}{\epsilon - 1} \left( \log(\epsilon_t^f) - \log(\epsilon) \right), \]

and where \( rmc_t^f \) denotes the natural logarithm of marginal costs in the food sector relative to the food price index. This Phillips curve is similar to the food Phillips curve on page 12, with
the same exception as before. Although in principle $b_1$ should equal $\lambda_1$, we allow for the two parameters to differ.

To define $r_{mc_t}^f$, we assume a different production function. Representative firm $i$ in the food sector require labor $L^f(i)_t$, imported non–food $M^f(i)_t$ and imported food $M^{ff}(i)_t$ to produce domestic food. The production function is the following:

$$Y^f(i)_t = A^f_t \left[ \alpha^f_1 \frac{1}{\mu^f} M^f(i)_t^{\frac{\mu^f-1}{\mu^f}} + \alpha^f_2 \frac{1}{\mu^f} L^f(i)_t^{\frac{\mu^f-1}{\mu^f}} + (1 - \alpha^f_1 - \alpha^f_2) \frac{1}{\mu^f} M^{ff}(i)_t^{\frac{\mu^f-1}{\mu^f}} \right]^{\frac{\mu^nf}{\mu^nf-1}},$$

This production structure results in the following definition for $r_{mc_t}^f$:

$$r_{mc_t}^f = \alpha^f_1 \log \left( \frac{S_t P^*_t}{P^f_t} \right) + \alpha^f_2 \log \left( \frac{W^f_t}{P^f_t} \right) + (1 - \alpha^f_1 - \alpha^f_2) \log \left( \frac{S_t P^{*f}_t}{P^f_t} \right) = \alpha^f_1 z^f_t + \alpha^f_2 w^f_t - (1 - \alpha^f_1 - \alpha^f_2) dev_t,$$

where $dev_t = \log(P^f_t) - \log(P^{*f}_t) - \log(S^f_t)$. As in the non–food sector, $r_{mc_t}^f$ can be redefined as:

$$r_{mc_t}^f = \alpha^f_1 z^f gap_t + \alpha^f_2 w^f gap_t - (1 - \alpha^f_1 - \alpha^f_2) dev gap_t.$$  

Finally, we make a similar assumption as in the non–food sector: the real wage in the food sector is proportional to the output gap. This leads to an equation for real marginal costs in the non–food sector that is similar to that on page 12:

$$r_{mc_t}^f = b_4 y gap_t + (1 - b_4 - b_5) z^f gap_t - b_5 dev gap_t,$$

where $b_4 = \alpha^f_2$, $b_5 = (1 - \alpha^f_1 - \alpha^f_2)$. 

## Appendix II. Data Series

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Used</th>
<th>Source</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Market rate, Shilling/Dollar</td>
<td>IMF IFS</td>
<td></td>
</tr>
<tr>
<td>$y$</td>
<td>Non–Agricultural GDP</td>
<td>KNBS</td>
<td>Interpolated, smoothed with an HP filter ($\lambda = 0.8$).</td>
</tr>
<tr>
<td>$p_{cp}$</td>
<td>CPI</td>
<td>KNBS, IMF staff</td>
<td></td>
</tr>
<tr>
<td>$p_{f}$</td>
<td>Food Price Index</td>
<td>KNBS, IMF staff</td>
<td></td>
</tr>
<tr>
<td>$p_{nf}$</td>
<td>Non–food Price Index</td>
<td>KNBS</td>
<td></td>
</tr>
<tr>
<td>$p_{cpi}$</td>
<td>US CPI</td>
<td>IMF IFS</td>
<td></td>
</tr>
<tr>
<td>$rs^*$</td>
<td>Fed Funds rate</td>
<td>IMF IFS</td>
<td></td>
</tr>
<tr>
<td>$r^*$</td>
<td>US equilibrium real interest rates</td>
<td>IMF modeling group</td>
<td></td>
</tr>
<tr>
<td>$ygap^*$</td>
<td>US Output Gap</td>
<td>IMF IFS</td>
<td>US GDP, HP filtered.</td>
</tr>
<tr>
<td>$p^*_f$</td>
<td>International Food Commodity Index</td>
<td>FAO</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX III. SOLVING AND USING THE MODEL

1. Solving and Simulating the Model

The actual model is a linear semi-structural forward looking model, with model-consistent expectations, of the form \( F(X_{t-1}, X_t, X_{t+1}, \varepsilon_t|\theta) = 0 \), where \( X_t \) denotes the vector of endogenous variables, \( \varepsilon_t \) are exogenous variables (shock innovations) and \( \theta \) denotes the parameters of the model. The model is solved using a variant of the Blanchard and Kahn algorithm (see Blanchard and Kahn (1982)), implemented using the IRIS Toolbox for Matlab.\(^{28}\)

2. Kalman filter & Smoother

To estimate the model’s structural shocks and unobserved variables, we proceed as follows. First, we present the solution of the model in state space representation:

\[
X_t = TX_{t-1} + R\varepsilon_t \quad \varepsilon_t \sim N(0, \Sigma_\varepsilon), \tag{A1}
\]

where \( \Sigma_\varepsilon \) is the variance covariance matrix of the shock innovations. Model variables \( X_t \) are linearly related to observed variables \( Y_t \) (inflation, output, exchange rates, etc) via a measurement equation:

\[
Y_t = ZX_t + H\eta_t \quad \eta_t \sim N(0, \Sigma_\eta), \tag{A2}
\]

where \( \eta_t \) indicates potential noise in the relation (and \( \Sigma_\eta \) denotes the noise covariance).

We then apply the Kalman filter to the data, using the system A1-A2. The Kalman filter is a recursive algorithm used for updating estimates of the sequence of \( X_t \) and \( \varepsilon_t \) based on observations of \( Y_t \). It can be summarized by the following sequence (see Ch. 13 in Hamilton (1995)):

\[
\hat{X}_{t+1|t} = T\hat{X}_{t|t-1} + P_{t|t-1}Z (Z'P_{t|t-1}Z + \Sigma_\eta)^{-1} (Y_t - ZX_{t|t-1}), \\
P_{t+1|t} = (T - K_tZ') P_{t|t-1} (T - K_tZ') + K_t\Sigma_\eta K_t' + \Sigma_\varepsilon, \\
K_t = TP_{t|t-1}Z (Z'P_{t|t-1}Z + \Sigma_\eta)^{-1}, \text{ for } t = 1, ..., T.
\]

\( P_{t+1|t} \) is mean square error of the estimate \( \hat{X}_{t+1|t} \). The recursion is initiated with \( \hat{X}_{1|0} = E(X_1) \) and \( vec(P_{1|0}) = [I_N - (T \otimes T)]^{-1}vec(Q) \).

The Kalman filter provides the best estimate of \( X_t \) using information up until time \( t \). For many purposes, including for the filtration exercise presented in the text, it is useful to

\(^{28}\) See e.g. www.iris-toolbox.com or www.dynare.org
construct an estimate of $X_t$ using the entire sample. This can be done using the Kalman smoother, another recursive algorithm which starts backwards from the last observation:

$$\hat{X}_{t|T} = \hat{X}_{t|t} + J_t \left[ \hat{X}_{t+1|T} - \hat{X}_{t+1|t} \right],$$

$$J_t = P_{t|t} T' P_{t+1|t},$$

$$P_{t|T} = P_{t|t} + J_t \left( P_{t+1|T} - P_{t+1|t} \right) J_t',$$ for $t = T, T - 1, ..., 1$,

where:

$$P_{t|t} = P_{t|t-1} - P_{t|t-1} Z \left( Z' P_{t|t-1} Z + \Sigma_\eta \right) Z' P_{t|t-1},$$

and $P_{t|T}$ is the mean square error of the smoothed estimate $\hat{X}_{t+1|T}$.

For the sake of intuition, it is important to understand that the Kalman smoother is essentially a recursive implementation of a least squares problem of minimizing

$$J = \frac{1}{2} \sum_{t=1}^{T} \varepsilon_t' \left( R \Sigma_\varepsilon R' \right) \varepsilon_t + \frac{1}{2} \sum_{t=1}^{T} \eta_t' \left( H \Sigma_\eta H' \right) \eta_t + \left( X_0 - E[X_0] \right) P_0 \left( X_0 - E[X_0] \right) \quad \text{s.t (A1)-(A2)}.$$

In general, including in the main body of the paper, there are more structural shocks—number of elements in $\varepsilon_t$ and $\eta_t$—than observed macroeconomic variables. In this case the least squares approach puts important weight on the stochastic specification of the model, i.e. the covariance matrices of $\eta, \varepsilon$. In economic terms this implies that both the impulse response behavior of the model and the assumed variance of structural shocks will determine the plausibility of particular drivers of the economy and the actual interpretation of the data will depends on both the deterministic and stochastic parameterization. The assumption about variances is therefore key: an assumption, say, on zero variance (impossibility) of demand shocks would eliminate household preference shocks or government stimulus as plausible stories for explaining GDP growth or inflation and would result in a severly misspecified model.

**Shock decompositions** Having estimates of exogenous shocks and initial conditions allows us to carry out a decomposition of path of observed (and state) variables in terms of exogenous shocks, as follows from recursion on (A1)-(A2)

$$Y_t = Z \sum_{\tau=0}^{t} T^{d-\tau} R \varepsilon_{\tau|T} + T^{t-\tau} X_0|T + H \eta_t \quad \text{A3}.$$  

Implementation of the Kalman filter and smoother is also readily available in IRIS Toolbox for Matlab.
Table 1. Calibration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Source/Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>Share of food in the CPI</td>
<td>0.36</td>
<td>Kenya National Bureau of Statistics</td>
</tr>
<tr>
<td>$\Delta r_{lp}$</td>
<td>Trend growth rate, relative price of food</td>
<td>6.5</td>
<td>Historical average</td>
</tr>
<tr>
<td>$\theta_{r_{lp}}$</td>
<td>Persistence, Trend growth, relative price of food</td>
<td>0.8</td>
<td>System properties (S.P.)</td>
</tr>
<tr>
<td>$\Delta \pi$</td>
<td>Trend growth rate, real exchange rate</td>
<td>-4</td>
<td>Historical average</td>
</tr>
<tr>
<td>$\theta_{r_{lp}}$</td>
<td>Persistence, Trend growth, real growth rate</td>
<td>0.65</td>
<td>S.P.</td>
</tr>
</tbody>
</table>

**Relative Prices and their Trends**

**Output and Real Interest Rates**

| $\bar{\Omega}$ | Trend growth rate, non–Agricultural GDP          | 4     | Historical average                  |
| $\theta_{\Omega}$ | Persistence, Trend growth, GDP                  | 0.5   | S.P.                               |
| $\beta_1$       | Backward looking parameter, IS curve             | 0.6   | Implies real economic activity      |
| $\beta_2$       | Forward looking parameter, IS curve              | 0.1   | is relatively backward looking.     |
| $\beta_3$       | Output sensitivity to real monetary cond. ($rmc$) | 0.15  | Weak interest rate channel         |
| $\beta_4$       | Weight of real exchange rate in $rmc$            | 0.6   | Strong exchange rate channel       |
| $\beta_5$       | Output sensitivity to foreign demand             | 0.15  | Relatively large                    |
| $\rho_{\pi}$    | Persistence, equilibrium real interest rate      | 0.75  | S.P.                               |
| $\pi_{\pi}$     | Equilibrium real interest rate                   | 1     | Historical average                  |

**Non–Food Phillips Curve**

| $\lambda_1$     | Forward looking parameter                        | 0.4   |                                  |
| $\lambda_2$     | Exposure to imported food inflation              | 0.05  |                                  |
| $\lambda_3$     | Sensitivity to real marginal cost ($rmc$)        | 0.2   |                                  |
| $\lambda_4$     | Weight of output gap in $rmc$                    | 0.5   |                                  |

**Food Phillips Curve**

| $b_1$           | Forward looking parameter                        | 0.5   |                                  |
| $b_2$           | Exposure to imported food inflation              | 0.05  |                                  |
| $b_3$           | Sensitivity to real marginal cost ($rmc$)        | 0.1   |                                  |
| $b_4$           | Weight of food real exchange rate gap in $rmc$   | 0.1   |                                  |
| $b_5$           | Weight of food deviation gap in $rmc$            | 0.7   |                                  |
Table 2. Calibration (continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Source/Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_{\text{prem}} )</td>
<td>AR parameter for country risk premium</td>
<td>0.75</td>
<td>S.P.</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Forward–looking term in UIP</td>
<td>0.85</td>
<td>...</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>Interest rate smoothing in MP rule</td>
<td>0.8</td>
<td>...</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>Long–run MP response to inflation</td>
<td>1.4</td>
<td>...</td>
</tr>
<tr>
<td>( \gamma_3 )</td>
<td>Long–run MP response to output gap</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>( \gamma_4 )</td>
<td>Long–run MP response to nominal depreciation</td>
<td>0.25</td>
<td>...</td>
</tr>
<tr>
<td>( \pi )</td>
<td>Inflation target</td>
<td>5</td>
<td>...</td>
</tr>
<tr>
<td>( \rho_{\pi} )</td>
<td>Persistence, inflation target</td>
<td>0.85</td>
<td>...</td>
</tr>
<tr>
<td>( \Delta \pi_{\text{lp}} )</td>
<td>Trend growth rate, intl. relative price of food</td>
<td>2</td>
<td>Historical average</td>
</tr>
<tr>
<td>( \theta_{\pi_{\text{lp}}} )</td>
<td>Persistence, Trend growth, intl. relative price of food</td>
<td>0.5</td>
<td>S.P.</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>Backward looking parameter, IS curve</td>
<td>0.5</td>
<td>...</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>Forward looking parameter, IS curve</td>
<td>0.5</td>
<td>...</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>Output gap sensitivity to real interest rate gap</td>
<td>0.05</td>
<td>...</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>Forward looking parameter, Phillips curve</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>Sensitivity to output gap, Phillips curve</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>Interest rate smoothing in MP rule</td>
<td>0.75</td>
<td>...</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>Long–run MP response to inflation</td>
<td>1.7</td>
<td>...</td>
</tr>
<tr>
<td>( \gamma_3 )</td>
<td>Long–run MP response to output gap</td>
<td>0.25</td>
<td>...</td>
</tr>
<tr>
<td>( \rho_{\pi_{\text{lp}}} )</td>
<td>Persistence, international food price gap</td>
<td>0.75</td>
<td>S.P.</td>
</tr>
<tr>
<td>( \rho_{\pi_{\text{rr}}} )</td>
<td>Persistence, equilibrium real interest rate</td>
<td>0.5</td>
<td>S.P.</td>
</tr>
<tr>
<td>( \pi_{\text{rr}} )</td>
<td>Equilibrium real interest rate</td>
<td>2.5</td>
<td>Historical average</td>
</tr>
</tbody>
</table>
Table 3. Calibration (continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Source/Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{rlp}$</td>
<td>Volatility, dom. relative food price trend</td>
<td>2</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{rlpgap}$</td>
<td>Volatility, intl. relative food price gap shocks</td>
<td>0.3</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{pp}$</td>
<td>Volatility, potential output drift shocks</td>
<td>1</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{rs}$</td>
<td>Volatility, risk premium shocks</td>
<td>3.5</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{rs}$</td>
<td>Volatility, US monetary policy shocks</td>
<td>0.3</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{rr}$</td>
<td>Volatility, US equilibrium real interest rate shocks</td>
<td>0.08</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{rr}$</td>
<td>Volatility, US CPI shocks</td>
<td>1.5</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{ygap}$</td>
<td>Volatility, output gap shocks</td>
<td>1</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{ygap}$</td>
<td>Volatility, US output gap shocks</td>
<td>0.3</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{pp}$</td>
<td>Volatility, potential output growth shocks</td>
<td>1.5</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{pp}$</td>
<td>Volatility, potential output trend shocks</td>
<td>3</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{ygap}$</td>
<td>Volatility, output gap shocks</td>
<td>1</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{ygap}$</td>
<td>Volatility, US output gap shocks</td>
<td>0.3</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{pp}$</td>
<td>Volatility, potential output growth shocks</td>
<td>1.5</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{pp}$</td>
<td>Volatility, potential output trend shocks</td>
<td>3</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{ygap}$</td>
<td>Volatility, output gap shocks</td>
<td>1</td>
<td>S.P.</td>
</tr>
<tr>
<td>$\sigma_{ygap}$</td>
<td>Volatility, US output gap shocks</td>
<td>0.3</td>
<td>S.P.</td>
</tr>
</tbody>
</table>

Monetary Policy and Uncovered Interest Parity
Table 4. In–sample model forecasts (MF) vs. random walk (RW), RMSE ratios ($\frac{RMSE_{MF}}{RMSE_{RW}}$)

<table>
<thead>
<tr>
<th></th>
<th>q1</th>
<th>q2</th>
<th>q3</th>
<th>q4</th>
<th>q5</th>
<th>q6</th>
<th>q7</th>
<th>q8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Repo Rate (per cent p.a.)</td>
<td>0.38</td>
<td>0.45</td>
<td>0.43</td>
<td>0.55</td>
<td>0.55</td>
<td>0.53</td>
<td>0.53</td>
<td>0.56</td>
</tr>
<tr>
<td>YoY CPI Inflation (per cent)</td>
<td>0.69</td>
<td>0.84</td>
<td>0.80</td>
<td>0.76</td>
<td>0.72</td>
<td>0.66</td>
<td>0.63</td>
<td>0.61</td>
</tr>
<tr>
<td>Nominal Exch. Rate (KES per USD)</td>
<td>0.44</td>
<td>0.51</td>
<td>0.49</td>
<td>0.50</td>
<td>0.50</td>
<td>0.48</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>Output Gap (per cent)</td>
<td>0.64</td>
<td>0.57</td>
<td>0.61</td>
<td>0.72</td>
<td>0.84</td>
<td>0.96</td>
<td>0.96</td>
<td>0.94</td>
</tr>
</tbody>
</table>
Figure 1: Food and Non–food Inflation, Kenya.
Figure 2: Domestic and International Food Prices (in US$).
Figure 3: Short Term Interest Rates, Kenya.
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Figure 4: Impulse Response Functions, $\epsilon_{t}^{gap*} = 1$
Figure 5: Impulse Response Functions, $\epsilon_t^{RS} = 1$

Monetary Policy Shock
Figure 6: Impulse Response Functions, $\epsilon_t^{\pi_{tp}} = 1$
Figure 7: Impulse Response Functions, $\epsilon_t^{vlp} = 1$
Figure 8: Trend/Gap Decomposition, Relative Prices
Figure 9: Trend/Gap Decomposition, GDP
Figure 10: Trend/Gap Decomposition, Real Interest Rates
Figure 11: Shock Decomposition, Output Gap
Figure 12: Shock Decomposition, Non-Food Inflation
Figure 13: Shock Decomposition, Food Inflation
Figure 14: Shock Decomposition, Headline Inflation
Figure 15: Shock Decomposition, Nominal Depreciation
Figure 16: Real Marginal Costs Decomposition – Food Price Inflation
Figure 17: Central Bank Rate – Repo Rates

Monetary Policy Interest Rate

Decomposition of Monetary Policy Interest Rate
Figure 18: Impulse Response Functions, 2007–2008 Global Food Crisis.
Figure 19: Conditioned historical simulations, Selected Variables
Figure 20: Model Forecast versus Actual Data
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