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analysis because participation in the NREGS is not random. This bias is due to two 

factors. First, the NREGS was implemented in a targeted fashion, targeting the most 

backward districts first. To correct for this, I cluster the standard errors at the district 

level. Household living in a certain district which received the NREGS prior to other 

districts, might behave in a similar fashion different from households in other districts. 

Second, household were free to register for the program. This introduces self-selection 

into the program. I deal with this issue by looking at whether the household secured 

work under the scheme rather than whether it has a job card under the scheme. Once the 

household registers for the program, it has created a demand for employment. However, 

getting a job under the scheme is a supply side phenomenon which is arguably 

exogenous to my model. Additionally, I estimate the average treatment effect of 

participation in the NREGS by estimating propensity score. The method implemented 

for Propensity Score Matching (PSM) is described below. 

The matching approach is one possible solution to the selection problem. The basic idea 

is to match the non-participants with the participants who are similar terms of 

observable characteristics . However, since conditioning on all relevant covariates 

would result in a high dimension of , Rosenbaum and Rubin (1983) suggested the use 

of balancing scores. One such balancing score is the propensity score which measures 

the probability of participating in a program given the observable characteristics, . 

 

Where P(X) is the propensity score and D is the dummy for having received the 

treatment, that is, of being covered by the NREGS. For the binary treatment case, where 

probability of participation versus non-participation is to estimated, logit and probit 

models usually yield similar results (Caliendo & Kopeinig, 2005). Hence, the choice is 

not too critical, even though the logit distribution has more density mass in the bounds. I 

use the logit model to estimate the propensity score. In my estimation, I use the 

observable characteristics which would affect both participation in NREGS and the risk 

aversion in children from Young Lives Round 2 data (2006-07). 

Once the propensity score has been obtained, I carry out matching using two methods – 

5-Nearest Neighbour and Kernel Density. I use the optimal bandwidth value (0.044) as 



suggested by Silverman (1984) to carry out Epanechnikov kernel density matching. The 

impact of the program or the average treatment effect on the treated is given as, 

 

Where  is the measure of risk aversion in children belonging to participating (treated) 

households,  is the measure of risk aversion in children belonging to non-

participating (control) households,  and  denote the treated and control groups 

respectively, and  denotes the weights assigned to the control group matches - 

kernel-weights which give higher weights to the closer matches of non-participants and 

5-nearest neighbour provide uniform weights. Using only 1 nearest neighbour may 

produce bad matches as high score participants may be matched with low score 

participants. This concern is subsumed by allowing for matching with replacement and 

multiple neighbours. Furthermore, kernel density matching is used which uses more 

information and relies on non-parametric matching. 

VIII. RESULTS 

A) Childhood Determinants of Risk Aversion  

Table 8.1 reports the results of regressions for both OLS and probit models. 

Additionally, the Wald test has also been reported for the probit model. The null 

hypothesis under the Wald test is that the variables of interest are all insignificant. The 

small p-value reported in my results rejects the null. Also, one can note that the 

predicted value for being “risk loving” under both probit specifications is very close to 

the actual value.  

Columns 1 (OLS) and 2 (probit) of table 8.1 report results of regressions with shocks 

from the recent past - death of a household member and drought. Although death of a 

household member makes the child more risk averse (significant coefficient at 5% level 

of significance under OLS), the effect is not strong enough to push him out of “risk 

loving” category (insignificance under probit). This is to say that the child who has 

suffered a loss would still be willing to take risks but not to the same extent as those 

who haven’t been subjected to same personal grief. The insignificant effect of an 



economic shock as captured by the variable, drought seems to indicate that 

psychological trauma loom larger in shaping the personality of the child than economic 

uncertainties.  

Columns 3 (OLS) and 4 (probit) of table 8.1 report results of regressions with sustained 

economic shock – households which suffered from repeated droughts since 2003. This 

exercise was undertaken to see if children who have been exposed to repeated shocks 

develop more risk averse behaviour. An insignificant coefficient seems to reiterate the 

fact that children in their early years are not profoundly affected by the economic 

shocks. 

 

Table 8.1 Regression Results 

  (1) (2) (3) (4) 
 lncpra risklov lncpra risklov 

Wealth Index (wi) -2.592*** 1.269*** -
2.556*** 

1.256*** 

 (0.175) (0.0734) (0.184) (0.0738) 
Attends public school (public=1) -0.356*** 0.102 -0.359* 0.101 
 (0.505) (0.280) (0.584) (0.287) 
Father (=1) -0.0986 0.0212 -0.147 0.0322 
 (0.203) (0.0829) (0.191) (0.0825) 
Social Inclusion (game=1) -0.319* 0.153** -0.319** 0.155** 
 (0.176) (0.0676) (0.145) (0.0674) 
Female (=1) 0.241 -0.126** 0.248* -0.127** 
 (0.149) (0.0607) (0.131) (0.0601) 
Math scores (math_co) 0.0446*** 0.0109 0.0462** 0.0112 
 (0.0149) (0.00703) (0.0177) (0.00697) 
Death of hh member-2006-09 
(deathany=1) 

0.538** -0.0912   

 (0.268) (0.111)   
Drought-2006-09 (drought=1) 0.00636 -0.00646   
 (0.311) (0.126)   
Repeated drought (susdrought=1)   0.36 -0.0690 
   (0.358) (0.217) 
Constant 0.236 -0.948*** 0.297 -0.959*** 
 (0.361) (0.147) (0.326) (0.153) 
     
Observations 1,895 1,893 1,893 1,893 
Predicted Pr(risklov)  0.478  0.478 
Observed Pr(risklov)  0.4792  0.4792 
Wald Test (p-value)  0.000  0.000 
F-statistic 8.64  11.19  
R-squared 0.0325  0.031  

Robust standard errors are given in parenthesis. ***p<0.01, **p<0.05, *p<0.1 



Children who attended public school are less risk averse than those attending private 

school (significant coefficients in columns 1 and 3). This can be explained through the 

Mid-Day Meal Scheme (MDMS) operational in India. Public schools provide meals to 

the children. Hence, children attending public school, did not suffer from a drop in 

nutritional intake due to economic shocks. Singh, Park and Dercon (2012) report 

significant gains in health for Indian children covered by the MDMS in the face of a 

drought. Following from this, public schools serve as a cushion from adverse shocks 

resulting in a more stable and safer environment for children. This safety net might 

explain the lower risk aversion that my regression analysis captures.  

A very important result from this study is the significance (p-value < 0.01) of the wealth 

index in reducing risk aversion. This upholds Heckman’s claim that the environment of 

birth plays a significant role in developing skills. Children who were born into 

households with access to basic amenities, good housing and high level of ownership of 

consumer durables, exhibit not only lower degree of risk aversion, but are “risk loving”. 

A 1% point increase in the wealth index increases the probability of being “risk loving” 

by 0.5% points (table 8.2).  

Table 8.2 Marginal Effects of the Probit Models at the Means 

  dy/dx  
 (2)  (4)  
Wealth Index (wi) 0.505*** (.112) 0.5*** (.115) 
Attends public school (public=1)+ 0.041 (.029) 0.04 (.029) 
Father (=1)+ 0.008 (.033) 0.013 (.033) 
Social Inclusion (game=1)+ 0.061** (.027) 0.061** (.026) 
Female (=1)+ -0.05** (.024) -0.05** (.024) 
Math scores (math_co) 0.004 (.003) 0.004 (.003) 
Death of hh member-2006-09 (deathany=1)+ -0.036 (.044)   
Drought-2006-09 (drought=1)+ -0.003 (.05)   
Repeated drought (susdrought=1)+  -0.027 (.086) 

(+) dy/dx is for discrete change in dummy variable from 0 to 1. ***p<0.01, **p<0.05, *p<0.1 Standard 
errors are reported in the parenthesis. 

Reiterating the importance of psychological factors vis-à-vis economic ones is the 

significant coefficient for social inclusion variable. Children, who feel socially 

accepted, are less risk averse. Being included in their peer group increases their 

probability of exhibiting “risk loving” behaviour by .06% points (table8.2). 



Interesting to note is the difference between males and females in their risk taking 

attitude. Females are more risk averse than males. The CPRA risk aversion measure is 

24.8% higher for females implying a higher degree of risk aversion. Also, as reported in 

table 8.2, the probability of choosing the riskiest bet reduces by 0.05% points in the case 

of females. Figure 8.3 plots the marginal effect of the difference between males and 

females on the probability of being “risk loving” as the wealth index increases. As we 

can see, at all levels of wealth index, females are more risk averse. However, interesting 

to note is that at very high and very low levels of wealth index, the marginal effect of 

being a female on risk attitude is the same. This seems to suggest that at the extremes, 

economic standing plays a more dominant role in predicting risk attitudes. This 

strengthens Heckman’s argument for an early childhood investment to correct for the 

“accident” of birth into an economically poor household.  

Figure 8.3 Average Marginal Effects of Female on Predicted Probability 

B) Role of NREGS 

Table 8.4 reports the results of the logit regression to estimate the propensity score. The 

sample has been restricted only to rural household (1404 observations) in this section, 

since only rural households had access to the scheme. The mean propensity score is 

0.682 (with a standard deviation of 0.225) which is comparable to the mean score from 

the sample (0.683 with a standard deviation of 0.465).  
  Table 8.4 Logit Regression of participation in NREGS 
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Covariates Estimate Std. 
Err. 

Scheduled Caste 0.945*** (0.241) 

Scheduled Tribe 0.755*** (0.260) 

Other Backward Class 0.404** (0.204) 

Parent's Education (Average Years) -0.056*** (0.021) 

Salaried Employee -0.119 (0.173) 

Main Source of Income : Agriculture 0.888*** (0.138) 

Hindu 2.233 (0.905) 

Muslim 1.921 (0.996) 

Income from Pension -0.258 (0.397) 

Income from Social Security (other than 
NREGS) 

-0.239 (0.175) 

Participation in Indira Kranthi Patham (IKP) -0.105 (0.230) 

Easily Raise Rs. 1000 -0.344** (0.138) 

Suffered Increase in Input Prices 0.152 (0.243) 

Suffered Drought 0.229 (0.148) 

Suffered Crop Failure 0.296 (0.185) 

Suffered Livestock Death 0.094 (0.254) 

Housing Services Index -2.796*** (0.473) 

Consumer Durables Index -1.141** (0.468) 

Intercept -0.220 0.960 

***p<0.01 **p<0.5 *p<0.1. Standard errors are reported in parentheses. The dependent variable is the 
binomial indicator whether a household participated in the NREGS (1 = participation). 

The results of the propensity score estimation are in accordance with the economic 

literature and research undertaken to study the impact of the NREGS. Uppal (2009) 

noted that belonging to Scheduled Caste and Other Backward Class, as well as being 

engaged in agriculture increase the probability of participation into the program. Similar 

results hold for my analysis. Belonging to a socio-economically deprived section of the 

society has a strong positive impact on participation. Also, housing services index and 

consumer durables index, a good proxy for the economic standing of the household, are 

negatively correlated with program participation. This seems to suggest that the self-

targeting mechanism of the scheme works well with the disadvantaged communities 



enrolling into the program. Being engaged in agriculture may leave the people 

seasonally unemployed, thereby increasing the chances of such people participating in 

the program. This is in unison with the findings of Ravi and Engler (2009). An 

interesting variable is the ease with which household can raise Rs.1000 reflecting the 

liquidity constraint. Households which can easily raise Rs. 1000 are less liquidity 

constrained and are less likely to register for NREGS.  

Table 8.5 reports the estimates of the average effect on risk aversion in children due to 

participation in NREGS. Using the 5-nearest neighbour estimate, I find a significant (p-

value<0.1) effect on risk aversion due to enrolment in NREGS – it reduces the CPRA 

risk aversion measure by 42.9% implying lower risk aversion. In the nearest neighbour 

method, all treated units find a match. However, it is obvious that some of these 

matches are fairly poor because for some treated units the nearest neighbour may have a 

very di erent propensity score (Becker & Ichino, 2002). With kernel matching, all 

treated are matched with weights that are inversely proportional to the distance between 

the propensity scores of treated and controls. The estimated ATT using kernel matching 

and optimal bandwidth formula (Silverman, 1984) shows that participation in NREGS 

reduces risk aversion by 35.6% among children.  

Table 8.5 Average Treatment Effect on the Treated    

Method  ATT Std. Error p-value 
5-Nearest-Neighbour -.429* .2543 0.092 
Kernel Density -.3569* .2029 0.079 
ATT – Average Treatment Effect on the treated. Bootstrapped Standard Errors with 200 repetitions. 
Controls in place are attends public school, female, math scores, social inclusion, meeting father 
regularly. These controls affect risk aversion in children, but not the participation into NREGS. * 
Significant at 10% 

C) Robustness Check 

As mentioned earlier in Section III, there are a host of factors that may affect risk 

attitudes but are not captured in the model. This, I address by controlling extensively for 

observed individual and household characteristics. However, one cannot overlook the 

possibility of unobservables influencing risk behaviour.The downside of including 

many independent variables is that this may lead to the problem of multicollinearity. 

Multicollinearity inflates the standard errors and results in statistically insignificant 

coefficients interfering with inference and hypothesis testing. I test for any co-linearity 



by looking at the OLS regression and variance of influence (VIF) analysis and find that 

the VIF is less than 2 for each variable. A common rule of thumb is that if VIF , 

multicollinearity is high. Hence, for my results, multicollinearity is not a cause of 

worry. 

Second, 24% of the children in my sample choose the riskiest lottery choice (Gamble 

choice 6), although it represents the same expected payoff as the less risky lottery 

choice 5. This may not be considered rational behaviour. I conduct a robustness check, 

by excluding the respondents (460 observations) who chose the riskiest option and 

estimating the OLS and probit models on the reduced sample. The results showed that 

there is no difference in the sign or statistical significance of the coefficients. Hence, I 

can safely conclude that the results reported in my study are not driven by the 

respondents opting for the “inefficient” choice 6.  

Third, PSM relies on two assumptions – conditional independence assumption (CIA) 

and overlap assumption. According to CIA, the potential outcome is independent of the 

treatment assignment given the vector of observable characteristics. This is commonly 

known as the “unconfoundedness” or “selection on observables” assumption. In 

addition to this, is required the overlap condition which ensures that for each treated 

unit, there is a control unit with the same observables. Rosenbaum and Rubin (1983) 

defined the treatment as strongly ignorable when both unconfoundedness and overlap 

conditions are valid. Given these, one can identify the ATT. The most straightforward 

way to check for the overlap condition is to analyse the density distribution of the 

propensity score in both, treated and control groups. It can be seen from Figure 8.6 that 

there is there is considerable overlap of estimated propensity scores between the treated 

(right graph) and untreated (left graph) groups. For propensity scores close to 1, there 

are no control individuals. Hence, the propensity score estimation has been restricted to 

region of common support. This improves the quality of matches in estimating the ATT. 

However Lechner (2001) observed that in this way, high quality matches may be lost at 

the boundaries of the common support and the sample size may be reduced. Imposing a 

common support condition in my analysis reduces the sample size to 1379 from 1404 

which does not pose any serious threat to the robustness of my analysis, as noted by 

Bryson, Dorsett, and Purdon (2002). 



Figure 8.6 Histogram of propensity score for control and treatment groups 

 

To check for the validity of the CIA assumption, I have implemented a sensitivity 

analysis as proposed by Ichino, Mealli, and Nannicini (2008(Arrow 1971)). This test 

allows for the possibility of violation of the CIA. A binary variable which can be 

simulated and which acts as a potential confounder is used as an additional covariate in 

combination with the preferred matching estimator. A comparison of the estimates 

obtained with and without matching on the simulated confounder shows the extent to 

which the estimated ATT differs. Since the NREGS was implemented in a phased 

manner, I use a confounder dummy variable which takes a value of 1 if the households 

were covered by NREGS in Phase 1 (2005-06), and a value of 0 if they were covered in 

the subsequent period. The argument is that the districts which were exposed to the 

coverage of NREGS for a longer time period might have well developed institutions in 

place for implementation of NREGS and development of worksites. This could possibly 

encourage households to participate in the program. I allow the confounder to mimic the 

distribution of this constructed binary variable and find that my results are robust to 

possible deviations from the CIA. Table 8.7 reports the simulated ATT. 

Table 8.7 ATT Estimation with Simulated Confounder 

Method ATT Std. Error Outcome Effect Selection Effect 
Nearest Neighbour -0.489 0.288 0.864 1.093 
Kernel Density -0.314 - 0.871 1.100 
Both outcome and selection effect are odd ratios from logit estimations. 
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For the kernel density matching method, the simulated ATT is lower than that reported 

in table 8.5. However, the deviation from baseline results is only 12%. Additionally, the 

outcome and selection effects are also low. The nearest neighbour simulation is 

conducted for only 1 nearest neighbour matching, and hence I cannot compare these to 

the baseline results. This robustness check should be treated with caution – I cannot 

conclusively rule out the possibility of “selection on unobservables” and that might 

produce biased (upward bias) coefficient estimates for the ATT. 

Lastly, in order to ensure the matching quality, one has to check that the distribution of 

the covariates is balanced in both the control and treatment groups. There should be no 

significant difference in the mean of the estimated propensity score between the 

treatment and control group. This implies that additional conditioning on the 

observables should not provide new information about the treatment decision. Table 8.8 

reports the results of the two tests used to assess the matching quality – Standardised 

bias test, and the t-Test. Standardised bias suggested by Rosenbaum and Rubin (1985) is 

defined as the difference of the means between the treated and matched control 

subsamples as a percentage of the square root of the average of sample variances in both 

groups.  

Table 8.8 reports the % bias after matching. Although there is no clear rule for success 

of matching, most empirical studies coinsider a bias of less than 5% as sufficient. 

Following this, I find sample is balanced for almost all covariates under both, kernel 

density and 5-nearest neighbour approach. The variables which register a % bias of 

more than 5% register a very small t-statistic, and thus a high p-value. This implies that 

one cannot reject the null of insignificant difference in the means between the treated 

and control groups.  

Table 8.8 Assessing Matching Quality 

 Kernel Density 5 Nearest Neighbour 

Variable %bias t         p>t %bias t         p>t 

Scheduled Caste 3.9 0.78   0.435 3 0.61   0.544 

Scheduled Tribe 1.6 0.32   0.750 1 0.19   0.851 

Other Backward Class -5.8 -1.24   0.214 -4.6 -1.00   0.320 



Parent's Education (Average Years) 3.5 0.91    0.364 5.5 1.45    0.146 

Salaried Employee -1.2 -0.28   0.779 0.5 0.13    0.896 

Main Source of Income : Agriculture 6.9 1.48     0.138 6.8 1.47    0.141 

Hindu -1.8 -0.58    0.562 -2.1 -0.71   0.481 

Muslim 1.8 0.55       0.581 2.2 0.67    0.500 

Income from Pension 1.7  0.40     0.686 1.3 0.31    0.755 

Income from Social Security (other than 
NREGS) 

-7.8 -1.62     0.104 -3.5 -0.75   0.454 

Participation in Indira Kranthi Patham (IKP) 1 0.21      0.830 3.8 0.85     0.393 

Easily Raise Rs. 1000 -6.3 -1.34     0.180 -6.7 -1.42   0.155 

Suffered Increase in Input Prices 0.7 0.15      0.881 0.6 0.13     0.899 

Suffered Drought -4.7 -0.96     0.336 -2.8 -0.59   0.557 

Suffered Crop Failure -1 -0.21   0.834 1.6 0.33   0.741 

Suffered Livestock Death -1.5 -0.31   0.755 -3.7 -0.75  0.456 

Housing Services Index 5.6 1.74    0.082 5.5 1.72   0.085 

Consumer Durables Index -2.1 -0.47   0.636 0.1 0.03   0.980 
 

IX. CONCLUSION 

This paper examined the determinants of childhood risk aversion and found that 

psychological factors, such as, death of a family member and inclusion in peer groups 

play an important role in shaping risk attitudes. The results also highlight the 

importance of socio-economic environment into which a child is born, as captured by 

the wealth index, in shaping risk attitudes. 58% of the children who exhibit “risk 

loving” tendencies come from households with an above mean wealth index (0.512).  

The paper additionally studies the effectiveness of the NREGS in ensuring a safe and 

stable environment for children, reflected in lower risk aversion. NREGS, being a 

targeted program and harbouring self-selection among the eligible rural households, 

poses serious econometric issues when studying the impact. However, this is overcome 

by using a rich Young Lives panel data. Round 2 data with exhaustive information on 



household level characteristic is used to conduct a propensity score matching analysis. 

This is followed by studying the impact of the NREGS on the risk aversion behaviour in 

children recorded in Round 3. NREGS reduced risk aversion in children by 36-43%. 

The results from PSM are made robust, by conducting tests to ensure balancing, by 

ensuring the validity of overlap condition, and by ensuring the validity of 

unconfoundedness assumption through simulation model using confounder. The 

NREGS have a significant negative impact on the risk aversion, that is, children 

belonging to households covered under NREGS are able to partly correct for the 

“accident” of birth and show signs of lower risk aversion. 

 






