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Version 1.1: This version, published in November 2014, has been modified based on 
feedback received after the publication of the original in July 2014. In particular, it corrects 
some typos, adds clarification regarding the focus of the chapter 2 on Economic Growth 
and gives a corrected interpretation of the paper by Buxton et al. (2008) in chapter 6. No 
additional literature published since the original publication of the review has been included.  
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1.  Executive summary 
Governments of low-income countries and international development donors are increasing 
their funding for research at least in part on the assumption that research has positive 
impacts on socioeconomic development. Four pathways are commonly cited to describe 
how research will contribute to development: 

1. Investment in research will drive economic growth 
2. Investment in research will increase human capital 
3. Investment in research will lead to the development of pro-poor products and 

technologies 
4. Investment in research will provide evidence to inform policies and practice 

This literature review examines the evidence base related to each of these four pathways. It 
demonstrates that research does make important and significant contributions to 
socioeconomic development but that some commonly held assumptions about how 
research leads to change are not backed up by the evidence. Brief summaries of the 
findings relating to each path are given below. 
 
Economic growth 
Contrary to popular belief, there is little evidence that public investment in research was a 
major contributor to the ‘Asian development miracle’. Furthermore, the evidence suggests 
that the potential for research and innovation to contribute to technology-transfer fuelled 
growth in low-income countries tends to be overestimated.  
 
Human capital 
There is a great need for the skills which can be developed through involvement in research 
in low-income countries. Such skills can be built through higher education, although it is 
unclear whether involvement of higher education institutions in research contributes to 
teaching standards. In addition, skills can be built by capacity building programmes. 
However, many such schemes in the past have had mixed impact.  
 
Products and technologies 
Many inventions have had positive impacts on the poor. Public-private partnerships have 
been particularly successful in funding and incentivising the development of new products 
and technologies. Some products and technologies have less impact than intended due to 
a mismatch between the product and actual need.  
 
Evidence-informed policy and programmes 
There are two major ways in which research can inform decision makers: it can inform 
decisions on specific interventions and it can inform decision makers’ general 
understanding of the context. There are numerous examples of both types of influence. 
However the evidence also reveals that there are significant gaps in the capacity, incentives 
and systems necessary to ensure that research is systematically used in decision making.  
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The paper also reviews approaches to calculating the economic impacts of research 
investments. Most studies suggest that research leads to positive economic returns. 
However, these studies are sensitive to a range of assumptions and results must be treated 
cautiously. 
 
The paper ends with a summary of conclusions and a proposed theory of change based on 
the research evidence presented.  
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1. Introduction 
There has been extensive debate for many years about the extent to which development 
funders and governments of low-income countries should invest in research and evidence 
as a means to drive socioeconomic development. Ironically, these debates have often been 
rather evidence free. Those who are pro-research have sometimes been guilty of promoting 
investment in research as the end goal (as opposed to seeing it as a potential means to an 
end). Those who oppose research funding have argued that it is too difficult to demonstrate 
how research will lead to benefits and that it wastes money which could be spent on more 
direct poverty reduction interventions.  
 
There is clearly an opportunity cost associated with investing in research: the investment 
used for research cannot be used for other potentially useful interventions. However, given 
that many previous development interventions have not succeeded in their goals and that 
many development problems continue to be relatively intractable, there is a clear rationale 
for seeking to better understand contexts and potential interventions to inform future 
development activities. This paper attempts to appraise and summarise the evidence 
regarding the developmental impacts of publicly-funded* investment in research.  

About this paper 

Who is this paper for? 
The primary audiences for this paper are policy makers in low-income countries and 
development funders who are required to make decisions on how much to invest in 
research and what type of research activity to prioritise.  

What does this paper aim to do? 
The paper does not provide policy guidance on research priorities. Rather, it examines the 
potential pathways by which research investment may lead to positive impacts, and 
describes the evidence base underlying each of these. It will assist decision makers in 
thinking about how investment in research can contribute to their principal objectives.  

Justifying investment in research 
In recent years, a number of international development donors have renewed and 
strengthened their commitments to research.1,2,3 In addition, the amount spent by 
governments of low-income countries on research is increasing.4  
 
To understand how development funders and policy makers from low-income countries 
have justified investing in research as means of achieving development impacts, a review 
of policy statements on research from major development funders and policy makers from 

                                            
 
* For the purpose of this paper, publicly-funded development research will include research funded by governments 
(including governments of low-income countries and bi-lateral ‘donor’ governments). It will also include research 
funded by multilateral agencies and philanthropic foundations where the research generated is intended to benefit the 
public.  
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low-income countries was carried out along with informal interviews with development 
research funders and research capacity building organisations. An overview of types of 
research is provided in box 1.  
 
The following four justifications were commonly used: 

Research for economic growth 
Policy makers in low-income countries often justify investment in research and innovation 
on the basis that it leads to economic growth.5 The manner in which research investment 
leads to economic growth is often not specified. But when further details are given, it is 
generally implied that basic research, invention and discovery leads to the development of 
commercially viable technologies, which in turn stimulates private sector-led economic 
development (a process sometimes termed ‘technology transfer’). In this context, the terms 
‘Science’, ‘Technology’ and ‘Innovation’ tend to be preferred to the term ‘research’. For 
example, in 2012, Nigeria launched a new Science, Technology and Innovation Policy6 
which states:  

“The new policy on ST&I thus has as its core mission the evolution of a new Nigeria that 
harnesses, develops and utilises ST&I to build a large, strong, diversified, sustainable 
and competitive economy that guarantees a high standard of living and quality of life to 
its citizens. Specifically, the new ST&I Policy is designed to provide a strong platform for 
science, technology and innovation engagements with the private sector for the purpose 
of promoting sound economic transformation that is citizen centred”.  

Uganda’s ‘Science, Technology and Innovation National Plan’7 states:  
“The priorities of the Government of Uganda in this regard include creation of all round 
capacities in STI infrastructure in universities and research institutions, creating a critical 
mass of scientists and engineers that are necessary for spearheading and sustaining 
industrial development and economic transformation…”. 

Malawi’s National Commission for Science and Technology8 has the mission to: 
“to promote, support, coordinate and regulate the development and application of STI so 
as to create wealth in order to improve the quality of life”.  

The Indian government’s Science, Technology and Innovation Policy9 lists a number of 
potential paths by which research can lead to development but the most prominent is that it 
will lead to innovation which will drive economic growth. It states: 

“Scientific research utilizes money to generate knowledge and, by providing solutions, 
innovation converts knowledge into wealth and/or value. Innovation thus implies S&T-
based solutions that are successfully deployed in the economy or the society… The 
national S&T enterprise must now embrace S&T led innovation as a driver for 
development”. 

Research to build human capital 
Some donors and NGOs advocate investment in public research institutes by suggesting 
(implicitly or explicitly) that this will lead to improvements in human capital, particularly by 
driving up standards of tertiary education. For example, the Swedish International 
Development Agency research strategy2 states:  
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“Interaction between research and education is crucial to development in both areas. 
Research findings enrich the content of educational programmes and courses, primarily 
at higher study level. The quality and content of the education offered is in turn a decisive 
factor in the recruitment of researchers”. 

Some members of DFID’s Higher Education Taskforce, which advised DFID on its 
approach to Higher Education from September 2013 – May 2014, have also emphasised 
the need to invest in research capacity of Higher Education institutions, in part because of 
the complementarity of teaching and research.10  
 
In addition to the perceived impact on higher education provision, some research funders 
justify their investment in research in part on the basis that funding research in low-income 
countries will build future capacity to carry out research and that this capacity will contribute 
to socioeconomic development. However there are mixed views on whether investment in 
research will in itself build capacity and some donors believe that generation of high quality 
research cannot be mixed with efforts to build research capacity.11  

Research to develop pro-poor† products and technology 
Both policy makers from low-income countries and international development donors have 
justified investment in research on the basis that research leads to new products and 
technologies which improve the lives of poor people. For example, in a speech12, Kenya’s 
president stated: 

“This is what science, research, technology and innovation should do: meet the people at 
the point of their greatest need…. I expect [a new Kenyan laboratory] to eliminate quite a 
number of notorious headaches”.  

The USAID website has a page on Science, Technology and Innovation13 which states:  
“…the global community accelerated investments in new technologies and forged 
innovative public-private partnerships to generate groundbreaking new solutions. This 
approach enabled some of the most significant achievements in modern development… 
Today, through investments in science, technology and innovation, USAID is harnessing 
the same forces that yielded the great breakthroughs of the past to transform more lives 
than ever before”. 

A number of philanthropic funders support research for development and have a strong 
focus on development of pro-poor products and technologies. For example, the Gates 
Foundation website14 states: 

“Our Global Health Division aims to harness advances in science and technology to save 
lives in low-income countries. We work with partners to deliver proven tools—including 
vaccines, drugs, and diagnostics—as well as discover pathbreaking new solutions that 
are affordable and reliable”. 

Similarly the Wellcome Trust International Strategy15 states that: 

                                            
 
† This descriptor is used for products and technologies which directly benefit poor people above and beyond any 
commercial benefits they generate. The term is not intended to imply that poor people always require different 
products and technologies than rich people; many pro-poor products and technologies will also benefit rich individuals.   
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“We provide support for the best people and research teams so that, over time, we can 
help to develop critical mass in strategically important areas of the biomedical sciences 
and combat health problems of regional or global importance.” 

Research for evidence-informed policy and practice 
Finally, there has been a growing trend, particularly amongst international development 
donors, to advocate for investment in research on the basis that it drives evidence-informed 
policy and practice which in turn leads to socioeconomic development. The emphasis on 
evidence-informed policy has often focussed on the ‘What works’ agenda: the use of 
research to assess the impact of interventions. For example, in a speech in 201316, Justine 
Greening, UK Secretary of State for International Development has stated:  

“I want to make sure that we invest in what works. Where we don’t know, I want to find 
out…. I want to champion research and evidence to make sure that we are learning all 
we can, and we know that our approach is actually going to work…”.  

The World Bank research department describes its roles as primarily about supporting 
evidence-informed policy. Their website17 states: 

“Research at the Bank encompasses analytic work designed to produce results with wide 
applicability across countries or sectors. Bank research… is directed toward recognized 
and emerging policy issues and is focused on yielding better policy advice.” 

The Swedish International Development Agency has a strong focus in its research strategy 
on creating a ‘Knowledge Society’2 highlighting that:  

“Research . . .  has an important function as a basis for decision-making.” 

The Gates Foundation website14 highlights that, as well as supporting research to develop 
new products and technology, it also investigates the practice of how these can be 
delivered: 

“Equally important is innovation in how we bring health interventions to those who need 
them most.”  

Box 1: Types of research 

There are multiple different ways to classify research whether by thematic area, academic 
discipline or methodology. Within DFID, research activities are commonly classified into the 
following categories: 
 
Research to develop products and technologies 
This category includes all research which is designed to produce a new product, technology 
or process which will either have direct pro-poor impacts or will generate income and thus 
contribute to development through growth.  
 
Research to understand what works and why 
This category includes any research which aims to understand if and how an intervention 
works. Experimental methodologies are particularly useful for investigating whether a given 
intervention achieves the intended impact in a given context. However, experimental 
methodologies are not always feasible and thus some research to investigate impacts will 
use alternative methodologies. Operational research that uses a variety of methods to 
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investigate how systems and processes can be improved would be included in this 
category. This category also includes a range of observational research which aims to 
understand the mechanisms which lead to interventions or systems working or not working.  
 
Research to understand the world around us 
This category includes a broad range of research which aims to understand better the 
context in which development activities take place. It will include research using both 
quantitative and qualitative observational designs on topics including health systems, 
economics, governance, environment and social development.  
 
Research capacity building activities 
In addition to these three categories of research mentioned above, DFID considers one 
additional category of research activity, namely activities which have the main aim of 
building research capacity. This category covers a range of activities including training, 
mentoring and advising in order to build the knowledge, skills and attitudes of beneficiaries. 
It may include activities which aim to build the capacity of researchers to generate research, 
or activities designed to build the capacity of decision makers to use research.  
 

Theory of change 
The mechanisms described in section 2.1 by which research has been hypothesised to 
contribute to development can be categorised into four major pathways: 

1. Economic growth: research leads to basic discovery and invention, and in turn to the 
creation of technology; technology leads to growth both where it is developed, and in 
other places when it is transferred. This pathway is based on endogenous growth 
theories which stipulate that growth will be stimulated by new innovation.  

2. Human capital: human capital is built by ‘doing’ research; through specific capacity 
building activities; and through impacts of research on tertiary education. 

3. Products and technologies: products and technologies have direct positive impacts.  
4. Evidence-informed policy/practice: policy and practice decisions are better as a result 

of using research evidence.  

These pathways were combined to create a theory of change‡ outlining how research is 
commonly assumed to lead to development impacts (see figure 1). 
 
It is clear that achieving any of the four outcomes described above will require a ‘supply’ of 
relevant research. However our theory of change also considers the ‘demand’ for research 
evidence which we define as the capacity and incentives to use the outputs of research. In 
some literatures, the capacity and incentives to use research outputs is referred to as the 
‘absorptive capacity’. The relevant research outputs will differ for the four pathways: 

                                            
 
‡A theory of change is a conceptual framework which outlines how inputs are hypothesised to lead to outcomes and 
impacts. Theories of change are commonly created by those implementing International Development programmes 
and projects. They enable implementers to surface their assumptions about how change will happen and provide a 
framework for monitoring progress. A theory of change can be expressed as a narrative and/or as a diagram.  
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research results, human capital, new or improved products and technologies and research 
knowledge respectively.  
 
Thus the theory of change proposes: 

1. If there is an adequate investment in commercially-relevant research and researchers 
and industry partners are able to understand, adapt and use research results, the 
private sector will be stimulated and this will result in economic growth which will 
contribute to poverty reduction and improved quality of life. 

2. If there is an adequate investment in building individuals with research expertise and 
if there are opportunities and incentives for these individuals to contribute to 
socioeconomic development  within developing countries, increased human capital 
will contribute to poverty reduction and improved quality of life. 

3. If there is an adequate investment in research to develop pro-poor products and 
technologies and if there is a need for and the capacity to benefit from these, pro-
poor products and technology will be developed and these will contribute to poverty 
reduction and improved quality of life. 

4. If there is an adequate investment in policy/practice-relevant research and if 
policy/practice decision makers have adequate access to this research, and adequate 
capacity and incentives to use it, there will be more evidence-informed policy and 
practice and this will contribute to poverty reduction and improved quality of life.§  

These logical pathways are summarised in figure 1.  
 

                                            
 
§ It is important to note that the assumption that using evidence will lead to policies and practice which contribute to 
poverty reduction and improved quality of life rely on a further assumption that policy makers and practitioners intend 
to contribute to poverty reduction and improved quality of life. If policy makers and practitioners have more nefarious 
aims, it would be possible for them to use evidence to achieve these. It is also worth noting that, in addition to leading 
to improvements in particular policy outcomes, evidence-informed policy can be seen as part of a more general 
transparency agenda leading to greater citizen and investor confidence. This is another mechanism through which it 
can contribute to poverty reduction and improved quality of life.  

Figure 1: Theory of change. 
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Like all conceptual frameworks, this theory of change is a simplification and therefore has 
limitations. In particular:  

 While it can be useful to analyse the functions of ‘supply’ and ‘demand’ separately, in 
reality the boundary lines may be blurred and individuals and organisations may be 
involved in both.  

 The theory of change suggests a linear process whereas in reality change happens in 
a more iterative and ‘messy’ way.  

 The theory of change does not reflect the interconnectedness of the four different 
pathways. For example, it is clear that development of products and technologies 
feeds into economic growth as well as having direct impacts on development; the 
benefits of human capital development will feed into all of the other pathways; and 
evidence-informed policy may itself improve the environment for economic growth 
and so on.  

Furthermore, the theory of change is based only on the common assumptions about how 
research leads to change within justifications used for investing in research. It is derived 
from multiple opinions and statements and it is unlikely to fully represent the views of any 
one person. As such, it is a ‘straw man’ theory of change.  
 
Nevertheless, it is a useful starting point for understanding assumptions, mapping the 
research literature, and exploring the evidence base. A revised theory of change which 
reflects the findings of the review is presented in the conclusion.  
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2.  Economic growth 
The research evidence demonstrates that while economic growth is not sufficient to achieve 
socioeconomic development,18,19,20,21 it is clearly necessary for both poverty reduction22,23,24 
and human development.25  
 
While debates between supporters of different theories of economic growth continue,26,27 
endogenous growth theories have become highly influential. Endogenous growth theories 
(also known as ‘New growth theories’) postulate that ‘knowledge’ (in the form of human 
capital and innovation) can increase returns on investment and that policies which 
maximise creation of knowledge are crucial drivers of growth.28,29 In political discussions the 
concept of ‘knowledge’, which is at the centre of endogenous growth theories, has 
sometimes become narrowly defined as academic research outputs. For this reason, as 
outlined in section 2.2.1, endogenous growth theories have been widely used, both 
implicitly and explicitly, as justification for public investment in research. 
 
Here we examine the empirical research investigating the contribution of research 
investment to economic growth via research/technology transfer into the private sector. 
Please note that investment in research may indirectly lead to economic benefits through 
indirect routes (for example via impacts on human capital or evidence-informed policy). 
These routes are not the focus of this chapter.  

Does investment in research lead to development via economic 
growth? 
 
Historical relationships between research and growth 
There is clear evidence that investment in research is correlated with economic growth.30 
However, the issue of whether investment in research, and in particular public investment in 
research, causes economic growth is far less certain. A review of evidence on research 
investment in high-income countries31 found that firm-level investment in research did lead 
to significant returns both for firms themselves and ‘social’ or spillover returns. However, the 
review reveals that much publically-funded research had returns of near zero. The review 
acknowledges that a minority of publically-funded research does lead to impacts on growth 
but cautions that general increases to public funding for research in order to boost growth 
are unlikely to be successful.  
 
Two further reviews of literature on the economic benefits of publically-funded research32,33 

find heterogeneous impacts of research according to sector. For example, the aerospace, 
computer and telecommunication industries were found to draw heavily on public research 
outputs while other industries such as non-electrical machinery and metal and plastic 
products used little public research. Both these reviews cite a number of studies suggesting 
that many private sector innovations would not have been possible without public 
investment in basic research. However they also highlight that the production of ‘tacit 
knowledge’ embodied in people (either University graduates or research staff) are likely to 
be as important if not more important as an output of public research funding (see sections 
3.2 and 4 for more details).  
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Some have suggested that publically-funded research may be particularly important to drive 
economic growth in emerging economies. The example of the Asian Tigers, which achieved 
rapid economic growth in the 1980s is often cited. For example, a recent communique from 
the governments of Ethiopia, Mozambique, Rwanda, Senegal, and Uganda on Higher 
Education for Science, Technology and Innovation states: 

“Inspired by the recent success of the Asian Tigers, We, the African governments, 
resolve to adopt a strategy that uses strategic investments in science and technology to 
accelerate Africa’s development into a developed knowledge-based society within one 
generation.”34 

However, there is little evidence to suggest that public investment in research was a major 
contributor to economic growth in the ‘Asian tiger’ countries. Some studies suggest that 
much of the growth rates can be explained by increases in inputs as opposed to increases 
in productivity driven by new knowledge.35 Other studies suggest that acquisition of 
‘knowledge’ was indeed a major factor in economic growth.36 Although, detailed case 
studies of firms which contributed to the rapid growth in Asian countries37,38,39 reveal that 
the acquisition of ‘knowledge’ which drove their growth rarely corresponded to acquisition of 
publically-funded research knowledge. In the early stages of growth, the ‘knowledge’ was 
acquired from elsewhere. This included ‘reverse engineering’ to discover how products had 
been made, but also learning about processes and management such as the ‘lean 
manufacturing’ models used in more developed economies. Whether or not knowledge 
played a role, it is widely acknowledged that many other factors did contribute to economic 
growth.   
 
The findings from the Asian Tiger countries are echoed in a 2003 report which examined 
the factors which drove economic growth in OECD countries between 1971 and 1998.40 
The report found that business-level investment in Research and Development did have 
positive impacts on the economy. However it found no evidence that public investment in 
research was a significant driver of growth.  
 
Taken together, the historic data suggest that acquisition of knowledge may be one 
factor in driving economic growth. However, there is little evidence that publicly-
funded research outputs are a major source of this knowledge for low-income 
countries.  
 
Commercialisation of research knowledge 
One way in which new knowledge produced via publically-funded research can contribute 
to economic growth is through the licensing of new products/services, the development of 
‘spin-off’ industries or through the improvement of efficiency of existing firms. A cross-
national regression analysis of data (1975-1999) from the United States Patent & 
Trademark Office (USPTO) finds that a one percent increase in the number of patents 
issued by the USPTO to residents of a specific country (they can be issued to foreign as 
well as domestic applicants) is associated with a 0.19 per cent increase in annual economic 
growth of that country, and a 0.2 per cent increase in output per worker. 41 If the number of 
patents granted is associated with public investment in research, this could demonstrate  
that public investment in research is associated with economic growth however this would 
not demonstrate any causal linkage.  
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One commonly used proxy for the commercialisation of public research is the ratio of 
income from licencing of new products/technologies to total research spend. Note that while 
this provides an indication of the economic benefit to the institution itself (i.e. the money for 
the licence) – the actual benefit to the national economy (i.e. all future revenues resulting 
from production of the technology) is likely to be higher. Some high-income countries have 
invested heavily in a technology transfer sector, including technology transfer offices in 
major universities and innovation incubator centres. Countries with established research 
sectors making such investments in technology transfer may achieve returns of between 
1% and 5% of total research investment as licence income. For example, over the period of 
2004 to 2011 the US achieved average license returns of 4.8%, Australia achieved 2.2% 
while Europe achieved 1.7%.42 It should be noted that the actual percentage return varies 
considerably amongst institutions and is disproportionally generated by a small number of 
elite research institutions. For example, within Europe, 10% of Universities account for 
around 85% of the licensing income.43 Given that the cost of operating technology transfer 
offices is likely to be between 1 and 3% of total research expenditure, it is clear that many 
technology transfer offices in high-income countries operate at a loss. Equivalent figures do 
not exist for low-income countries but those studies that do exist suggest that generating 
income from licensing or spin-off creation is currently rare in low-income countries.44 A 
paper which examined licencing ratios for high- and middle-income countries and drew out 
implications for low-income countries concluded that  

“Without a well-funded, high quality research system, it is unlikely that a technology 
transfer programme will make any significant contribution to economic development. It is 
also not clear that any other country can simply emulate performance of the USA in 
deriving benefit from technology transfer due to differing social and economic 
conditions”. 45  

Given that research institutions in low-income countries are relatively lacking in research 
capacity,46,47,48 it is likely that there would need to be sustained investment in research for 
many years, if not decades, before rates of return similar to those found in high-income 
countries could be derived from technology transfer bodies.  
 
Investment in public research or technology transfer sectors in low-income countries 
is unlikely to lead to growth through commercialisation in the short to medium term 
as there is insufficient capacity to develop new technologies which can be 
commercialised.  
 

Science parks 
In some cases, products and technologies developed through public research may fuel the 
establishment of a new firm. One mechanism to encourage the development of this type of 
spin-off organisations is the creation of ‘science parks’ or incubation hubs. Some science 
parks in the US have achieved remarkable and high profile success in driving the local 
economy.49 This success has driven many policy makers in low- and middle-income 
countries to establish science parks (or similar) in an attempt to drive economic growth.  
There is very little research on science parks in low-income countries but a large body of 
research from middle and high income countries. Research suggests that whilst widely 
supported in emerging economies such as China, science parks have achieved mixed 
success.50,51,52  
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Research has demonstrated that while Universities do support firms in science parks 
through provision of training and information, commercialisation of University-generated 
outputs by firms located in science parks is rare and of marginal importance to firms’ 
innovation or success.53,54,55,56,57 Furthermore, there are mixed findings on whether location 
within a science park is beneficial to firms compared to location elsewhere.58,52,59,60,61,62  
 
Research from Norway suggests that ‘open-mindedness’ and international collaboration are 
far more important in driving firm innovation than clustering of tech start-up firms and local 
level linkages.63  
 
Science parks are often established with the explicit aim of driving regeneration of deprived 
areas. However, despite anecdotal evidence of successes and failures, there is limited 
rigorous research with which to determine the value of this approach. In some cases, 
science parks have succeeded in attracting tenants but have not demonstrated any 
additional benefits compared to other property developments.64  
 
Some authors have expressed concern that these parks represent ‘cargo culture’ 
approaches which attempt to recreate an environment which is superficially similar to US 
science parks without any of the underlying factors necessary for success and many have 
questioned the continuing support for science parks given the poor evidence of their 
success. 49,65,66 Further, some authors have highlighted that science parks differ 
enormously in the models they use to support firms and that it is therefore not appropriate 
to ask if science parks ‘work’ but rather to ask whether a given model achieves what it is 
aiming to achieve in a given context. 67 
 
Overall, while there have been high profile examples of successful science parks, 
particularly in the USA, research suggests that most science parks do not drive 
commercialisation of university-derived research outputs. Firms do report some 
benefits from locating in a science park, however it is unclear whether location in a 
science park is beneficial to firms’ performance overall compared to location 
elsewhere. There is little evidence on the impact of science parks on local 
regeneration of deprived areas.  
 

Other academic-industry engagement 
There are many other potential linkages between publicly funded research institutes and 
industry. These include research collaboration, contract research, provision of knowledge 
through publications and conference presentations and provision of advice and networking. 
These activities have been termed ‘academic engagement’ to distinguish them from the 
direct commercialisation (through licensing and spin-offs) generated by specific technology 
transfer initiatives.68 There is evidence from high-income countries that academic 
engagement with industry has greater economic benefit than direct commercialisation.69,70  
 
A review of different types of university-industry linkage in China demonstrates that both 
direct commercialisation and other linkages (in particular collaborative research) are 
increasing, though there is no data on their impact.71 Similarly, case studies from countries 
with varying poverty levels reveal a wide range of academic engagement with industry and 
suggest that activities other than direct commercialisation are likely to be most economically 
important for lower income countries.72,73,74  
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Research suggests that the most common forms of academic-industry relationship in low-
income countries are ‘traditional’ links based on the Universities’ role in providing 
training.72,75 For example, many universities include a private sector placement as part of 
relevant degree programmes.72 This finding is consistent with evidence from the UK which 
shows that the most important university linkages which UK firms identify relate to 
development of human capital.76  
 
New research techniques and instruments can also be developed via public research 
funding and lead to improvements in industrial research.31 
 
Although less common than linkages based on training and information, 72,75, there is some 
evidence of private sector organisations carrying out collaborative research with academics. 
For example: 

 Collaboration between a building supplies manufacturer in Uganda and the 
department of Mechanical Engineering of Makerere University (funded by the British 
Council) led to improved energy conservation and the development of alternative 
fuels for firing clay which, in turn, led to increased efficiency and sales 
improvements.77  

 Collaboration between an aluminium company in Egypt and faculty in the Engineering 
Department of the University of Cairo has led to numerous improvements in 
processes which have led to increased productivity.72 

 A Thai electronics company has long-standing collaborations with a number of 
Universities which provide bespoke training courses for company engineers.78  

A recent systematic review of academic engagement with industry in high-income countries 
revealed that the extent of industry engagement was positively related to indicators of 
individual academics’ research productivity and research quality.70 This finding is relevant to 
low-income countries where the relatively low levels of investment in research have 
resulted in relatively low levels of research productivity and academic quality.79,80,81 Indeed, 
a recent rigorous literature review on the impacts of tertiary education suggests that 
academic-industry engagement activities in low-income countries remain rare and will 
therefore have relatively low impact on growth.82 
It is important to note that ‘academic engagement’ may have negative impacts on other 
aspects of researchers’ work. A ‘consultancy culture’ in research institutions, is often cited 
as a major factor in poor research and teaching quality, particularly in Africa.83,84  
 
Taken together, the evidence suggests that academic-industry engagement can lead 
to positive impacts, but there is relatively little evidence that this is having a 
significant impact on economic growth at present. Further research would be needed 
to find out if there is potential for such engagement to be scaled up and whether this 
would have positive impacts on growth.  
 

Institutional factors affecting technology transfer 
Research from both high income and middle-income countries demonstrates that there are 
many institutional factors which can prevent new research results contributing to economic 
growth. A UK report85 identified a number of ‘Wider Framework Conditions’ which need to 
be in place to enable innovation to contribute to growth including factors relating to 
‘Business environment and competition’; ‘Entrepreneurship and finance’; and ‘Infrastructure 
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and Services’. Comparative studies from Italy86, Spain87 and China and South Africa88 have 
highlighted that institutional factors including property rights, government support and the 
state of the economy are crucial factors in the success of University Science Parks.  It is 
beyond the scope of this paper to examine in detail the role of these factors in driving 
innovation but it is important to note that without favourable conditions, neither investment 
in research nor the absorptive capacity to use research will be sufficient to drive economic 
growth.  
 
There are many factors involved in driving economic growth and without a 
permissive context, attempts to drive growth through research and innovation are 
unlikely to succeed.  

Does increased demand for research lead to development via 
economic growth? 
In addition to the possibility of generating new and profitable ideas, investment in research 
activities can enhance a country’s ability to adapt and adopt ideas which have been 
generated either locally or internationally. The uptake of research knowledge generated 
elsewhere may be a particularly important feature of research in low-income countries 
which are attempting to catch-up with technological developments from elsewhere. Some 
authors have suggested that a higher proportion of ‘adaptive’ research could mean a 
reduction in lag periods between investment in research and economic benefit in low-
income countries.89 
 
A number of authors have argued that innovation will only contribute to economic growth if 
the private sector has the ‘absorptive capacity’ to take up new systems, products and 
technologies.90 Indeed there is a strong body of evidence which suggests that, for low-
income countries, the ability to take up and use knowledge and technology is a better 
predictor of growth than the ability to generate new knowledge and technologies within a 
country.91,92 93  This is summed up in a 2011 paper from the World Institute for Development 
Economics Research94,, which concludes: 

“Results from cross-country regressions covering 31 Sub-Saharan African countries 
suggest that growth in Africa is not simply a question of capital accumulation, fertility 
rates, aid dependency, and stable macroeconomic environment. It is also about 
strengthening the capacity of African countries to assimilate and effectively use 
knowledge and technology. Contrary to the views held by many analysts, the growth of 
African economies does not depend so much on their ability to innovate, but rather on 
their capacity to absorb and effectively use new technologies.” 

A recent rigorous literature review on the impacts of tertiary education82 concluded that:  
“…there is some evidence to suggest that the proportion of workers with higher 
education within a given context may increase the likelihood of technological uptake and 
adaptation”.  

Research suggests that one of the key ways in which the private sector can increase its 
capacity to take up research is by doing research itself: carrying out in-house research 
enabled firms to make better use of external research.95,96  But studies have also 
demonstrated that public investment in research is also a crucial contributor to private 
sector absorptive capacity. A major way in which this happens is via the impact that 



20 
 

involvement in research has on University graduates who go on to work in private sector 
(see also section 4.2).32,97 In addition, collaboration between University and industry has 
been shown to increase the absorptive capacity of private sector firms.76  
A systematic review by Bruno and Campos observes that the academic literature generally 
finds that levels of human capital and technological advancement have a multiplier effect on 
the economic impact of foreign direct investment (FDI).98  

The OECD has produced an innovation strategy providing policy recommendations to drive 
innovation “to strengthen growth and address global and social challenges”99 as well as 
numerous papers related specifically to innovation and development.100,101 These papers 
are  based on both research and expert advice. It is notable that they recognise that the key 
mechanism by which low-income countries can benefit from innovation is by strengthening 
their capacity to absorb and adapt innovations from elsewhere. 
 
The evidence indicates that increased capacity of academia and industry to absorb 
and adapt existing research knowledge plays an important role in driving economic 
growth. 

Areas for further research 
While there has been considerable research to map the direct commercialisation of 
research findings by research institutions, there is little systematic data on the prevalence, 
distribution and economic impacts of other forms of academic-industry engagement 
including collaborative research and consultancies. A number of research papers suggest 
that activities other than direct commercialisation of research results are likely to be most 
important to low-income country research institutions, but it would be valuable to gather 
more empirical data to test if this is true.  
 
Furthermore, it would be useful to test out approaches to fostering academic-industry 
linkages to find out which (if any) offer significant economic returns for low-income 
countries.  

Summary 
Countries with low levels of research capacity are unlikely to achieve economic growth 
through direct commercialisation of research (at least in the short to medium term). Other 
forms of academic-industry partnership may be more effective at driving growth but there is 
relatively little research on this at present.  
 
There is evidence that the capacity to adapt and absorb research results is a stronger factor 
in economic growth in low-income countries than the production of new research 
knowledge. A large component of this ‘absorptive capacity’ is related to human capital.  
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3.  Human capital 
For the purpose of this paper, ‘Human capital’ refers to the sum of the knowledge, skills and 
attitudes present in the population. There is strong evidence that human capital is 
correlated with both social and economic development levels102 and is a key driver of 
foreign direct investment.103,104,105 Furthermore, there is a growing body of evidence that 
human capital, 106 and cognitive skills in particular, 107 are key drivers of economic growth. A 
recent rigorous literature review on the impacts of tertiary education found strong evidence 
that tertiary education increases the individual earning potential of graduates, and some 
evidence that it also leads to strengthened institutions.82 
 
This chapter considers ways in which public investment in research activities can contribute 
to human capital. It then explores the extent to which there is the demand and opportunity 
for human capital, developed through research activities, to contribute to development 
impacts.  
 
Box 2: Brain drain 
There is growing concern regarding emigration of highly skilled workers from low-income 
countries. Research on the overall impact of skilled migration is mixed. There is evidence 
that in the short-term, emigration is likely to lead to economic disadvantage for remaining 
families108 and that the overall impact on human capital is negative.109 However, emigration 
of skilled workers can lead to remittances sent home to family members which may be used 
to invest further in education. In the longer term, those who emigrate and then return will 
bring back additional skills and networks which may contribute to economic growth, a 
phenomena which has been termed ‘brain circulation’.110,111,112 Cross-country analysis 
suggests that there are large differences in the impacts of brain drain in different countries 
with some ‘winners’ and some ‘losers’.113 

Does investment in research lead to development via increased 
human capital? 
 
Human capital built through funding of research 
The outputs of research projects are often thought of in terms of knowledge and research 
findings. However another important output is individuals with deep understanding of the 
topic investigated. These experts may go on to draw on their expertise to contribute to 
socioeconomic development. For example: 

 Some researchers go on to work within policy making institutions. Examples include 
Chris Whitty, a British malaria researcher, who joined the UK Department for 
International Development as Chief Scientific Advisor and Head of Research in 2009. 
He has had a significant impact on DFID’s approach to generating and using 
research evidence.114 Similarly, Hassan Mshinda, a Tanzanian epidemiologist, is the 
current Director General of the Tanzanian Commission for Science and 
Technology115 and has been influential in various government policies.116   
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 Other researchers may remain in academia but achieve influence as advisors and 
public intellectuals. Examples include Ghanaian economist George Ayitteh, 
Indonesian political scientist Anies Baswedan, and Indian neuroscientist V.S. 
Ramachandran.117 

 Researchers who enter private sector organisations contribute to those organisations’ 
ability to innovate and to draw on evidence. 32,118 

In addition to the new knowledge that research produces, it also produces research 
experts who can go on to have impacts in a range of fields.  
 
Human capital built through research capacity building activities 
Regarding research, human ‘capital’ is commonly  included as a major part of the concept 
of ‘research capacity’. Research capacity can be considered at three levels: individual, 
organisational and environmental/institutional. For the purposes of this paper, individual 
capacity – the knowledge, skills, attitudes and competencies present in an individual – will 
be considered as the building block of human capital.  
 
Individual research capacity is a multi-faceted concept which will differ depending on 
individual roles and academic discipline. It may include specific technical knowledge, skills 
in research approaches, communication and IT skills and so on, as well as attitudes which 
enable the researcher to ask questions and seek out new knowledge. Researchers have 
highlighted that capacity building (and indeed learning in general) can be supported by 
outsiders but must be led by the individual.119,120 
 
In some cases, research funders have assumed that carrying out research in or including 
collaborators from low-income countries will inevitably lead to improved research capacity. 
This approach has been widely criticised because it doesn’t work as a capacity building 
approach and because it can be seen as using researchers from low-income countries 
without investing in their development.121,122,123 For this reason, many funders now support 
specific capacity building activities.  
 
Some funders incorporate capacity building activities into collaborative research 
programmes between research institutions in low and high income countries. This has been 
advocated as an effective way to build capacity, particularly when there is strong leadership 
in both places133. However, others have argued that programmes which seek to fund 
excellent research and build capacity, will not adequately meet either objective  because by 
definition, these programmes will involve people with low capacity.11  
 
An alternative approach is to run ‘stand-alone’ research capacity building programmes. 
There are relatively few rigorous impact evaluations of research capacity building 
programmes, and those that exist report mixed outcomes. Some evaluations have shown 
that capacity building activities have increased the research capacity of participants,124,125 
whilst other evaluations describe capacity building efforts that have failed to achieve the 
intended outcomes.126,127,128 In some cases, rigorous measurement of outcomes has shown 
far lower levels of success than the subjective assessment by implementers would suggest. 
129,130  
A review of evaluations on research capacity building programmes131, based largely in 
Africa, highlighted a range of achievements including greater dissemination of research 
findings, increased enrolment on postgraduate programmes, better research administration 
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and management capacities, and overall improved research quality. However, the review 
notes that research generated through these programmes suffered from limited demand 
and a lack of quality assurance. The review also points out that the programmes had 
difficulty achieving impact on policy, although other authors have emphasised the long-term 
nature of capacity building efforts and suggest that it may be unrealistic to identify 
‘downstream’ outcomes such as policy impact.131    
 
A systematic review on Agricultural Research Capacity Building132 found some evidence 
that the capacity which had been ‘built’ led to positive development outcomes via new 
products or services. For example, improved biotechnology research capacity has resulted 
in the adoption of new crop varieties in Asia and a new seaweed-based industry was 
developed in Tanzania based on one individual’s PhD research work. However the review 
acknowledges that these directly attributable links between investment in research capacity 
and tangible impacts are rare.  
 
That there is a variety of outcomes from different capacity building programmes may be a 
consequence of a diversity of approaches taken. At present, there is very little rigorous 
evidence with which to determine the best approach to building research capacity. The 
systematic review of agricultural research capacity building programmes concluded that 
while it is possible to state that interventions were generally successful in increasing 
immediate and intermediate outcomes (improved skills, knowledge and tools), it was not 
possible to draw conclusions about what types of capacity building work best.132  
 
Box 3: Experiential evidence on capacity building 
To make up for the gap in rigorous evidence on research capacity building approaches, 
many authors have drawn on their experience of capacity building projects to write 
guidelines for implementing effective research capacity building 
programmes.133,134,135,136,137,138,139 Such lists are clearly prone to bias – they only describe 
the factors which people believe are responsible for the success or failure of a given 
intervention. However, at present they may be the strongest form of evidence available. 
Some key themes emerge from these documents: 
 Implementers need to understand the context and in particular what capacity exists and 

what capacity needs are priorities.134,135,139 
 It is important that local actors have ownership of capacity-building programme.134,135 
 Since capacity building is about learning, implementers need to make sure those who 

are delivering the programme are able to effectively facilitate learning. In some cases 
they need to build capacity to build capacity.135,135 

 Implementers need to think broadly about individual capacities. Good capacity building it 
is not just about imparting new knowledge and skills but supporting people to become 
adaptive, self-driven learners.138 

 It is important to select participants who have the necessary base level of skills to 
benefit from the capacity building; are motivated to develop and will have the opportunity 
to put their new learning into use.133,135,139.  

 It is important to consider whether and how capacity can be built at organisational and 
environmental level as well. In particular, consider whether individuals have viable 
career structures which will allow them to make use of their skills.133,136, 137 
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 Organisational level research capacity building programmes may need to include a 
strand focussing on support structures including finance and management.137  

 Making use of local networks and partnerships can improve sustainability.135,136 
 Capacity building efforts need to be long-term but it is also important for implementers to 

plan for ‘withdrawal’ from the outset.134,135 
 A clear monitoring and evaluation procedure, built in from the outset, will enable 

implementers to check if capacity is ‘being built’ – and adapt plans if it is not.134, 135  

The evidence suggests that some capacity building efforts are successful but that 
others do not achieve the intended outcomes. There is experiential evidence pointing 
to effective capacity building approaches (see box 3) but there is a lack of rigorous 
evaluations to compare different approaches.  
 
Impact of research on tertiary education 
There is a widely held assumption, particularly amongst academics, that there is a strong 
causal link between the quality of research carried out and the quality of teaching within 
tertiary education establishments. In other words, there is an assumption that a university 
needs to be carrying out high quality research activities in order for it to provide a high 
quality education to its students.  
 
The evidence base on the link between investment in research and quality of tertiary 
education is  weak and  meta-analyses of correlation studies140 and narrative syntheses141 
of the research literature find no evidence to back up the assumption that they are 
connected. **. One of the more rigorous attempts to investigate this issue is a research 
study focussing on academics from a large Australian University.142 This study found no 
significant association between the overall rating of individual lecturer’s teaching quality and 
either the total number of publications or the overall quality rating of publications. This 
finding was unchanged if lecturers who had not published at all were excluded from the 
analysis. The finding was consistent across 20 different departments. 
 
What research there is on research-teaching links in tertiary education mainly comes from 
high income settings and very little research has been carried out in in low-income 
countries. It is possible that the relationship between research and education quality is non-
linear. For example, it is possible that at very low levels of research capacity, there may be 
a positive correlation between research investment and teaching quality which may 
disappear once research capacity reaches a certain level.  
 
The evidence on links between research and teaching are particularly relevant to the recent 
emphasis on ‘unbundling’ of tertiary education services – the suggestion that different 
functions of Higher Education Institutions could be offered by different providers.143  
 

                                            
 
** Please note that this refers to the relationship between carrying out research in a thematic area and the quality of 
teaching provided on that theme. For example, whether carrying out research on governance reform increases the 
quality of teaching on governance reform. The relationship between research into teaching practice (e.g. research into 
effective pedagogical techniques) and teaching quality (i.e. evidence-informed teaching practice) is not considered 
here.  
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Overall the evidence suggests there is little or no relationship between quality and/or 
quantity of research and quality of tertiary education in high-income countries. No 
rigorous studies on this relationship have been carried out in low-income settings.  
 
Box 4: Lessons from adult learning and pedagogy literature 
Because developing human capital fundamentally relies on facilitating learning, studies on 
how adults learn and what constitutes good pedagogical approaches are relevant. In recent 
years there has been growing interest in evidence-informed pedagogy. For example, a ten 
year research project on Teaching and Learning identified ten ‘Evidence-informed 
principles’ of effective pedagogy:144 
 
1. Effective pedagogy equips learners for life in its broadest sense. 
2. Effective pedagogy engages with valued forms of knowledge. 
3. Effective pedagogy recognises the importance of prior experience and learning.  
4. Effective pedagogy requires learning to be ‘scaffolded’.  
5. Effective pedagogy needs assessment to be congruent with learning.  
6. Effective pedagogy promotes the active engagement of the learner.  
7. Effective pedagogy fosters both individual and social processes and outcomes.  
8. Effective pedagogy recognises the significance of informal learning.  
9. Effective pedagogy depends on the learning of all those who support the learning of 
others.  
10. Effective pedagogy demands consistent policy frameworks with support for learning as 
their primary focus.  
 
There is considerable overlap between these principals and the guidelines for effective 
research capacity building discussed in box 3.  
 
There has been some work to support and develop more effective pedagogical approaches 
in higher education in low-income countries.145 There is little evidence that research 
evidence on pedagogy has informed efforts to build research capacity.  

Does increased capacity and incentives to use research lead to 
development via increased human capital? 
Need for technical capacity for economic growth 
There is evidence that a lack of scientific and technical capacity is hampering economic 
development. For example: 

 There is evidence that a lack of statistical research capacity is hampering African 
efforts to accurately measure and thereby respond to socioeconomic 
deprivation.146,147 

 Research in twelve African countries suggests that low numbers of scientifically 
trained biotechnologists is hampering plant breeding programmes which could 
develop new and enhanced crops.148 

 Low levels of agricultural research capacity is hampering development in 
Bangladesh, Laos, Nepal, Pakistan, and Sri Lanka and the situation is being 
exacerbated by emigration due to low salaries for government researchers.149  
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In a survey of over 600 transnational companies, 39% indicated that ‘Ability to hire technical 
professionals’ was ‘very influential’ in their decision of where to invest.150 There is evidence 
that enhanced human capital is likely to lead to increased foreign direct investment which 
will in turn contribute to economic growth.151,152  
 
The evidence suggests that there is a need for scientific and technical skills for a 
number of services and industries in developing countries. 
 
Critical thinking 
The above section concentrated on the technical skills needed to drive economic 
development. However there is evidence that the less tangible skills that research exposure 
builds may be even more important for driving development.107 Some authors have argued 
that research skills such as seeking and finding information and problem solving are key 
components of the human capital needed to drive socioeconomic development.153,120 
Various terms have been used to describe this combination of skills. The term ‘critical 
thinking’ is used in the field of education research and pedagogy and has been defined as: 

“…the intellectually disciplined process of actively and skillfully conceptualizing, applying, 
analyzing, synthesizing, and/or evaluating information… as a guide to belief and 
action.”154 

 ‘Information literacy’, a term usually used by academic librarians, has been defined as: 
“…knowing when and why you need information, where to find it, and how to evaluate, 
use and communicate it in an ethical manner.”155 

The term ‘Research Awareness’ is used in the field of medicine and nursing. It has been 
defined as: 

“. . .a recognition that questions can and should be asked, that reading of research 
articles and research based texts is essential, and that research findings should be 
assessed in terms of their usefulness, their relevance, and their potential for 
implementation” 156 

In this paper we will use the term ‘critical thinking’ to cover all of these related terms.  
Research evidence suggests that education systems in many low-income countries are 
particularly weak in developing critical thinking skills. International comparative tests of 
learning outcomes demonstrate that levels of educational attainment in low-income 
countries are often very low.157,158 There are many factors underlying this including the 
dominance of ‘teacher-centric’ or rote-learning teaching approaches which do not 
encourage critical thinking and problem solving.159,160 There have been numerous attempts 
to update teaching approaches in low-income countries to improve childrens’ critical 
thinking capacities.161,162,163,164 However this work has proved challenging since 
conceptions about teaching and learning are deeply ingrained. A report of educational 
reform in Malawi163 acknowledges the challenge of changing teaching practices and 
concludes: 

“Veteran teachers who have been lecturing for years can find using active-learning 
pedagogies burdensome, while new teachers, who likely were taught using rote-learning, 
difficult to put the new methods into practice.” 

Research suggests that the deficits in critical thinking in primary and secondary education 
are not being adequately overcome in the tertiary education sector. A series of case studies 
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in African universities found that academics had poor skills in searching for and using 
research information.165 Similarly, a study of three African universities concluded that: 

“Many graduates currently lack information literacy, critical thinking and independent 
learning capabilities. The students were often described as passive and embracing a 
‘least effort’ culture...”. 166 

Taken together the evidence suggests that there are major gaps in the system for 
developing critical thinking skills in in low-income countries. Some have suggested 
that a lack of critical thinking skills is a key barrier to socioeconomic development 
although little research has been undertaken on this issue. 

Areas for further research 
Evidence from high-income countries suggests that there is a limited link between research 
capacity and quality of tertiary education. However there is very little research exploring this 
issue in low-income countries. Given that funding for research in low income countries is 
sometimes justified on the basis that it will strengthen tertiary education, there is an urgent 
need for research to investigate whether this assumption is correct. If not, there is a need to 
consider what activities are effective in improving tertiary education.  
 
There are many other potential benefits to research capacity building which are not 
achieved via its impact on tertiary education. However, there is a need for a much stronger 
evidence base on what works in research capacity building. A key part of this work will be 
consideration by those funding and delivering capacity building programmes of what 
outcomes capacity building programmes are seeking to achieve. These outcomes need to 
be realistic. 

Summary 
Funders who wish to build human capital by strengthening tertiary education should be 
aware that evidence from high-income countries suggests that there is almost no link 
between research quality and quality of teaching. There is currently little evidence 
examining whether such a link does exist in low-income countries. Funding research in low-
income countries does not necessarily lead to increased human capital unless effective 
capacity building activities are included. One important output of investment in research 
capacity may be the development of experts who can act as advisors to decision makers. 
There is an urgent need for people with the technical and critical thinking skills which can 
be built through research.  
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4.  Pro-poor products and 
technologies 

Pro-poor products and technologies can be generated by research institutions in low-, 
medium- and high-income countries. For the purpose of this paper, we will consider pro-
poor products and technologies to be those which have a direct beneficial impact on the 
lives of poor people.††  

Does investment in research lead to development via new pro-poor 
products and technologies? 
Pro-poor products and technologies can be generated by research institutions in low-, 
medium- or high-income countries. Public investment in research into products and 
technologies can be channelled through research institutions and public-private 
partnerships.  
 
Research institutions 
Investment in research institutions, both in the developed and the developing world, has 
generated numerous pro-poor products and technologies, particularly in the agriculture and 
health sectors. For example: 

 The development of modern maize varieties is estimated to have moved over a 
million people per year out of poverty in the last decade. Over half of these impacts 
have been attributed to research carried out in two public research institutions: the 
International Institute of Tropical Agriculture (IITA) in Nigeria and the International 
Maize and Wheat Improvement Center (CIMMYT) based in Mexico.167   

 Insecticide-treated bed nets (which were first developed by the military) were 
demonstrated to be an effective anti-malarial strategy in large-scale trials carried out 
by public research institutions.168 There is now rigorous evidence that access to 
insecticide-treated bed nets leads to significant health benefits for pregnant women 
and children.169,170  

 Many vaccines which have made substantial contributions to socioeconomic 
development were developed wholly or partially in public research institutions. For 
example, the live attenuated polio vaccine was developed at the University of 
Cincinnati.171  

There is evidence of many pro-poor products and technologies developed by public 
research institutions.  
 

                                            
 
†† In this section we consider direct impacts of products and technologies on poor people (for example medicines which 
directly contribute to health or crops which directly contribute to nutrition). Economic benefits which are delivered 
through commercialisation of products and technologies are considered in section 3.1. 
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Public private partnerships 
Public private partnerships (PPPs) take various forms, with some geared specifically 
towards boosting investment in research and innovation. For example, health investment 
funds and product development partnerships (PDPs) are both forms of PPP that aim to 
develop new pro-poor products. Where the costs of developing new medicines and 
vaccines are high but potential profits are low (common in interventions for diseases in low-
income countries), public private partnerships can help overcome market failures.  They 
help the private sector share the costs of research by matching public funds with private 
investment at project inception, or during project implementation.  
 
Whilst the effects of PDPs have sometimes been uneven, there is general consensus that 
they have been highly successful in developing new products in the health sector.172 Some 
examples of PDPs include the Medicines for Malaria Venture, the International Aids 
Vaccine Initiative, and the African Comprehensive HIV/AIDS Partnership.173,174,175  
 
Some PDPs have extended their remit beyond developing new products to other activities 
including: building local research capacity; ensuring equitable access to newly developed 
products; and providing policy advice to low-income country governments. There are 
differing views on whether PDPs are best-placed to carry out these additional functions or 
whether they should focus purely on product development.176  
 
Challenge Funds are a further public private partnership mechanism that seeks to 
overcome market failure. Again, they can be targeted specifically at research and 
innovation, releasing funds to entrepreneurs on delivery of a solution to problems previously 
lacking commercial attention. Examples include: DFID’s Financial Deepening Challenge 
Fund (FDCF) which supported the roll-out costs for Vodafone’s M-PESA mobile money 
transfer service; the Africa Enterprise Challenge Fund, which encourages businesses to 
commercialise technologies developed within public agricultural research systems; and the 
Food Retail Industry Challenge Fund, which assists agribusiness to link smallholders to 
agricultural export supply chains.177 
 
Within agricultural research, there has been interest in public private partnership 
mechanisms for more than ten years, with some 75 PPPs operating within the CGIAR 
agricultural research consortium alone, although systematic assessment of the effects of 
these PPPs has not yet been conducted.178  
 
Alternative public private mechanisms include university-industry collaboration. For 
example, the Indonesian pharmaceutical company Bio Farma collaborates with universities 
within Indonesia and overseas to improve their products.179 
 
National governments may also choose to develop policies to financially incentivise private 
firms to carry out research. Although this is not direct public investment in research, it is 
another way in which public money can be used to drive private research and innovation. 
For example, the Indian government has implemented a range of policies including 
provision of start-up funding, tax-free profits and high tariff protection to encourage the 
private sector to develop pharmaceutical research.180  
 
Public-private partnerships such as Product Development Partnerships are a 
successful mechanism for development of new pro-poor products and technologies.  
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Local versus international research   
Pro-poor products and technologies can be created anywhere in the world and many of the 
examples given above were developed by high-income country-led research programmes. 
However many have argued that low and middle-income  countries may be best placed to 
develop solutions which respond to the particular challenges they encounter. China and 
India have been highly successful in fostering local innovation181 and India has been 
particularly lauded for supporting ‘frugal innovation’: innovation which produces products 
and/or technologies which are significantly cheaper than those previously available.182  
It has been argued that the relative technological disadvantages that low-income countries 
have can be at least partially overcome by the ‘Latecomer Advantage’: the ability to 
‘leapfrog’ over relatively poor ‘first-generation’ technologies and instead make use of 
technology which has been tested and optimised.183 
 
Many pro-poor products and technologies are developed by high-income based 
researchers however there is evidence that middle-income countries are becoming 
increasing important producers of innovation.  

Does increased demand for research-derived pro-poor products 
and technologies lead to development? 
As described above, public research has resulted in many products and technologies which 
have had transformational effects on the poor. Many products or technologies developed 
through research can be taken up and used by the population without any need for 
additional skills building. This is particularly true if the new product or technology leads to 
genuine and immediate benefits for the individual. For example, M-PESA mobile banking 
technology has spread at dramatic speed in Kenya without the need for any interventions to 
build people’s capacity to use it.184  
 
However, there are also numerous examples of products and services produced through 
research that have not led to the expected impacts. For example: 

 An evaluation of ‘Playpumps’ (water pumps linked to children’s roundabouts) found 
that in some cases women were forced to use the roundabout for hours or to pay 
children to use the equipment in order to get adequate water supplies.185 

 New high-yield varieties of barley were not taken up in Syria unless farmers were 
involved in the breeding programme which developed them.186 

 The roll-out of improved cookstoves in India did not lead to the predicted positive 
impacts on health or fuel consumption since they were not used regularly and were 
poorly maintained.187 

The tendency to overestimate the impact of new products and technologies is of course not 
limited to the international development sector. Many authors have highlighted a general 
human tendency to seek out ‘technological fixes’ even when the roots of a problem are 
social, and to overestimate the impact that new products and technologies will have. 
188,189,190 
It is therefore vital to fully understand the needs and demands of potential users of new 
products and technologies before investing large quantities of research money in their 
development. Research to develop new products and technologies must also be 
accompanied by ‘research to understand the world around us’ (see box 1) and research to 
understand the roll-out and uptake of products. Furthermore, strategies may be needed to 
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challenge the tendency for optimism bias when funding the development of new products 
and technologies.  
 
Many products and technologies developed through public research have been 
readily used in developing countries and have led to positive impacts. However, not 
all products have had the intended impact and evidence suggests meeting user 
needs is an important factor in successful product and technology design. 

Areas for further research 
Existing research suggests that research funders sometimes overestimate the impact that 
their new products and technologies will have and underestimate the barriers to uptake. It 
would be valuable to investigate what measures funders could put in place to more 
effectively challenge the tendency towards optimism bias.  
 
Pro-poor products and technologies have been successfully developed by public research 
institutions, by public-private partnerships and by the private sector. It would be useful to 
analyse which of these mechanisms is most appropriate for the development of different 
types of products and technologies.  
 
Public-private partnerships have mainly been used to drive the production of health and 
agriculture products and technologies. It would be useful to understand whether market 
failures are inhibiting the development of other pro-poor products or technologies and if so 
whether public-private partnerships be used to incentivise innovation.  

Summary 
There are many examples of new products and technologies developed through publically-
funded research which have had direct positive impacts on poor people. A number of 
funding models can be used to support the development of pro-poor products and 
technologies. There are also examples of products and technologies which have had less 
positive impact than expected. Measures should be taken to overcome the optimism bias 
that is sometimes present when developing new products and technologies. Involving end-
users in the development of new products and technologies can increase the likelihood that 
they are wanted and used.  
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5.  Evidence-informed policy 
and practice 

For the purposes of this paper, ‘Evidence-informed policy and practice’ means policies and 
practices which have been developed using a process which includes a search for and 
analysis of relevant evidence (including research, evaluation and statistical data). An 
important aspect of this is that wherever possible, the full range of evidence should be 
considered (rather than just evidence backing up a pre-existing position) and that an 
assessment is made of the strength of evidence underlying different assumptions.191 This 
definition does not imply that evidence is the only, or even the main, influence on decision 
making; merely that it is one factor informing decisions.  
 
Research can inform policy and practice in two ways: it may inform decisions on specific 
interventions (e.g. what intervention to use in response to a given problem), and it may be 
used in a more subtle way to inform a decision maker’s understanding of a context.  
It is clear that using evidence to inform decisions on specific interventions leads to better 
policy outcomes. For example, there is evidence from the field of medical practice that 
decisions resting on evidence-based clinical guidelines lead to better outcomes compared 
to relying on ‘expert opinion’ as long as the guidelines are well-written and well-informed by 
the evidence, and clinicians have the skills to interpret them.192,193 ,194 ,195  In some cases, 
the use of standardised evidence-informed checklists can also improve patient outcomes 
by, for example, reducing hospital acquired infections,196 reducing prescribing errors197  and 
increase surgical safety.198  Use of checklists, as opposed to reliance on expert judgement, 
has proven successful for a range of sectors including policing199, aircraft piloting200 and 
nuclear power plants.201 Similarly, decades of research have demonstrated that using 
actuarial methods (based on statistical formulae) is more accurate than reliance on expert 
‘clinical’ judgement in a range of situations including the diagnosis of mental ill-health,202,203 
prediction of violent behaviour,204 and employee and student selection decisions.205 
It is more difficult to show impacts of the use of evidence to inform decision makers’ 
understanding. However, case studies show how damaging it can be when decision makers 
are not well informed about context. For example: 

 An American entrepreneur faced a wave of opposition after he attempted to start a 
new charity movement to send used T-shirts to Africa.206 Critics complained that he 
had not taken the time to understand the real needs of African people before 
designing his intervention.  

 Some interventions intended to reduce the prevalence of Female Genital Cutting 
have failed to achieve their intended results in part due to poor understanding of the 
cultural factors driving the practice.207 

 There is evidence from a number of African countries that poor statistical data is 
negatively impacting on provision of services by governments and international 
organisations.147 For example, unreliable estimates of the population of different 
areas of Nigeria mean distribution of services including health and education is 
unlikely to correspond with actual need. Similarly, the results of a recent census in 
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Kenya, which were used to determine distribution of two government funding 
schemes, have been disputed.208  

Below we discuss what supply and demand factors impact on evidence-informed policy and 
practice.  

Does investment in research lead to development via more 
evidence-informed policy and practice? 
There is a large body of case study evidence which demonstrates that research results can 
and do contribute to policy and/or practice impacts.  

Type 
of 

change 

Instrumental 
Research being used to 

legitimise a decision that has 
already been made 

General ideas from research 
being used to influence a specific 
policy/ practice/ piece of research 

etc. 

Specific research influencing a 
specific policy/ practice/ piece of 

research etc. 

Conceptual N/A 

General ideas from research 
feeding in to general 

enlightenment about particular 
concepts 

Specific research influencing the 
way people think about or 

understand an issue 

Capacity N/A 

General ideas from research or 
relationships from a research 

partnership improving the 
capacity of individuals or 

organisations 

Specific research activities or 
ideas improving the capacity of 

individuals or organisations 

  

 Symbolic Indirect Direct 

   
How change happened 

Table 1: ‘The Punton Framework’: A model of how research leads to change 

Frameworks for understanding impacts 
Many authors have created frameworks which describe different ways in which research 
knowledge can lead to impacts. Two recent papers have provided overviews of some of the 
key publications and models for understanding research impact in international 
development.209,210 An example of a framework for understanding research impact is the 
‘Punton framework’211 which attempts to bring together some of the elements described in 
other frameworks (table 1). In this model, two axis of research influence are considered.  
 
Firstly, the type of change is classified as follows: 

 Capacity changes are changes in the knowledge, skills and/or attitudes of 
researchers, policy makers or others involved in the research activity (these changes 
were discussed in section 4). 

 Conceptual changes are changes in the way people conceptualise a given issue 
including changes in people’s general awareness of a given topic.  

 Instrumental changes are concrete, specific changes to a policy or programme. 

Secondly, the manner in which research has led to that change is classified into the 
following categories: 

 Symbolic use of evidence is when evidence is used to legitimise a decision which had 
already been made.  
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 Indirect use of evidence is when research leads to a change in some intermediate 
variable which in turn leads to a policy/programme change. 

 Direct use of evidence is when a specific research finding is applied to change 
something. 

There are many collections of case studies which outline how research findings have led to 
development impacts.212,213,214,215,216,217 These case studies can provide useful examples of 
where research results have led to change however they also need to be analysed with 
caution for a number of reasons: 

 Case studies are often written, at least in part, in order to demonstrate the positive 
impacts that research can have and thereby justify continued investment in research. 
For this reason, selection of case studies is likely to be biased towards research 
projects which have achieved impact and therefore examination of case studies can 
result in an overestimation of the policy impact of research.  

 There may be little incentive to document symbolic use of research and this is likely 
to be underrepresented in case studies.  

 It is often very difficult to prove and quantify the extent to which research contributed 
to policy/practice changes and thus claims of contribution must be viewed with 
caution.  

 Certain types of impact (i.e. direct, instrumental impacts) are likely to be 
overrepresented since they are relatively easy to ‘prove’. 

Concerns about the objectivity of case studies of policy influence were also raised in a 
systematic review of methodologies for assessing the impact of research on policy.218 The 
review cautions that evaluations of research impact in international development:  

“. . . stray dangerously close to the line between evaluation and promotion”. 

Despite these caveats, case studies of research impact can provide useful insights into the 
pathways by which research can lead to impact.  
 
There is a large body of case study evidence describing how research findings have 
led to policy and practice impacts. Various frameworks have been proposed to 
categorise different types of impact.  
 

Decisions on specific interventions 
The most ‘appealing’ case studies of evidence-informed policy are those which fall into the 
‘Instrumental/Direct’ box of the Punton framework. Indeed, some authors have cautioned 
that the tendency of research funders to search for this type of impact can create the 
unhelpful impression that such impacts are the norm and that they represent the ideal type 
of impact. A wide-ranging research programme on the impacts of UK social scientists refers 
to: 

“…the incessant search by funding bodies for evidence that individual pieces of funded 
research had some specific impact”. 219 

The authors go on to note that: 
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 “Almost all the academics stressed to us that this is not how the world works, and that 
when they did have impact it was often a reflection of the work of many different people, 
for which they happened to be the immediate agent of change”. 

Nevertheless, instrumental/direct changes do occur and, probably due to demand for these 
from funding agencies, are well-represented in published case studies. Such impacts are 
particularly related to impact evaluation: research into specific interventions which aims to 
find out ‘what works’. Examples of such cases include: 
 

 The PROGRESA programme in Mexico gave cash directly to poor families as long as 
their children attended school and medical appointments. Evaluations found 
significant positive effects and the programme was scaled up under a new 
administration under the name Opportunidades.220,221  

 Research into modes of distribution of anti-malarial bed nets found that charging for 
the net significantly reduced usage. Policy and practice in a number of NGOs and 
governments changed as a result.222  

There are numerous examples of interventions which were assumed to deliver certain 
outputs/outcomes but research evidence has demonstrated that the assumptions were 
incorrect. Such research can lead to direct impacts when policies and practice are changed 
as a result. For example: 
 

 Community-driven development/reconstruction is an approach which aims to build 
community cohesion by providing funds and supporting the community to set up a 
council to determine collectively how to spend them. The evidence demonstrates that 
it is an effective method of disbursing aid but there is little evidence that it has any 
impact on social cohesion. 223 

 There was general assumption that getting people to pay small amount for health 
interventions such as anti-malarial bed nets, rather than providing them for free, 
would increase usage since people would value them more. However, evidence 
demonstrates that this is not true and that interventions which deliver bed nets for 
free achieve the greatest benefit.224  

 Guidelines for treating critically ill children have for decades recommended giving a 
large initial infusion of saline. However research evidence has now demonstrated that 
this does more harm than good.225  

Applied research which aims to optimise the delivery of an intervention or the roll out of a 
policy may also lead to ‘Instrumental/Direct’ impacts. This includes research classified as 
Operational Research, Process Evaluations, and Implementation Research. For example: 
 

 Case study evidence from Tanzania shows that operational demographic surveillance 
data has been a crucial component of ongoing efforts to reform health care delivery. 
226 District Health Management Teams (DHMTs) in the large-population districts of 
Rufiji and Morogoro have worked with the Tanzania Essential Health Interventions 
Project (TEHIP) to increase the efficiency of district health systems by trying to 
ensure that funds are allocated more proportionally to key interventions for the major 
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local causes of death and disability. Child mortality in the two districts fell by over 
40% in the 5 years following the introduction of evidence-based planning and death 
rates for men and women between 15 and 60 years old declined by 18%. 

 A case study of Operational Research in India revealed that all patients who were 
positive for both HIV and TB should receive anti-retroviral treatment. This research 
led to a national health policy to this effect in 2011.227 

In addition to the direct impacts listed above, it is possible to have Instrumental/Indirect 
impacts. This category includes specific changes to policies or practices which have been 
influenced by general ideas from research. For example, a case study examining changes 
to the Dairy Marketing Policy in Kenya to protect small-scale milk vendors concluded that 
research had: “. . . catalyzed, speeded up, and swayed [the debate] in one direction”. 228  
 
It is important to note that some examples where research appears to have influenced a 
specific decision may be more complicated than they first appear. Many authors have 
highlighted that predetermined policy/practice changes may be justified by research results.  
 
Examples of such cases include: 

 Donor staff in Uganda who had been advocating for social protection policies for 
many years were able to use research which revealed the extent of chronic poverty in 
Uganda to support their argument.211 

 A study of use of evidence in DFID ‘business cases’ for statebuilding programmes in 
fragile states229 highlights that: “One official noted how they would insert widely used 
terms and concepts into these documents in order to score ‘brownie points’ with 
senior management without necessarily exploring those concepts in any depth. 
Essentially, research is often sought selectively and subsequently retrofitted to 
predetermined or pre-existing programmes.” 

 A study of urban resilience interventions in the Philippines found that: “. . . demand for 
use of scientific knowledge by policy makers is linked to the occurrence of a natural 
disaster, rather than risk of a natural disaster”.230 

It is also important to note that the drive to ensure research leads to impact can have 
unintended negative consequences, and that the fact that a piece of research has led to an 
‘impact’ does not necessarily mean that the best and most evidence-informed decision has 
been made. Proponents of evidence-informed policy making have emphasised that 
decisions should be informed by consideration of the full body of evidence, weighted 
according to quality. There are examples where policy/practice informed by a partial view of 
the evidence has not led to the best overall outcomes for people living in poverty. For 
example: 

 A quality-weighted literature review on decentralisation of government services 
revealed that the standard policy interpretation that there is no strong evidence either 
for or against decentralisation is incorrect. 231 In fact, higher quality evidence 
consistently reveals that decentralisation has positive impacts on service delivery.  

 There was huge enthusiasm amongst international development actors for micro-
finance and micro-credit based on poor quality research results, but systematic 
reviews of quality research suggest there is little evidence of their efficacy in reducing 
poverty.232,233   
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 Community-driven development has been suggested as an effective peace-building 
strategy based on anecdotes and low-quality studies, but synthesis of high-quality 
studies demonstrates that it has little impact on social cohesion.234 

In summary, there are many documented examples of research evidence influencing 
decisions on specific interventions. There are some cases in which decision makers 
use research findings symbolically to back up pre-existing ideas. Decisions informed 
by individual studies – particularly where these are low quality – may not achieve 
optimal outcomes.  
 
Impacts on decision makers’ understanding of context 
Achieving the ‘impact’ of ‘poverty reduction and improved quality of life’ is the expressed 
over-riding goal of many development funders and national governments of low-income 
countries. However, knowing the final goal does not always mean that you know what path 
to take to get there. Indeed, problems such as poverty and insecurity have been described 
as ‘wicked problems’: problems which are difficult to define and understand and for which 
clear-cut solutions may not exist.235 An important part of the job of a decision maker who 
aims to achieve socioeconomic development is therefore to understand the nature of the 
problem and, based on that knowledge, to create a plausible ‘theory of change’. In this 
context, the term theory of change may mean an explicit written account or diagram which 
sets out a series of intermediate outcomes which the decision maker believes will contribute 
to the end goal of poverty reduction. However, it also includes ‘implicit’ theories of change 
which comprise the beliefs which that decision maker has about how socioeconomic 
development can be achieved.  
 
Research impact on these beliefs is difficult to document, but some authors have argued 
that it is the most important pathway by which research leads to impacts on policy and/or 
practice. Changes in personal theories of change may be derived from research which gets 
‘into the ether’ and influences the way people (including but not limited to policy makers) 
see the world. This process has been referred to as research ‘enlightenment’.236,237 A key 
feature is that the decision makers who are ‘enlightened’ by research are rarely able to 
identify individual research findings which have contributed to their world view. This makes 
these types of impact very difficult to track and attribute.  
 
This category of evidence-informed decision making is likely to draw particularly on 
‘Research to understand the world around us’ (box 1), including both qualitative and 
quantitative observational research.  
 
There are some documented examples where evidence has led to shifts in ‘theories of 
change’. For example: 

 A research project into old-age and poverty in India raised awareness of this issue 
amongst the general public and policy makers.238  

 Research into chronic poverty is thought to have raised the profile of chronic poverty 
on the global agenda and influenced the way people thought about social 
protection.211  

 A study of policy advisors working in fragile states notes that: “. . . policymakers 
spoke about the influence of research through process of ‘osmosis and seepage’ and 
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‘selective absorption’ whereby they come into contact with concepts ‘floating around’ 
and generally shaping the debate”. 229 

The examples given above concern specific research findings which altered a theory of 
change however, an important way in which research feeds into this type of decision 
making is through the development of thematic experts who build up their own theories of 
change over many years of carrying out research. Such experts can be called upon by 
policy makers to inform their view or, in some cases, such experts themselves become 
policy or practice decision makers and thus the knowledge they acquired through research 
is put into practice directly. Some examples of former researchers who become influential in 
policy making were discussed in section 4.1 under the heading ‘Human capital built through 
the funding of research’. 
 
Overall the evidence demonstrates that research can influence decision makers’ 
understanding of context and that this can go on to have significant impacts on 
policy and programmes.   
 
Box 5: Research uptake/communications guidance 
Many authors have attempted to draw lessons on ‘what works’ to improve the uptake of 
research into policy/practice.,212,219,239,240,241,242,243,244,245,290, Some of the characteristics of 
research projects which have been successful in supporting the uptake of research include: 
 - The existence of a clear demand for the research results  
 - The cultivation of links and relationships with key decision makers  
 - An effective communication strategy which is planned from the outset of the project.  
 
Nevertheless, recommendations to adapt projects to include these characteristics must be 
interpreted cautiously. It is important not to conflate causation and correlation; i.e. adoption of 
conditions which exist in research projects which have been influential will not necessarily 
make other research projects more influential. Perhaps an even more important reason for 
caution about recommendations for achieving research impact is that they can incentivise 
researchers to become lobbyists and advocates for particular policy outcomes which may be 
based on a partial or biased view of the evidence.   
 
 
Research communication/uptake approaches 
Researchers can choose to play different roles when it comes to facilitating the ‘uptake’ of 
their results. Pielke discusses different roles which researchers can adopt, ranging from the 
‘pure scientist’ who focusses purely on generating empirical evidence with no consideration 
of how it will be used, to the ‘issue advocate’ who is fundamentally interested in promoting a 
specific policy outcome and carries out research in order to support this viewpoint.246 There 
are different views on which of these roles different scientists should take. Some feel it is a 
moral imperative for scientist to ensure that useful findings are used, while others argue 
that scientists should remain impartial and that their involvement in lobbying and advocacy 
goes against the principals of evidence-informed policy which should objectively take 
account of a wide range of research.  
 
Interventions which aim to increase the supply and/or communication of research results in 
order to achieve evidence-informed policy/practice have had mixed results. One systematic 
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review which considered interventions to increase decision makers’ access to systematic 
reviews found that the majority of interventions – including efforts to make evidence 
available via online databases and one intervention to employ an in-house evidence broker 
- did not lead to measurable increases in the use of evidence.247  
There is much advice on how to increase the impact of research but there are mixed 
views about whether this is an effective or appropriate mechanism to drive evidence-
informed policy.  

Does increased demand for research lead to development via more 
evidence-informed policy and practice? 
Ability to use evidence 
A number of studies have interviewed policy makers/practitioners to find out what they 
believe supports or inhibits their use of evidence.248,249,250,251 Such studies generally reveal 
that policy makers feel that lack of time and poor communication of research results inhibit 
their use of evidence, while clear writing and inclusion of policy implications or 
recommendations increases their use of evidence. However, policy makers’ perception of 
why they do or do not use evidence is not necessarily the same as the objective reality.252  
 
There is a moderate body of evidence which indicates that policy makers and practitioners 
in low-income countries lack the necessary skills to understand and use research evidence 
and that this is a major barrier to evidence-informed policy/practice. No synthesis of 
research into skills in use of evidence exists, however an overview of some of the individual 
studies is given here:  
 

 A survey of staff from the Zambian parliament who had self-reported as needing to 
use research in their roles found that they had poor understanding of research and 
research methodologies. For example, only one in five was able to pick from a list the 
correct definition of a randomised controlled trial (RCT) while only one in three 
believed there was consensus that the CIA did not invent HIV.253  

 A study on scientific capacity in the Ugandan parliament found low levels of scientific 
literacy and low skills in finding and appraising the quality of research evidence.254  

 A series of studies of health sector policy makers and practitioners in Nigeria 
identified capacity constraints at both the individual and the organisational 
level.255,256,257  

 A synthesis paper of four case studies of policy debates in Africa concluded that there 
is a “fundamental, structural lack of capacity to undertake, use and understand 
research-based evidence”.258 

 A study of a Public Health Association in Burkina Faso concluded that the lack of staff 
with knowledge of research methods limited their ability to make use of research.259 

 A survey of over 300 Southern Civil Society Organisations (CSOs) found that the 
majority believe their influence to be substantially limited because “policymakers are 
not used to drawing on research and evidence”, “policymakers have limited capacity 
to use and adapt evidence in policy processes”, and “CSOs have limited capacity to 
use and adapt evidence in policy processes”.260  
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 Qualitative research into the use of climate science data to inform local adaptation 
practices in Africa reveals that most practitioners and policy makers lack the skills to 
find and interpret relevant information. It concludes that “despite a growing 
recognition of the issues surrounding climate change among researchers and 
practitioners, there are very few examples where the climate change model data have 
actually been used to inform decision-making.”261  

 A study of five African countries found that “. . . there is potential rather than actual 
technical capacity to manage, undertake and demand evaluations. This is a major 
constraint on the use of evaluation.”262 

The finding that lack of skills and knowledge is a major barrier to evidence-informed 
policy/practice is supported by a study which finds that policy makers’ educational standing 
is correlated with their use of evidence.263  
 
Given that policy and practice in low-income countries is also influenced by decision 
makers working in international organisations, it is also relevant to consider their ability to 
use evidence. Two development organisations (UK DFID and the World Bank) have 
recently carried out surveys to assess the use of evidence amongst their staff.264,265  The 
DFID survey included questions on perceptions of skills and some diagnostic skills tests. 
Two thirds of those surveyed have confidence in their skills to find and use evidence, and 
this was largely backed up by the diagnostic test results which revealed a generally good 
level of understanding of research concepts. Nevertheless, many staff in DFID reported that 
they would welcome additional training and support in the use of evidence.  
 
Overall the evidence suggests that there is low capacity amongst policy makers in 
low-income countries to access and use research evidence.  
 
Incentives and motivation of policy makers to use evidence 
There is a moderate body of evidence which indicates that policy makers and practitioners 
in low-income countries are not incentivised to make use of research evidence.   
Studies that have surveyed policy makers to assess their interest in evidence suggest that 
they profess a high level of individual enthusiasm for evidence but feel that in general 
evidence is not used sufficiently in decision making.254,265,264,266 A number of qualitative 
observational studies have examined the motivations and incentives which drive decision 
makers in low-income countries to use (or not to use) evidence. 
 

 A study of Philippine Mayoral candidates found that they were relatively uninterested 
in use of evidence because they did not think it would be an important factor in the 
electorate's voting behaviour.267 

 A study in Indonesia found that decision makers rarely viewed use of evidence as an 
important factor in itself and were mainly motivated to use evidence where this would 
help them achieve political, economic or influencing goals.268 

 A study in Vietnam found that evidence is a relatively minor influence on policy 
decisions compared to other factors such as political ideology and patronage 
systems.269  

 A paper drawing on evidence from longitudinal research programmes in Ethiopia, 
India, Vietnam and Peru concludes that politics is the key factor in political decision 
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making and urges those who seek to get research into use to be realistic about its 
role in decision making.270 

 A synthesis of four case studies revealed that research evidence was cited relatively 
frequently in African policy debates but that, compared to other factors, it had a 
relatively weak influence on decisions.258 The study concludes: “. . . it would be easy 
to overestimate the role research-based evidence plays. Even when it is used, 
research is often poorly referenced and seemingly selective; the full implications of 
research findings are poorly understood; and the logical leap required to move from 
research cited in relation to a specific policy problem (e.g. HIV/AIDS transmission 
trends in Uganda) to the policy prescription or solution proposed (e.g. the 
criminalisation of HIV/AIDS transmission) is often vast. Sometimes, research-based 
evidence plays almost no role, and arguments on one or more sides of the debate are 
driven by personal prediction, assumption, reflection on past precedent and 
commitment to the idea of progress.” 

Taken together, the evidence suggests that use of evidence is generally not a major factor 
for decision makers in low-income countries. This finding is consistent with studies carried 
out in high-income countries,271,246 although this is counterbalanced to some extent by 
stronger structures and processes to support use of evidence (see next section). There has 
been a conscious shift in terminology in recent years from evidence-based to evidence-
informed policy/practice in recognition of the reality that policy will never and should never 
be ‘based’ purely on evidence but that evidence should be one of many factors influencing 
decisions.   
 
A study on the supply of and demand for evaluation evidence in five African countries 
aimed to draw conclusions about the potential drivers for evaluation usage in either 
neopatrimonial or developmental patrimonial contexts.262 The report concludes that the role 
of evidence in informing policy in either situation is weak but that there are some potential 
entry points for those seeking to promote the uptake and use of evaluation evidence.  In 
neopatrimonial states, the many competing actors seeking to influence policy do present 
opportunities for evidence to feed into debates. In developmental patrimonial states, it is 
less easy for non-government actors to influence policy making however the overriding 
incentives to achieve development can mean that technocrats are more willing to consider 
evidence if they believe it will enhance policy outcomes.  
 
While evidence is low on the priority list for most decision makers, there are individuals in 
policy making institutions who are particular ‘evidence champions’ and there are 
organisations which have a strong culture of evidence use. For example, a study of DFID 
staff working in fragile and conflict affected states noted that: 

“Many interviewees were aware of current debates in the field, had read or at least 
consulted key statebuilding research outputs and knew many of the leading names or 
research centres working on statebuilding issues. Furthermore, many advisors were 
clearly passionate about the subject, influenced by a distinct culture within DFID that 
places a premium on keeping up with the latest research, in part to maintain credibility 
amongst colleagues”. 229 

Similarly, interviews with staff of a public health association in Burkina Faso revealed that 
use of evidence was a key priority for the organisation and this motivated the efforts of staff: 
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“One respondent in an informal discussion . . . was proud to emphasize that the 
utilization of research findings is a core value of the association, to serve the 
advancement of the population’s health”. 259 

Overall, the evidence suggests that most decision makers are not ‘naturally’ 
motivated to use research evidence. However there are exceptions where policy 
making institutions have prioritised a culture of evidence-use.   
 

Systems and processes for use of evidence 
One study from the UK suggests that, given that use of evidence tends to be low on 
decision makers' priority list, it is important that processes and systems are in place to force 
decision makers to consider and apply evidence.272 This conclusion was echoed by 
respondents to DFID's evidence survey who felt that the requirement to consider evidence 
as part of the business case process has significantly improved use of evidence.264  
 
Evidence from low-income countries suggests that use of evidence is generally ad hoc and 
that systems and support functions to support the use of evidence in decision making 
processes are particularly weak. For example: 
 

 Although the government of Vietnam has systems in place where it can request 
research reports from state research institutions, informants felt that most ministries 
did not make effective use of this service.269  

 The Parliament of Uganda has a Research Service which can produce reports for 
MPs on key debates but the service is mainly used for briefing reports for MPs 
attending external conferences rather than to inform parliamentary business, the 
quality of many reports is poor, and there is no system in place to share reports 
leading to much duplication of effort.254  

 A study in Indonesia concluded that “formal bureaucratic rules appeared to be weak 
in incentivising policy-makers to invest in, demand and use knowledge in order to 
draft policies”.268 

 A study of health policy making in Cambodia found that the demand for research 
evidence was not well-embedded and instead relied on a small number of 
overworked individuals.273  

 A study of disaster resilience policy making in the Philippines found that linkages 
between policy makers and research institutions did occur but were the exception 
rather than the rule.274  

 A study of rice policy making in Ghana found that research-policy linkages were ad 
hoc and weak.275 

Putting in place appropriate processes can increase use of evidence. Such systems 
are generally lacking in low-income countries at present.  

Areas for further research 
Although there is evidence to suggest that there is a lack of capacity, incentives and 
systems to use research in low-income country policy making institutions, there is a need 
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for more rigorous and objective research to understand the current situation. This evidence 
will be required in order to properly assess the impacts of interventions designed to 
increase use research.  

Summary 
There is evidence that knowledge generated from public investment in research can and 
does feed into policy and practice decisions. However the pathways by which evidence 
informs policy and practice are often indirect and difficult to track. Funders who wish to fund 
research to improve evidence-informed policy need to be realistic that direct, attributable 
policy impacts are relatively rare but that evidence can and does make important 
contributions to how decision makers frame issues and to selection of interventions which 
have a higher change of success.  
 
There is evidence that the capacity to access, evaluate and use research evidence 
amongst low-income country policy makers is low. Unless there is sufficient capacity to 
absorb research results, no amount of research supply will have positive impacts.  

  



44 
 

6.  Quantifying economic 
impacts 

Assessing the economic impact of investment in research is complicated and contested. 
Researchers have developed a variety of methodologies which attempt to capture the 
economic effects of research investment. However, even researchers involved in 
calculating and analysing rates of return to research stress that the figures they arrive at 
must be interpreted cautiously. For example, the authors of a meta-analysis of rates of 
return to agricultural research investment conclude: 

“…the rate of return literature and the numerous rate of return estimates in that literature 
have a low signal-to-noise ratio that does not lend them to meaningful analysis by ad hoc 
inspection”. 276 

Similarly, an opinion piece in the journal Nature277 stated that: 
“Beneath the rhetoric, . . . there is considerable unease that the economic benefits of 
science spending are being oversold. . . . The problem, economists say, is that the 
numbers attached to widely quoted economic benefits of research have been 
extrapolated from a small number of studies, many of which were undertaken with the 
explicit aim of building support for research investment, rather than being objective 
assessments.” 

Nevertheless, numerous methodologies for calculating rates of return to research exist and 
have been used to estimate economic impacts of various types of research in various 
contexts. Estimates derived using four key approaches are summarised in Table 2 and 
described in more detail below.   

Licensing rates 
As described in section 3.1, it is possible to calculate the ratio of income from licencing of 
new products/technologies to total research spend. Licensing rates will only capture the 
returns of a relatively limited type of technology transfer (licensing) and they only capture 
the benefit to the academic institution itself as opposed to the impacts on the entire 
economy which will be larger. Despite these caveats, these rates are often used as a proxy 
for the ‘health’ of the technology transfer environment. The most recently available annual 
rates for the USA, Australia and Europe are 0.048, 0.022 and 0.017.  

Econometric approaches 
One method for assessing impacts of research investment examines some indicator of 
economic growth over a period of time and uses regression modelling to estimate the 
contribution of research knowledge to that growth. However it should be noted that such 
regression modelling is highly susceptible to omitted variable bias, that is, the possibility 
that the impact ascribed to research investment is in part due to one or more other variable 
which has not been considered. Some econometric approaches are based on the implicit or 
explicit assumption that economic growth occurs through a linear pathway connecting 
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research to the private sector via technology transfer. As discussed in section 3, there is 
limited evidence that this occurs, at least to the extent that has sometimes been assumed. 
Therefore the plausibility of some results which suggest large rates of return based on this 
model are questionable. Furthermore, many agricultural research regression analyses 
consider both the ‘supply’ of research and the extension activities to  

Approach Impact pathway Context  Publicatio
n date 

Annual rate of 
return on 
investment‡‡ 

Bibliog. 
ref. Economic 

growth 
Human 
capital 

Pro-
poor 
product
s/techol
ogies 

Evidenc
e-
informe
d policy/ 
practice 

Licensing 
rates 
 
 

 
 

 
 

 
 

 
 

University 
research in USA  

2013 0.048  42 

University 
research in 
Australia 

2013 0.022 

University 
research in UK 

2013 0.017 

Econometric 
approaches 

    Agriculture 
research in 
Africa 

2010 0.33 290 

Agricultural 
research (meta-
analysis of 
global literature 
base up to 1998) 

2000 Median: 0.53 
Range: −0.01 to 
12.19  

278 

Simulation 
modelling 

    Agricultural 
research (meta-
analysis of 
global literature 
base up to 1998) 

2000 Median: 0.46 
Range:  −1 to 56.45 

Agriculture 
research in low-
income 
countries 

2010 Range: 0-1 290 

Medical 
research in UK 

2008 Cardiovascular 
research: 0.39 
Mental health 
research: 0.37 

Error! 
Bookma
rk not 
defined. 

     Influence of 
Think Tanks’ 
research on 
policy/practice 

2013 Microfinance in 
Bolivia: 31 
Promoting growth in 
Tanzania: 8.5  
Resource curse 
Ghana: 170 
Democracy 
strengthening 
Ghana: 420§§ 

279, 280 
 
281, 282 
 
283, 284 
 
285, 286 

Research 
mediation 

    UK Social 
Science 

 5.82 219 

Table 2: Approaches to calculating rates of return to research investment 
 

disseminate results together and it is not clear whether generating new knowledge or 
disseminating information is most correlated with growth. 
 
This technique has been used by many authors to calculate returns on investment from 
agricultural research. A meta-analysis of all studies using this type of approach found a 
range of annual rates of return varying from −0.1 to 12.19. 287 A more recent study which 

                                            
 
‡‡ The rate indicates the multiple of the original investment which will be recouped each year. For example, if there was 
an investment of £100 with a rate of return of 0.5, the amount gained in economic benefit each year would be £50 
while if the rate of return was 5, the amount gained in economic benefit each year would be £500. 
§§ The rates of return were calculated in this research project as the total benefit which would be achieved over a ten 
year period. The rates given here are one tenth of the total benefit calculated and therefore represent the average 
annual rate of return over a ten year period.  
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focussed specifically on the impacts of agricultural research in Africa found an annual rate 
of return of 0.33.288  

Simulation modelling 
Another method for calculating impact on the economy is simulation modelling or economic 
surplus modelling. This approach can be used where a body of research contributes to one 
or more tangible outcomes, for example where research has led to the production of a new 
strain of seed which has enhanced nutritional value, or where research has led to 
improvements to healthcare. In such a case, the economic benefit of the outcome can be 
estimated and compared to the total cost of all the research which contributed to this 
outcome. A major disadvantage of this approach is that it will only include research which 
was designed to contribute to the specific outcome under investigation; it will not include the 
cost of research which did not lead to any new product or service and thus the rates of 
return calculated are likely to be overestimations of the actual rates of return of research 
investment. In addition, and in common with regression modelling, it is difficult to separate 
out the benefits which have resulted specifically from research results as opposed to 
benefits from other factors. Where the relative contribution of research is estimated, there is 
a risk that those involved in research will inadvertently overestimate their contribution. 
 
The above-mentioned meta-analysis of rates of return literature for agriculture research 
found a range of annual rates of return calculated using simulation modelling varying from 
−1 to 56.45. 289 A more recent literature review of rates of return to development research 
reported rates of return to agriculture research varying from 0 to 1.290 Most rates of return 
were calculated using simulation models, although some econometric studies were also 
included. Both literature reviews conclude that investment in research to develop high-
yielding crop varieties generates particularly high rates of return.   
 
As well as being used to estimate rates of return to research which generates products and 
technologies, simulation modelling can be used to estimate the rate of return to research 
which influences policy and/or practice. The approach was used to investigate four 
policy/practice changes which were influenced by research carried out by Think 
Tanks.279,280,281,282,283,284,285,286 In each case the estimated economic benefit of the 
policy/practice change was calculated over a ten year period. In addition, an estimation of 
the relative contribution of the Think Tanks’ research to that change was estimated based 
on interviews with relevant stakeholders. By comparing these figures with the amount 
invested in the research, rates of return were calculated. The authors of this study 
acknowledge that the figures they calculate are ‘rough’ and ‘speculative’.  
 
A modified methodology for calculating rates of return to medical research has been 
developed.291 It aims to overcome the main criticism of simulation modelling namely the 
tendency to only include that portion of research funding which has led to one specific 
outcome thus potentially leading to an overestimation of the average rate of return on 
research. Instead, researchers have considered two entire fields of research 
(cardiovascular disease and mental health). For each area, they calculated the economic 
value associated with ‘Quality Adjusted Life-Years’ gained due to a portfolio of benefits and 
estimated the proportion of this which could be attributed to UK research advances. This 
value was compared with the total investment in the entire field of either cardiovascular or 
mental health research in the UK. In addition, they added a figure of 0.3 for the spillover 
effects of research investment on the economy. The figure of 0.3 is an estimate based on 
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previous work on agricultural research. Based on these calculations they estimate that 
investment in cardiovascular research results in an annual rate of return of 0.39 while the 
figure for investment in mental health research is 0.37.  

Research mediation calculation 
It has been argued that most social science research does not deliver impact through the 
production of products or codified knowledge. For this reason the methods described above 
would not be suitable for estimating rates of return. To overcome this problem, one 
research group has developed a methodology for placing a value on the services delivered 
by social science expertise based on how much government bodies or other organisation 
are willing to pay for it.219,292 They make the assumption that such expertise could only have 
been developed through the involvement of these experts in previous research projects. 
They calculate the annual cost, including both salary and overhead costs, of employing 
people whose role they classify as ‘social science mediation’ in three sectors in the UK: 
Banking and finance; Public Administration, health and education; and Other services 
(including consulting). This figure is compared to the overall cost of supporting social 
science research in the UK annually. This generates a figure of an annual return on 
investment for UK social science of 5.82.  
 
In common with the other methods described above, this method is highly sensitive to the 
assumptions used. For example, there could be debate about which individuals are 
classified as social science mediators and the authors of the study acknowledge that some 
critics feel their classification was too broad. On the other hand, the analysis only includes a 
sub-section of UK sectors and will have excluded some social science mediators in other 
sectors or industry.  

Modified Internal Rates of Return 
A recent study has questioned the tendency of economists to express rates of return to 
agricultural research using Internal Rates of Return (IRRs) which assume that any returns 
generated will be ‘re-invested’ and will generate the same rate of return as the original 
investment.293 The authors argue that this assumption is unrealistic and therefore leads to 
rates of return figures which are implausibly high. They suggest that a Modified Internal 
Rate of Return (MIRR), which uses a discounted rate of return for re-investment profits, 
would give a figure more reflective of reality.  
 
This is undoubtedly an important contribution to the literature, although it must be 
remembered that all the concerns about rates of return discussed above are true whether 
an IRR or an MIRR is used.  

Areas for further research 
Future econometric research on rates of return to research will need to demonstrate more 
convincingly that alternative confounding variables have been excluded. In addition, 
econometric analysis will only be convincing if a plausible explanation for how the 
investment in research has led to economic benefits is provided.  
 
As discussed above, the major drawback to simulation modelling techniques is the 
exclusion of some of the true costs of research because: only ‘success stories’ are 
considered; the full economic cost of research is not used; or important ‘basic research’ is 
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excluded. The medical research study mentioned above291 which considered investment in 
entire research sectors and compared this to the portfolio of benefits is an important 
methodological step forward. A priority for future research will be further overviews of entire 
research institutions or sectors which compare the full economic costs of supporting 
research to the portfolio of benefits derived. To fully capture benefits, researchers will need 
to go beyond the focus on pro-poor products and technologies and build on the promising 
work to develop methods for assessing the economic impact of other benefits including 
human capital development and evidence-informed policy and practice. The work on 
research mediation in the social sciences292 is an important innovation in this field and this 
methodology could usefully be expanded to other areas including development research.  
 
Finally, further work is needed to determine whether rates of returns are most accurately 
expressed as IRR, MIRR or some alternative metric.  

Summary 
Taken together, the evidence on rates of return to research indicates that there are 
methodologies available to investigate returns on investment in research. Econometric 
analysis and simulation modelling have been used to calculate rates of return to agricultural 
and health research. In general, these methods are highly sensitive to a range of 
assumptions and potential biases however there have been some recent methodological 
steps forward. Overall, most studies do suggest that research leads to positive economic 
returns and taken together there is evidence that research can have positive economic 
impacts. However, given the huge variation, any single rate of return must be viewed 
cautiously and must be interpreted in light of the specific research type, the context 
considered and the assumptions used in the calculation.   
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7.  Conclusions 
Investment in research activities can lead to development impacts. However, research is 
not a panacea; Investments in some research projects will lead to large development gains 
while investment in some activities will lead to little or no impact.  
 
Having said that, it is possible to consider the general theory of change by which we expect 
research to lead to impacts and to draw some conclusions on what type of research activity 
we should invest in to achieve different outcomes.   

Key findings 
This literature review reveals some general principals regarding investment in research: 

 Investment in public research in low-income countries is unlikely to lead to substantial 
levels of direct commercialisation of research outputs in the short to medium term. 
Informal academic engagement with industry may be more economically important 
but some activities (particularly consultancy contracts) may have negative impacts on 
research capacity. While the generation of new innovations within low-income 
countries is unlikely to be a major driver of growth, the absorptive capacity of industry 
(i.e. the ability to adapt and make use of existing research knowledge) will be a vital 
driver of growth and interventions which would increase this absorptive capacity (e.g. 
strengthening of tertiary education) are likely to have large impacts.  

 Research from developed economies reveals that, in contrast to the beliefs of most 
academics, there is no strong link between the research outputs and teaching quality 
of tertiary education establishments. As yet there is no evidence to indicate if such a 
link exists in low-income countries so efforts to improve tertiary education through 
investment in research should be treated with caution. The human capital developed 
through investment in research and research capacity building can have multiple 
positive impacts on development including via the spill-over of former researchers 
into government and industry and the generation of research experts who can act as 
policy advisors. Research suggests that investment in doing research in low-income 
countries on its own will not lead to improved research capacity and that an effective 
and explicit capacity building strategy must be developed.  

 Investment from both developed and low-income countries in research in public 
institutions and/or public-private partnerships can generate pro-poor products and 
technologies. Some of these products and technologies have had dramatic impacts 
on development. However, there are also multiple products and technologies which 
have not had the expected impact. When investing in the development of products 
and technologies, it is vital to carry out research to ensure there is a demand for it 
and that there are no barriers which will prevent it from having positive impacts.  

 Using evidence to inform policy and practice decisions can help ensure policies and 
practice achieve their desired impact. Two categories of decisions can be informed by 
evidence. Firstly, research to understand what works and why can be used to inform 
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decisions on specific interventions. Secondly, evidence which describes the existing 
context can inform general theories of change. Major barriers to use of evidence are 
the low capacity of policy makers and practitioners to understand and use research 
evidence, and the absence of incentives to drive research usage. Interventions which 
succeed in increasing use of evidence by policy makers and practitioners may lead to 
important impacts.  

 There are a number of methods which have been used to quantify the economic 
benefits of investment in research. All methods suggest positive rates of return to 
research however individual figures are highly sensitive to the assumptions used in 
the calculations and therefore need to be interpreted cautiously. 

Revised theory of change 
Taking the findings outlined in this paper, it is possible to redraw the theory of change 
presented in the introduction (section 2.3) to more accurately reflect the findings.  

 
Figure 3: Revised Theory of Change. The numbered points 1-8 are expanded in the text.  
 
The pathway of ‘Human capital’ has been removed completely and instead a new ‘input’ of 
Tertiary Education has been added. This is because the evidence suggests that tertiary 
education is a major contributor to human capital but that investment in research is 
relatively unrelated to this. Some human capital is built through research investment, in 
particular the expertise built up in researchers. However this type of human capital leads to 
impact via the ‘evidence-informed policy and practice’ pathway and is therefore captured 
there.  
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The notes below give further details of the numbered  links shown in the diagram. 
1. Investment is needed in a variety of types of research covering a range of thematic 

areas. Public funding will be needed to fund research which will not be attractive to 
private funders. In some cases, public funding can be used to overcome ‘market 
failures’ and thereby enable private funding (for example in product-development 
partnerships). 

2. Effective research capacity building is required to enable high quality research to be 
carried out. Research capacity needs vary according to sector and geographical 
location. Research capacity building efforts have had mixed impacts in the past and it 
will be important that future capacity building programmes learn from the experience 
of past attempts.  

3. Stimulation of economic growth requires research to develop new products and 
technologies. In the short to medium term the research capacity to generate products 
and technologies is likely to be found in developed and emerging economies while 
research capacity to adapt technologies to local contexts will be required in low-
income countries. In addition, firms in low-income countries need to build their 
absorptive capacity to enable them to benefit fully from new products and 
technologies. Tertiary education will play a key role in building this absorptive 
capacity for the future. 

4. Developing products and technologies which directly benefit poor people will require 
research to fully understand the needs and demands of potential users of new 
products and technologies. In addition, there needs to be research to develop 
products/technologies to respond to those needs. Tertiary education will play a key 
role in developing the capacity of future generations to make use of emerging 
products and technologies.  

5. Two types of policy/practice decision can be informed by research. Firstly decisions 
on a theory of change can be informed by research which aims to provide information 
on the context in question and/or individuals who have developed thematic expertise 
through involvement in research. Once decisions have been made about what 
outcomes should be pursued, research on what works and why can be used to inform 
decisions on specific interventions. It is crucial that decision makers have the 
capacity, incentives and processes which enable them to make use of evidence to 
inform their decisions. Evidence suggests that capacity is lacking in many decision 
making organisations and therefore capacity building and/or continued professional 
development will be required to ensure sufficient capacity is built up and maintained. 
In addition, tertiary education will play a key role in developing the next generation of 
evidence-literate policy and practice decision makers.  

6. Evidence suggests that economic growth is necessary, but not sufficient, to drive 
socioeconomic development. 

7. There is evidence that some products and technologies have direct positive 
socioeconomic impacts.  

8. There is strong evidence that using research evidence to inform policy and practice 
leads to benefits which contribute to socioeconomic development.  
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8.  Methodology 
There is a substantial body of research which is relevant to the theory of change. Some 
research exists within the ‘development research’ sector. However, there are also relevant 
bodies of research in diverse fields from economics to pedagogy. This paper is not intended 
to be a comprehensive review of the research evidence. Instead it aims to make links 
between the assumptions implicit in the theory of change and relevant bodies of evidence.  
 

Figure 2: Bodies of research of relevance to theory of change. 
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Figure 2 provides an overview of some of the main bodies of evidence of relevance to the 
different links in the theory of change.  
 
A pragmatic approach to searching was taken which aimed to find literature from as diverse 
sources as possible. Synthesised evidence and evidence from low-income countries were 
prioritised. Primary research papers were considered where they were of particular 
relevance or where high quality syntheses were not available. The literature review aimed 
to synthesise empirical evidence which contributes to our understanding of the links 
between research and international development. In addition to empirical research, there is 
a large body of theoretical academic work considering links between research and 
international development. This body of evidence was not explicitly included in this literature 
review, however it is did influence the authors’ conceptual framing of the issues. A wide 
variety of research evidence was considered including evidence gathered using a variety of 
research methods and evidence from peer reviewed journals, books and grey literature.    

Search strategy 
The search strategy for identifying relevant research was as follows: 
1. The theory of change shown in section 2.3 was developed and the eight assumptions 

underlying it were used as a framework for categorising relevant evidence. 
2. A hand-search of the following were carried out and relevant papers assigned to the one 

or more assumption: 

 All systematic reviews listed in the 3ie Systematic Review Database [229] 
 All ESRC Impact Case Studies [52] 
 All papers categorised as ‘research to policy’ in the Eldis database [597] 
 All World Development Reports since 2000 [14] 
 All outputs listed related to the Research and Policy programme on the Overseas 

Development Institute website [405] 

3. Scopus searches were carried out using the keywords listed below and the titles 
searched for relevance. Abstracts of any potentially relevant articles were read and if 
deemed to be relevant were assigned to one or more of the assumptions. Articles for 
which no English abstract was available in Scopus were discarded. Where a paper was 
chosen for inclusion, the ‘other similar papers’ identified by Scopus were also reviewed 
and included if relevant.  

 TITLE(research AND ("Economic growth" OR return OR investment)) AND 
DOCTYPE(re) AND PUBYEAR > 1999 [62 results] 

 TITLE("endogenous growth" AND (development OR developing OR low-income OR 
africa OR asia)) AND PUBYEAR > 1999 [13 results] 

 TITLE("science park") AND PUBYEAR > 1999 [171 results] 
 TITLE("absorptive capacity" AND (developing OR development OR africa OR asia 

OR "low-income")) AND DOCTYPE(re) AND PUBYEAR > 1999 [87 results] 
 TITLE("Human capital" AND (developing OR development OR africa OR asia OR 

"low-income")) AND DOCTYPE(re) AND PUBYEAR > 1999 [16 results] 
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 TITLE("Human capital" AND ("public research" OR "research investment" OR 
"research capacity building")) AND DOCTYPE(re) AND PUBYEAR > 1999 [0 results] 

 TITLE("adult learning" OR "pedagogy") AND DOCTYPE(re) AND PUBYEAR > 1999 
[463 results] 

 TITLE((evidence-informed OR evidence-based) AND (policy OR practice)) AND 
DOCTYPE(re) AND PUBYEAR > 1999 [produced 1258 results] 

 TITLE(research OR science OR technology OR innovation OR (operational research) 
AND "economic growth" OR return OR investment) AND DOCTYPE(re) AND 
PUBYEAR > 1999 [157 results] 

 KEY("human capital" OR "capacity building" AND africa OR asia OR development) 
AND DOCTYPE(re) AND PUBYEAR > 1999 AND (EXCLUDE(EXACTKEYWORD, 
"Humans") OR EXCLUDE(EXACTKEYWORD, "Human")) [105 results] 

 TITLE("higher education" OR "tertiary education" AND development OR africa OR 
asia OR research OR invest*) AND DOCTYPE(re) AND PUBYEAR > 1999  [101 
results] 

4. The Scopus results were complimented by Google Scholar Searches using 
combinations of the key words mentioned above.  

5. In addition, relevant sources known to the author were included. 
6. Full text of all included papers which were available in an open source format or were 

available in the DFID elibrary were examined. Where full text was not available, one 
attempt was made to request a copy of the article from the corresponding author.  

7. An initial draft of the paper was prepared on the basis of the included sources.  
8. This draft was shared with the expert reviewers listed below who critiqued the paper and 

suggested addition sources.  
9. The final draft incorporates these inputs.  

  



 

 

Expert reviewers 
 
Name 

Position and organisation Area of expertise 
Economic 
Growth 

Human Capital Products and 
Technology 

Evidence-
informed 
policy/practice 

Chris Whitty Chief Scientific Advisor, DFID     

Stefan Dercon Chief Economist, DFID     

Jacqueline 
Barnett 

Director of Innovation Support and 
Technology Transfer, Nelson Mandela 
Metropolitan University 

    

Kunal Sen Professor of Development Economics 
and Policy, University of Manchester 

    

Peilei Fan Associate Professor of Innovation, 
Michigan State University 

    

Ian Thornton Deputy Director, UK Collaborative of 
Development Science 

    

Alex Ademokun Senior Programme Manager, Evidence-
Informed Policy, International Network 
for the Availability of Scientific 
Publications 

    

Abbi Hobbs Social Science Advisor, UK 
Parliamentary Office of Science and 
Technology 

    

Annette Boaz Reader in Health Care Research, 
Kingston University 

    

Limitations 
There are some clear limitations to the methodology used for this review. In particular: 

 Only papers published in English and which were either open access, included in the DFID e-
library or provided by the author following an email were included and thus much relevant 
research will have been overlooked. 

 For sub-topics where no systematic review was available, the search is likely to have been 
incomplete. There is a risk that both the search terms used and the decision on whether or 
not to include studies will have been biased. The extensive pre-publication expert review 
process attempted to mitigate, at least partially, against this risk. 

 The relative quantity and quality of evidence differed greatly between different themes and 
overall assessments of the strength of evidence are subjective and context specific. 

 The subsections in the results chapters were driven in part by the literature uncovered by the 
search. This means there is some asymmetry between chapters – for example the chapter 
on Innovation included a consideration or different funding models for innovative research 
while funding mechanisms are not considered in other chapters.  

 While the original list of invited reviewers reflected a balance of northern and southern 
experts, relatively few southern reviewers were able to provide comments.  



 

 

Appendix I: Questions for 
funders of development 
research 

This paper does not seek to make concrete recommendations regarding what research activities 
funders should and should not fund. Instead, it is hoped that the evidence presented here will help 
funders to consider their own theories of change for supporting research and to test them against 
the evidence. In particular, it will be important for funders to consider which outcome(s) they are 
seeking to achieve through funding research and then to consider what evidence underlies their 
assumptions.  
 
Below we present each of the four outcomes from our original theory of change and offer some 
questions for funders to consider.  
 
Economic growth 

1. If seeking to drive economic growth through investment in research, is the existing research 
and technology transfer environment capable of supporting technology development and 
transfer? Remember that the evidence suggests that in low income contexts, it is very 
unlikely that publicly funded research will lead to the development of commercially viable 
technologies or products in the short to medium term.  

2. If considering other types of academic-industry linkages, does the academic sector genuinely 
have the capacity and is there genuine industry demand? 

3. Do firms have sufficient absorptive capacity to benefit from new technologies (whether 
developed locally or globally)? If no, are there mechanisms for supporting tertiary education 
to develop this?  

Human capital 
1. If seeking to improve quality of tertiary education through investment in research, could 

alternative investment lead to greater improvement? Be aware that current research (albeit 
all from high-income countries) does not support a link between investment in research and 
quality of tertiary education.  

2. If seeking to develop thematic expertise, what areas of policy and practice are expected to be 
priorities in the future? 

3. For capacity building programmes, to what extent have lessons from past capacity building 
efforts been considered in the design of the new programme? For example, have efforts 
been made to ensure effective pedagogical techniques are used? Does the programme 
attempt to work with and through existing structures (rather than creating new ones)? Have 
effective monitoring and evaluation strategies been built in from the outset?  

Pro-poor products and technologies 
1. Is there compelling evidence of need amongst potential users of proposed new 

product/technology?  



 

 

2. Is lack of a product/technology a key problem or are there deeper problems which will not be 
solved even if a product/technology is developed?  

3. Have potential barriers to uptake and use been investigated? 
4. What funding mechanism is most appropriate to drive the necessary innovation? Could 

public funding be used to overcome market failure and drive private investment?   

Evidence-informed policy/practice 
1. Does the research aim to provide specific answers on what works and why? If so, have 

policy makers been involved at design stage to ensure that the results from the research will 
be most useful for them?  

2. Does the research aim to broadly inform theories of change? If so, is the topic area an area 
of policy/practice priority and/or is it expected to become a priority in the future?  

3. What has been done to ensure the research will be appropriately packaged and shared 
(without incentivising researchers to lobby for specific policy outcomes)?  

4. What will be done to synthesise results of research with other relevant research? 
5. Do policy and practice decision makers have the capacity, incentives and processes to 

enable them to make use of research findings?  

 

2 

Tel: +44 (0)20 7023 0000 

Fax: +44 (0)20 7023 0016 

Website: www.dfid.gov.uk 

Facebook: www.facebook.com/ukdfid 

Twitter: @DFID_UK 

Email: enquiry@dfid.gov.uk 

Public enquiry point: 0845 3004100 or +44 1355 84 3132 (if you are calling from abroad) 

© Crown copyright [20YY] 

Copyright in the typographical arrangement and design rests with the Crown. This publication (excluding the 
logo) may be reproduced free of charge in any format or medium, provided that it is reproduced accurately 
and not used in a misleading context. The material must be acknowledged as Crown copyright with the title 
and source of the publication specified.  

Published by the Department for International Development, MONTH [YYYY] 



 

 

                                            
 

References 
1 DFID (2008) DFID Research Strategy 2008-2013 
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/67757/research-strategy-08.pdf  
2 SIDA (2010) POLICY FOR RESEARCH IN SWEDISH DEVELOPMENT COOPERATION 2010 – 2014 AND 
STRATEGY FOR SIDA´S SUPPORT FOR RESEARCH COOPERATION 2010 – 2014 
http://www.sidaresearch.se/media/5167/research_for_development%20-
%20policy%20for%20research%20in%20swedish%20development%20cooperation.pdf  
3 USAID webpage on Science, Technology and Innovation. Accessed on 7th February 2014 http://www.usaid.gov/what-
we-do/science-technolog-and-innovation  
4 UNESCO Public Report on Regional Totals for R&D Expenditure (GERD) and Researchers, 2002, 2007 and 2009 
http://stats.uis.unesco.org/unesco/ReportFolders/ReportFolders.aspx  
5 From meeting with Julia Kemp, Head of DFID’s East Africa Research Hub, 5th March 
6 Nigerian Science, Technology and Innovation Policy 2012 http://fmst.gov.ng/downloadable/ST&I%20POLICY.pdf  
7 Ugandan National Science, Technology and Innovation Plan 2012/2013 - 2017/2018 
http://www.uncst.go.ug/dmdocuments/STI%20PLAN%20Final%20April%20.pdf  
8 Malawi National Commission for Science and Technology Strategic Plan 2011-2015 
http://www.ncst.mw/downloads/NCST%20Strategic%20Plan%20for%202011-15.pdf  
9 Government of India 2013 Science, Technology and Innovation Policy http://www.dst.gov.in/sti-policy-eng.pdf  
10 Meeting with DFID’s Higher Education Taskforce secretariat, 4th February 2014 
11 Personal correspondence from Ian Thornton, Deputy Director of UK Collaborative for Development Sciences and 
Chair of the UK’s Research Capacity Building Group 
12 Speech by Kenyan President Uhuru Kenyatta, November 2013 http://www.president.go.ke/www/en/category/view-
event.php?number=176  
13 USAID website accessed on 16th January 2014 http://www.usaid.gov/what-we-do/science-technolog-and-innovation  
14 Gates Foundation website accessed on 16th January 2014 http://www.gatesfoundation.org/what-we-do  
15 Wellcome Trust International Strategy accessed on 16th January 2014 
http://www.wellcome.ac.uk/Funding/International/International-strategy/index.htm  
16 Quoted in report of DFID Evidence Survey 
17 World Bank website accessed on 16th January 2014 
http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTRESEARCH/0,,contentMDK:20279909~menuPK:476754
~pagePK:64165401~piPK:64165026~theSitePK:469382,00.html  
18 Kalwij, A. and Verschoor, A. (2007) “Not by Growth Alone: The Role of the Distribution of Income in Regional 
Diversity in Poverty Reduction.” European Economic Review 51(4), 805–829; Ravallion, M. (2001). "Growth, Inequality 
and Poverty: Looking Beyond Averages," World Development, 29(11), 1803-1815. 
19 Ravallion, M. (2007). ‘Inequality is bad for the poor.’ In: Jenkins, S.P. & Micklewright, J. (eds.) (2007). Inequality  
and Poverty Re-examined. Oxford: Oxford University Press.; Duflo, E. (2011). “Balancing growth with equity: the  
view from development.” Jackson Hole Symposium Paper.  
20 Berg, A.G. & Ostry, J.D. (2011). ‘Inequality and unsustainable growth: two sides of the same coin?’ IMF Staff  
Discussion Note, April 2011. 
21 Besley, T. and Cord, L. (eds.) (2006). Delivering on the Promise of Pro-poor Growth: Insights and Lessons from 
Country Experiences, Basingstoke: Palgrave Macmillan; Grimm, M., Klasen, S. and McKay, A. (2007). Determinants of 
Pro-Poor Growth: Analytical Issues and Findings from Country Cases, Basingstoke: Palgrave Macmillan. 
22 Ravallion, M. (2001). "Growth, Inequality and Poverty: Looking Beyond Averages," World Development, 29(11), 
1803-1815.  
23 AFD, BMZ, DFID and World Bank (2005) Pro-Poor Growth in the 1990s: Lessons and Insights from 14 Countries.  
Washington, DC: World Bank on behalf of Operationalizing Pro-Poor Growth Research Program. 
24 Kraay (2006). “When is growth pro-poor? Evidence from a panel of countries,” Journal of Development Economics, 
80(1), 198-227. 
25 Bourguignon and others (2008). “Millennium Development Goals at Midpoint: where do we stand and where do we 
need to go?” Background paper for European Development Report 2009.  
26 Klenow, P., & Rodriguez-Clare, A. (1997). The neoclassical revival in growth economics: Has it gone too far?. In 
NBER Macroeconomics Annual 1997, Volume 12 (pp. 73-114). MIT Press. http://www.nber.org/chapters/c11037.pdf  
27 Evans, Paul (2000) Are Innovation-Based Endogenous Growth Models Useful? http://economics.sbs.ohio-
state.edu/pdf/evans/twoss31.pdf  
 
 



 

 

                                                                                                                                                              
 
28 Romer, P. M. (1994). The origins of endogenous growth. The journal of economic perspectives, 3-22. 
29 Cortright, J (2001) New Growth Theory, Technology and Learning: A Practitioner’s Guide. Development Literature 
and Practice No. 4. U.S. Economic Development Administration. 
http://www2.stat.unibo.it/mazzocchi/macroeconomia/documenti/Growth.pdf  
30 Grossman, G. M. (1993). Innovation and growth in the global economy. MIT press.  
31 Sveikauskas, L. (2007) R&D and Productivity Growth: A Review of the Literature. US Bureau of Labor Statistics. 
Working Paper 408 http://www.bls.gov/ore/pdf/ec070070.pdf  
32 Salter, A. J., & Martin, B. R. (2001). The economic benefits of publicly funded basic research: a critical review. 
Research policy, 30(3), 509-532. 
33 Martin, B. R., & Tang, P. (2007). The benefits from publicly funded research. Science Policy Research Unit, 
University of Sussex. 
34 Governments of Ethiopia, Mozambique, Rwanda, Senegal, and Uganda (2014) Communique on Higher Education 
for Science, Technology and Innovation: Accelerating Africa’s Aspirations 
http://www.twas.org/sites/default/files/attachments/hesti_event_in_kigali_communique_march_13_2014-2.pdf  
35 Krugman, P. (1994) The Myth of Asia's Miracle. Foreign Affairs. Vol. 73, No. 6 (Nov. - Dec., 1994), pp. 62-78 
36 Nelson, R. R., & Pack, H. (1999). The Asian miracle and modern growth theory. The Economic Journal, 109(457), 
416-436. http://elibrary.worldbank.org/doi/pdf/10.1596/1813-9450-1881  
37 Kim, L. (1997). Imitation to innovation: The dynamics of Korea's technological learning. Harvard Business Press.  
38 Hobday, M. (1995). Innovation in East Asia: the challenge to Japan Aldershot: Edward Elgar. 
39 Amsden, A. H. (1992). Asia's next giant: South Korea and late industrialization. Oxford University Press. 
40 OECD (2003) THE SOURCES OF ECONOMIC GROWTH IN THE OECD COUNTRIES 
http://browse.oecdbookshop.org/oecd/pdfs/free/1103011e.pdf  
41 Chen, H.C. & Dahlman, C.J. (2004). ‘Knowledge and Development: a cross-section approach.’ World Bank Policy 
Research Working Paper 3366.  
42 OECD (2013) Commercialising Public Research: New Trends and Strategies.  
43 European Commission (2012) Interim Findings 2011 of the Knowledge Transfer Study 2010-2012.  
44 World Intellectual Property Organisation (2011) Annual report Chapter 4: Harnessing Public Research for Innovation  
45 Heher, A. D. (2005) Implications of international technology transfer benchmarks for developing countries. 
International Journal of Technology Management & Sustainable Development . 2005, Vol. 4 Issue 3, p207-225. 
46 Wagner, C. S., Brahmakulam, I., Jackson, B., Wong, A. and Yoda, T. (2001) Science and Technology Collaboration: 
Building Capacity in Developing Countries? RAND report for World Bank. 
http://www.rand.org/content/dam/rand/pubs/monograph_reports/2005/MR1357.0.pdf  
47 Cornell University, INSEAD, and WIPO (2013): The Global Innovation Index 2013: The Local Dynamics of 
Innovation, Geneva, Ithaca and Fontainebleau. http://www.globalinnovationindex.org/content.aspx?page=gii-full-report-
2013#pdfopener  
48 Royal Society (2011) Knowledge, Networks and Nations: Global scientific collaboration in the 21st century  
http://royalsociety.org/uploadedFiles/Royal_Society_Content/Influencing_Policy/Reports/2011-03-28-Knowledge-
networks-nations.pdf  
49 Massey, D. and Wield, D (2003) High-Tech Fantasies: Science Parks in Society, Science and Space. Routledge 
50 Yusuf, S. (2008) University-Industry Links: Policy Dimensions in Yusuf, S. and Nabeshima, K. (2008) How 
Universities Promote Economic Growth http://demo.netcommlabs.com/innovationgrid/pdf/How_Universities.pdf  
51 Guimón, J. (2013) Promoting University-Industry Collaboration in Developing Countries. Innovation Policy Platform 
Policy Brief 
52 Tang, M and Llerena, P (2007) Who runs better, a business incubator located in a university science park or in a 
science & technology industrial park? Paper presented at DRUID Winter Conference 2007 
http://www2.druid.dk/conferences/viewpaper.php?id=975&cf=10  
53 Bakouros, Y.L., Mardas, D.C., Varsakelis, N.C.(2002) Science park, a high tech fantasy?: An analysis of the science 
parks of Greece Technovation, 22 (2), 
54 Motohashi, K.(2013) The role of the science park in innovation performance of start-up firms: an empirical analysis of 
Tsinghua Science Park in Beijing Asia Pacific Business Review, 19 (4), pp. 578-599. 
55 Chan, K.F., Lau, T. (2005) Assessing technology incubator programs in the science park: The good, the bad and the 
ugly Technovation, 25 (10), pp. 1215-1228. 
56 Malairaja, C., Zawdie, G. (2008) Science parks and university-industry collaboration in Malaysia Technology Analysis 
and Strategic Management, 20 (6), pp. 727-739. 
57 Quintas, P., Wield, D., & Massey, D. (1992). Academic-industry links and innovation: questioning the science park 
model. Technovation, 12(3), 161-175. 
58 Siegel, D.S., Westhead, P., Wright, M. (2003) Science Parks and the Performance of New Technology-Based Firms: 
A Review of Recent U.K. Evidence and an Agenda for Future Research Small Business Economics, 20 (2), pp. 177-
184. 
 
 



 

 

                                                                                                                                                              
 
59 Dettwiler, P., Lindelöf, P., Löfsten, H. (2006) Utility of location: A comparative survey between small new technology-
based firms located on and off Science Parks - Implications for facilities management Technovation, 26 (4), pp. 506-
517. 
60 Squicciarini, M. (2009) Science parks: Seedbeds of innovation? A duration analysis of firms' patenting activity 
Small Business Economics, 32 (2), pp. 169-190. 
61 Yang, C.-H., Motohashi, K., Chen, J.-R. (2009) Are new technology-based firms located on science parks really 
more innovative?. Evidence from Taiwan. Research Policy, 38 (1), pp. 77-85. 
62 Chan, K.-Y.A., Oerlemans, L.A.G., Pretorius, M.W. (2010) Knowledge flows and innovative performances of NTBFs 
in Gauteng, South Africa: An attempt to explain mixed findings in science park research World Academy of Science, 
Engineering and Technology, 42, pp. 132-158. 
63 Rune Dahl Fitjar and Andrés Rodríguez-Pose (2011) When local interaction does not suffice: Sources of firm 
innovation in urban Norway. Social sciences working papers series. Institute of Social Science 
http://repec.imdea.org/pdf/imdea-wp2011-05.pdf  
64 Radosevic, S., Myrzakhmet, M. (2009) Between vision and reality: Promoting innovation through technoparks in an 
emerging economy 
Technovation, 29 (10), pp. 645-656.  
65 Macdonald, S. and Deng, Y. (2004), ‘Science parks in China: a cautionary exploration’, Int. J. Technology 
Intelligence and Planning 
66 Van Geenhuizen, M., Soetanto, D.P. (2008) Science Parks: What they are and how they need to be evaluated 
International Journal of Foresight and Innovation Policy, 4 (1-2), pp. 90-111. 
67 Anna Bergek and Charlotte Norrman, (2008) Incubator best practice: A framework, Technovation, (28), 1-2, 20-28. 
68 Perkmann, M., Tartari, V., McKelvey, M., Autio, E., Broström, A., D’Este, P., ... & Sobrero, M. (2013). Academic 
engagement and commercialisation: A review of the literature on university–industry relations. Research Policy, 42(2), 
423-442. 
69 Cohen, W. M., Nelson, R. R., & Walsh, J. P. (2002). Links and impacts: the influence of public research on industrial 
R&D. Management science, 48(1), 1-23. 
70 Perkmann, M., Tartari, V., McKelvey, M., Autio, E., Broström, A., D’Este, P., ... & Sobrero, M. (2012). Academic 
engagement and commercialisation: A review of the literature on university–industry relations. Research Policy. 
42:2:423-442. 
http://www.sciencedirect.com/science/article/pii/S0048733312002235.  
71 Chen, X., Yang, J. A., & Park, H. W. (2012). Chinese Patterns of University-Industry Collaboration. Asian Journal of 
Innovation and Policy, 1, 116-132. 
72 Martin, M. (2000). Managing University-Industry Relations: A Study of Institutional Practices from 12 Different 
Countries. Improving the Managerial Effectiveness of Higher Education Institutions. 
http://unesdoc.unesco.org/images/0012/001202/120290e.pdf  
73 Nezu, R. (2005)  TECHNOLOGY TRANSFER, INTELLECTUAL PROPERTY AND EFFECTIVE UNIVERSITY-
INDUSTRY PARTNERSHIPS: THE EXPERIENCE OF CHINA, INDIA, JAPAN, PHILIPPINES, THE REPUBLIC OF 
KOREA, SINGAPORE AND THAILAND http://www.wipo.int/export/sites/www/uipc/en/partnership/pdf/ui_summary.pdf  
74 Póvoa, L. M. C., & Rapini, M. S. (2010). Technology transfer from universities and public research institutes to firms 
in Brazil: what is transferred and how the transfer is carried out. Science and Public Policy, 37(2), 147-159. 
75 HESA (2012) PROMOTING HIGHER Education – Industry PARTNERSHIPS AND COLLABORATIONS A REPORT 
TO THE RESEARCH AND INNOVATION STRATEGY GROUP HIGHER EDUCATION SOUTH AFRICA 
76 Bishop, K., D’Este, P., & Neely, A. (2011). Gaining from interactions with universities: Multiple methods for nurturing 
absorptive capacity. Research Policy, 40(1), 30-40.  
77 British Council Uganda Clays Ltd. Increased Operating Capacity, Order Fulfilment and Sales for the Manufacturer 
Following Improvements in Production Process Control and Energy Conservation. 
http://www.britishcouncil.org/cy/africa-uganda-aktp-partnerships-brochure.pdf  
78 Brimble, P (2008) Specific Approaches to University-Industry Links of Selected Companies in Thailand and Their 
Relative Effectiveness in Yusuf, S. and Nabeshima, K. (2008) How Universities Promote Economic Growth 
http://demo.netcommlabs.com/innovationgrid/pdf/How_Universities.pdf  
79 Wagner, C. S., Brahmakulam, I., Jackson, B., Wong, A. and Yoda, T. (2001) Science and Technology Collaboration: 
Building Capacity in Developing Countries? RAND report for World Bank. 
http://www.rand.org/content/dam/rand/pubs/monograph_reports/2005/MR1357.0.pdf  
80 Cornell University, INSEAD, and WIPO (2013): The Global Innovation Index 2013: The Local Dynamics of 
Innovation, Geneva, Ithaca and Fontainebleau. http://www.globalinnovationindex.org/content.aspx?page=gii-full-report-
2013#pdfopener  
81 Royal Society (2011) Knowledge, Networks and Nations: Global scientific collaboration in the 21st century  
http://royalsociety.org/uploadedFiles/Royal_Society_Content/Influencing_Policy/Reports/2011-03-28-Knowledge-
networks-nations.pdf  
 
 



 

 

                                                                                                                                                              
 
82 Oketch, M., McCowan, T. and Schendel, R. (2013) The impact of tertiary education on development: rigorous 
literature review. Institute of Education. London. 
83 Wight, D. (2008). Most of our social scientists are not institution based… They are there for hire—Research 
consultancies and social science capacity for health research in East Africa. Social Science & Medicine, 66(1), 110-
116. 
84 Harle, J. (2010) Growing knowledge: Access to research in East and Southern African universities. Association of 
Commonwealth Universities https://www.acu.ac.uk/focus-areas/arcadia-growing-knowledge  
85 Allman, K., Edler, J., Georghiou, L., Jones, B., Miles, I., Omidvar, O., ... & Rigby, J. (2011). Measuring wider 
framework conditions for successful innovation. NESTA report, January. 
86 Bigliardi, B., Dormio, A.I., Nosella, A., Petroni, G. (2006) Assessing science parks' performances: Directions from 
selected Italian case studies6) Technovation, 26 (4), pp. 489-505. 
87 Albahari, A., Catalano, G., Landoni, P. (2013) Evaluation of national science park systems: a theoretical framework 
and its application to the Italian and Spanish systems. Technology Analysis and Strategic Management, 25 (5), pp. 
599-614. 
88 Yuan Zhou, Lei Xu and Manyike, R. (2013) University science parks and promoting knowledge transfer in emerging 
economies: A study on required attributes with evidences from South Africa and China Innovation Conference (SIIC), 
2013 Suzhou-Silicon Valley-Beijing International 
89 Schimmelpfennig, D.,  Thirtle, C., Van Zyl, J. & Arnade, C., & Khatri, Y. (2000) "Short and long-run returns to 
agricultural R&D in South Africa, or will the real rate of return please stand up?," Agricultural Economics, Blackwell, vol. 
23(1), pages 1-15, June. 
90 Murovec , N. and Prodan, I. (2009) Absorptive capacity, its determinants, and influence on innovation output: Cross-
cultural validation of the structural model, Technovation, Volume 29, Issue 12, December 2009, Pages 859-872 
91 Samet, K. (2011) R&D, diffusion, adoption and productivity growth: Literature review  (Review). International Journal 
of Economic Perspectives. Volume 5, Issue 2, 2011, Pages 107-120 
92 Barba Navaretti G., Tarr D.G. (2000) International knowledge flows and economic performance: A review of the 
evidence World Bank Economic Review, 14 (1) , pp. 1-15. 
93 Choi, S.M., González, D.t. and Peter,  G International technology adoption, R&D, and productivity growth The B.E. 
Journal of Macroeconomics, 2013, vol. 13, issue 1, pages 24 
94 Onyeiwu, S. (2011) Does Lack of Innovation and Absorptive Capacity Retard Economic Growth in Africa? Working 
Paper No. 2011/19 http://www.wider.unu.edu/publications/working-papers/2011/en_GB/wp2011-
019/_files/85264828049326102/default/wp2011-019.pdf  
95 Cohen, W. M., & Levinthal, D. A. (1989). Innovation and learning: the two faces of R & D. The economic journal, 569-
596. 
96 Kinoshita, Yuko, R&D and Technology Spillovers via FDI: Innovation and Absorptive Capacity (November 2000). 
William Davidson Institute Working Paper No. 349. Available at SSRN: http://ssrn.com/abstract=258194 or 
http://dx.doi.org/10.2139/ssrn.258194  
97 Florida, R. (1999) The role of the university: Leveraging talent, not technology. Issues in Science and Technology, 15 
(4), pp. 67-73.  
98 Bruno, R.L. & Campos, N.F. (2011). “Foreign Direct Investment and economic performance: a systematic review of 
the evidence uncovers a new paradox.” Report for DFID’s Systematic Reviews Programme.  
99 OECD (2010) The OECD Innovation Strategy: Getting a Head Start on Tomorrow 
http://www.oecd.org/sti/theoecdinnovationstrategygettingaheadstartontomorrow.htm  
100 OECD (2012) Innovation for Development: A DISCUSSION OF THE ISSUES AND AN OVERVIEW OF WORK OF 
THE OECD DIRECTORATE FOR SCIENCE, TECHNOLOGY AND INDUSTRY 
http://www.oecd.org/sti/inno/50586251.pdf  
101 OECD/IDRC (2010) Innovation and the Development Agenda Edited by Erika Kraemer-Mbula and Watu Wamae 
http://www.oecd-
ilibrary.org/docserver/download/9210081e.pdf?expires=1389008312&id=id&accname=ocid70026424&checksum=3B41
6E9FC9257C417707B03161F8BB7B  
102 World Economic Forum (2013) The Human Capital Report  
http://www3.weforum.org/docs/WEF_HumanCapitalReport_2013.pdf  
103 Onyeiwu, S., and H. Shrestha (2004) Determinants of Foreign Direct Investment in Africa. Journal of Developing 
Societies (20) 2: 89–106. 
104 Miyamoto, K (2003) HUMAN CAPITAL FORMATION AND FOREIGN DIRECT INVESTMENT IN DEVELOPING 
COUNTRIES. OECD Working Paper http://78.41.128.130/dataoecd/45/25/5888700.pdf  
105 Multilateral Investment Guarantee Agency (2002) Foreign Direct Investment Survey 
http://www.miga.org/documents/FDIsurvey.pdf  
 
 



 

 

                                                                                                                                                              
 
106 Hawkes, D and Ugur, M (2012) Evidence on the relationship between education, skills and economic growth in low-
income countries: A systematic review. http://r4d.dfid.gov.uk/PDF/Outputs/SystematicReviews/Q2-Education-skills-
growth-2012Hawkes-report.pdf  
107 Hanushek, E. A. (2013). Economic growth in developing countries: The role of human capital. Economics of 
Education Review, 37, 204-212. http://www.sciencedirect.com/science/article/pii/S0272775713000654  
108 McKenzie, D., Gibson, J. and Stillman, S. (2011) The Impacts of International Migration on Remaining Household 
Members: Omnibus Results from a Migration Lottery Program Review of Economics and Statistics, 93(4): 1297-1317 
109 Ngoma, A.L., Ismail, N.W. (2013) The impact of brain drain on human capital in developing countries South African 
Journal of Economics, 81 (2), pp. 211-224.   
110 Chang, S. (1992). Causes of brain drain and solutions: The Taiwan experience. Studies in Comparative 
International Development, 27(1), 27.  
111 Saxenian, A. (2006). The new argonauts: Regional advantage in a global economy. Harvard University Press.  
112 Yoon, B. S. L. (1992). Reverse brain drain in South Korea: state-led model. Studies in Comparative International 
Development, 27(1), 4-26. 
113 Beine, M., Docquier, F., & Rapoport, H. (2008). Brain drain and human capital formation in developing countries: 
Winners and losers*. The Economic Journal, 118(528), 631-652.  
114 Tatalovic, M. (2010) Reviews hope to answer key development controversies Accessed on 11th February. 
http://www.scidev.net/global/r-d/news/reviews-hope-to-answer-key-development-controversies-.html  
115 Profile of Director General on Tanzania Commission for Science and Technology website. Accessed on 11th 
February. http://www.costech.or.tz/?page_id=1597  
116 Masembe, T. (2014) Policy on economic diplomacy on cards. Daily News. Accessed on 11th February. 
http://dailynews.co.tz/index.php/local-news/27276-policy-on-economic-diplomacy-on-cards  
117 Foreign Policy (2008) The top 100 Public Intellectuals 
http://www.foreignpolicy.com/articles/2008/04/18/the_top_100_public_intellectuals_bios    
118 Florida, R. (1999) The role of the university: Leveraging talent, not technology. Issues in Science and Technology, 
15 (4), pp. 67-73.  
119 Walters, Hettie (2007) Capacity Development, Institutional Change and Theory of Change: What do  we Mean and 
Where are the Linkages?  
120 Newman, K., Fisher, C., & Shaxson, L. (2012). Stimulating Demand for Research Evidence: What Role for 
Capacity‐building?. IDS Bulletin, 43(5), 17-24. 
121 Edejer, T. T. T. (1999). North-South research partnerships: the ethics of carrying out research in developing 
countries. BMJ: British Medical Journal, 319(7207), 438. 
122 Jentsch, B., & Pilley, C. (2003). Research relationships between the South and the North: Cinderella and the ugly 
sisters?. Social Science & Medicine, 57(10), 1957-1967.  
123 Volmink, J and Dare, L. (2005) Addressing inequalities in research capacity in Africa. BMJ2005;331:705 
124 ITAD (2012) Programme for the Enhancement of Research Information. Phase II External Evaluation 
http://www.inasp.info/uploads/filer_public/2013/04/05/perii_final_evaluation_report.pdf  
125 DFID (2013) Annual Review of Operational Research Capacity Building Programme 
http://iati.dfid.gov.uk/iati_documents/3876100.docx  
126 Mendizabel, E. and Zeuthen, M. (2012) After Action Review of INASP’s communication capacity building initiative 
for seven ACACIA partners 
http://www.inasp.info/uploads/filer_public/2013/05/02/acacia_research_communication_support_evaluation.pdf  
127 DFID (2013) Annual Review of South Asia Research Capacity Building Programme 
http://iati.dfid.gov.uk/iati_documents/3908098.doc  
128 See description of capacity building programme in Malawian Statistical Office discussed in Chapter 4 of Jerven, M. 
(2013). Poor numbers: how we are misled by African development statistics and what to do about it. Cornell University 
Press.  
129 DFID (2014) Project Completion Review of Support for Development and Support for Science Journalism 
130 Newman, K. N. and Duvigneau, S. (2014) Teaching pedagogy to capacity building trainers. Manuscript in 
preparation 
131 Jones, N., Bailey, M. and Lyytikäinen, M. (2007) Research capacity strengthening in Africa: Trends, gaps and 
opportunities http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/2774.pdf 
132 Posthumus, H., Martin, A. and Chancellor, T. (2012) A systematic review on the impacts of capacity strengthening 
of agricultural research systems for development and the conditions of success. London: EPPI-Centre, Social Science 
Research Unit, Institute of Education, University of London. 
http://r4d.dfid.gov.uk/pdf/outputs/systematicreviews/Capacity_strengthening_2013Posthumus.pdf 
133 Nchinda, T. C. (2002) Research capacity strengthening in the South Social Science & Medicine, Volume 54, Issue 
11, June 2002, Pages 1699–1711 http://ac.els-cdn.com/S0277953601003380/1-s2.0-S0277953601003380-
 
 



 

 

                                                                                                                                                              
 
main.pdf?_tid=610f7c16-7471-11e3-81b9-
00000aab0f27&acdnat=1388751786_8ddc2343273b9e4c2c4d4108453dfc86  
134 ESSENSE (2014) Seven principles for strengthening research capacity in low- and middle-income countries: simple 
ideas in a complex world ESSENCE Good practice document series 
135 INASP (2013) Top capacity building tips plus case studies 
136 Whitworth, J. A., Kokwaro, G., Kinyanjui, S., Snewin, V. A., Tanner, M., Walport, M., & Sewankambo, N. (2008). 
Strengthening capacity for health research in Africa. Lancet, 372(9649), 1590. 
137 Sawyerr, A. (2004). African universities and the challenge of research capacity development. Journal of Higher 
Education in Africa, 2(1), 213-42. http://www.uhasselt.be/Documents/UHasselt_EN/International/Lezing%20N-
Z%202013/African_universities_and_the_challenges_of_research_capacity_building.pdf  
138 Baser, H. and Morgan, P. (2008) Capacity, Change and Performance Study Report. Discussion Paper No 59B. 
European Centre for Development Policy Management.  
139 Deans, F. (2013) Beginning with a strong foundation. Three key steps in providing successful training. INASP Case 
Study. http://www.inasp.info/uploads/filer_public/2013/10/08/beginning_with_a_strong_foundation.pdf  
140 Hattie, J., and H.W. Marsh. 1996. The relationship between research and teaching: A metaanalysis. 
Review of Educational Research 66, no. 4: 507–42.  
141 Qamar uz Zaman, M. (2004) Review of the Academic Evidence on the Relationship Between Teaching and 
Research in Higher Education. Department for Education and Skills. Research Report 554. 
http://webarchive.nationalarchives.gov.uk/20130401151715/https://www.education.gov.uk/publications/eOrderingDownl
oad/RR506.pdf  
142 Marsh, H. W., & Hattie, J. (2002). The relation between research productivity and teaching effectiveness: 
Complementary, antagonistic, or independent constructs?. Journal of Higher Education, 603-641. 
143 Barber, M., Donnelly, K. and Rizvi, S. (2013) An Avalanche is Coming: Higher Education and the Revolution Ahead. 
Institute for Public Policy Research http://www.ippr.org/images/media/files/publication/2013/03/avalanche-is-
coming_Mar2013_10432.pdf  
144 James, M., & Pollard, A. (2011). TLRP’s ten principles for effective pedagogy: rationale, development, evidence, 
argument and impact. Research Papers in Education, 26(3), 275-328.  
145 UNESCO (2007) Teaching and Learning in Higher Education in Africa http://www.eng.unesco-
iicba.org/sites/default/files/Vol.9%20No%201.EN_.pdf  
146 Lufumpa, C. L., & Mouyelo-Katoula, M. (2005). Strengthening Statistical Capacity in African Countries under the 
Framework of the International Comparison Program for Africa (ICP-Africa). Relevance of the National Strategy for the 
Development of Statistics (NSDS) Approach to Statistical Development in Africa 
147 Jerven, M. (2013). Poor numbers: how we are misled by African development statistics and what to do about it. 
Cornell University Press. 
148 Guimaraes, E. P., Kueneman, E. and Carena, M. J. (2006) Assessment of National Plant Breeding and 
Biotechnology Capacity in Africa and Recommendations for Future Capacity Building. Horticultural Science. 41(1) 
149Beintema, N. M. and Stads, G-J (2008) Agricultural R&D Capacity and Investments in the Asia–Pacific Region. 
Research Brief. http://www.ifpri.org/sites/default/files/pubs/pubs/ib/rb11.pdf  
150 Multilateral Investment Guarantee Agency (2002) Foreign Direct Investment Survey 
http://www.miga.org/documents/FDIsurvey.pdf  
151 Onyeiwu, S., and H. Shrestha (2004) Determinants of Foreign Direct Investment in Africa. Journal of Developing 
Societies (20) 2: 89–106. 
152 Miyamoto, K (2003) HUMAN CAPITAL FORMATION AND FOREIGN DIRECT INVESTMENT IN DEVELOPING 
COUNTRIES. OECD Working Paper http://78.41.128.130/dataoecd/45/25/5888700.pdf  
153 Tabulawa, R. (2003). International aid agencies, learner-centred pedagogy and political democratisation: a critique. 
Comparative Education, 7–26. JSTOR 
154 Scriven, M. and Paul, R. (1987) Speech to the National Council for Excellence in Critical Thinking 
155 Information literacy website accessed on 28th January 2014 http://www.informationliteracy.org.uk/  
156 HOCKEY, L. The nature and purpose of research. In: Cormack, D.F.S., ed. The research process in 
nursing. Oxford, Blackwell Science, 1996. 
157 Pritchett, L. and Banerji, R. (2013) Schooling Is Not Education! Using Assessment to Change the Politics of Non-
Learning. Centre for Global Development. http://international.cgdev.org/sites/default/files/schooling-is-not-learning-
WEB.pdf  
158 Uwezo (2012) Are our children learning? Literacy and numeracy across East Africa http://www.uwezo.net/wp-
content/uploads/2012/09/RO_2012_UwezoEastAfricaReport.pdf  
159 Akyeampong, K., Pryor, J., & Ampiah, J. G. (2006). A vision of successful schooling: Ghanaian 
teachers’ understandings of learning, teaching and assessment. Routledge. 
160 Pontefract, C., & Hardman, F. (2005). The discourse of classroom interaction in Kenyan primary 
schools. Comparative education, 41(1), 87–106. Routledge, part of the Taylor & Francis Group.  
 
 



 

 

                                                                                                                                                              
 
161 Altınyelken, H. (2010). Changing pedagogy: A comparative analysis of reform efforts in Uganda and 
Turkey. 
162 Ginsburg, M., Adams, D., Clayton, T., Mantilla, M., Sylvester, J., & Wang, Y. (2000). The politics of 
linking educational research, policy, and practice: The case of improving educational quality in 
Ghana, Guatemala and Mali. International Journal of Comparative Sociology, 41(1), 27–47. 
163 Mizrachi, A., Padilla, O., & Susuwele-Banda, W. (2008). Active-Learning Pedagogies as a Reform 
Initiative: The Case of Malawi. Washington, DC: American Institute for Research. 
164 O’Sullivan, M. (2004). The reconceptualisation of learner-centred approaches: a Namibian case 
study. International Journal of Educational Development 
165 Harle, J. (2010) Growing knowledge: Access to research in east and southern African universities. Association of 
Commonwealth Universities https://www.acu.ac.uk/focus-areas/arcadia-growing-knowledge  
166 Hepworth, M. and Duvigneau, S. (2013) Building Research Capacity: Enabling Critical Thinking Through Information 
Literacy in Higher Education Loughborough University 
167 Alene, A.D., Menkir, A., Ajala, S., Badu-Apraku, B.,Olanrewaju, A., Manyong, V., and Ndiaye, A. (2009). The 
economic and poverty impacts of maize research in West and Central Africa. Agricultural Economics 40:535–550. 
168 Alonso PL, Lindsay SW, Armstrong JR, Conteh M, Hill AG, David PH, Fegan G, de Francisco A, Hall AJ, Shenton 
FC, et al. (1991). The effect of insecticide-treated bed nets on mortality of Gambian children. The Lancet, 337, 1499.  
169 Lengeler, C (2004) Insecticide-treated bed nets and curtains for preventing malaria. The Cochrane Collaboration. 
http://onlinelibrary.wiley.com/doi/10.1002/14651858.CD000363.pub2/pdf 
170 Gamble, C., Ekwaru, P. J., Garner, P. and ter Kuile, F. O. (2007) Insecticide-treated nets for the prevention of 
malaria in pregnancy: a systematic review of randomised controlled trials. PLoS Medicine, 4(3), p. 107. 
http://www.3ieimpact.org/en/evidence/systematic-reviews/details/16/ 
171 Blume, S., & Geesink, I. (2000). A brief history of polio vaccines. Science, 288(5471), 1593-1594.  
172 Callan, M. and Davies, R. (2013) When business meets aid: analysing public-private partnerships for international 
development. Development Policy Centre Discussion Paper. Australian National University. 
http://devpolicy.anu.edu.au/pdf/papers/DP_28_-_%20When%20business%20meets%20aid%20-
%20analysing%20public-private%20partnerships%20for%20international%20development.pdf  
173 Gulifeiya, A., Aljunid, S. M. (2012) Development of health biotechnology in developing countries: Can private-sector 
players be the prime movers? Biotechnology Advances, Volume 30, Issue 6, November–December 2012, Pages 
1589–1601 http://www.sciencedirect.com/science/article/pii/S0734975012001024  
174 Pratt, B. and Loff, B. (2013) Linking Research to Global Health Equity: The Contribution of Product Development 
Partnerships to Access to Medicines and Research Capacity Building. American Journal of Public Health: November 
2013, Vol. 103, No. 11, pp. 1968-1978.   http://ajph.aphapublications.org/doi/full/10.2105/AJPH.2013.301341  
175 Poulton, C. (2012). “Can Public-Private Partnerships Leverage Private Investment in Agricultural Value Chains in 
Africa? A Preliminary Review.” World Development 40 (1). Pp. 96-109. 
176 Wells William, A., & Alan, B. (2010) Adoption of new health products in low and middle income settings: how 
product development partnerships can support country decision making. Health Research Policy and Systems 2011, 
9:15  http://www.health-policy-systems.com/content/9/1/15#B17  
177 Poulton, C. (2012). “Can Public-Private Partnerships Leverage Private Investment in Agricultural Value Chains in 
Africa? A Preliminary Review.” World Development 40 (1). Pp. 96-109. 
178 Poulton, C. (2012). “Can Public-Private Partnerships Leverage Private Investment in Agricultural Value Chains in 
Africa? A Preliminary Review.” World Development 40 (1). Pp. 96-109. 
179 Biofarma partnership webpage http://www.biofarma.co.id/?page_id=16223&lang=en Accessed on 3rd April 2014 
180 Mugabe, J. (2005) Health Innovation Systems in Developing Countries Background paper for the Commission on 
Intellectual Property, Innovation and Public Health, World Health Organisation 
http://www.who.int/intellectualproperty/studies/Health_Innovation_Systems.pdf  
181 Fan, P. (2011). Innovation capacity and economic development: China and India. Economic change and 
restructuring, 44(1-2), 49-73. 
182 Bound, K., & Thornton, I. W. (2012). Our frugal future: Lessons from India's innovation system. London: Nesta.  
183 Juma, C. (2010). The new harvest: agricultural innovation in Africa. Oxford University Press. 
184 Mbiti, I., & Weil, D. N. (2011). Mobile banking: The impact of M-Pesa in Kenya (No. w17129). National Bureau of 
Economic Research. 
185 UNICEF (2007) An Evaluation of the PlayPump® Water System as an Appropriate Technology for Water, Sanitation 
and Hygiene Programmes http://www-tc.pbs.org/frontlineworld/stories/southernafrica904/flash/pdf/unicef_pp_report.pdf  
186 Mustafa, Y., Grando, S., & Ceccarelli, S. (2006). Assessing the benefits and costs of participatory and conventional 
barley breeding programs in Syria. ICARDA report for a study supported by the International Development Research 
Centre.  
187 J-PAL (2012) Up in smoke. J-PAL Policy Briefcase http://www.povertyactionlab.org/publication/up-in-smoke  
188Morozov, E. (2013). To save everything, click here: The folly of technological solutionism. PublicAffairs.   
 
 



 

 

                                                                                                                                                              
 
189 Sarewitz, D., & Nelson, R. (2008). Three rules for technological fixes. Nature, 456(7224), 871-872. 
http://www.nature.com/nature/journal/v456/n7224/full/456871a.html  
190 Huesemann, M., & Huesemann, J. (2013). Techno-fix: why technology won't save us or the environment. New 
Society Publishers. 
191 DFID (2014) How to note: Assessing the Strength of Evidence 
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/291982/HTN-strength-evidence-
march2014.pdf  
192 Wolf Jr., J.S., Hubbard, H., Faraday, M.M., Forrest, J.B. (2011) Clinical practice guidelines to inform evidence-based 
clinical practice.  World Journal of Urology, 29 (3), pp. 303-309. http://link.springer.com/article/10.1007%2Fs00345-
011-0656-5 
193 Lugtenberg, M., Burgers, J S, and Westert, G P (2009) Effects of evidence-based clinical practice guidelines on 
quality of care: a systematic review. Qual Saf Health Care 2009;18:5 385-392 
194 Turner, T., Harris, C. and Molyneux, E. (2005) What is the evidence for effectiveness of WHO guidelines for the 
care of children in hospitals in developing countries? International Child Health Review Collaboration. 
http://www.3ieimpact.org/en/evidence/systematic-reviews/details/58/  
195 Crosby, E (2013) Review article: The role of practice guidelines and evidence-based medicine in perioperative 
patient safety. Canadian Journal of Anesthesia 60:2. http://link.springer.com/article/10.1007%2Fs12630-012-9855-9  
196 Berenholtz, S. M., Pronovost, P. J., Lipsett, P. A., Hobson, D., Earsing, K., Farley, J. E., ... & Perl, T. M. (2004). 
Eliminating catheter-related bloodstream infections in the intensive care unit*. Critical care medicine, 32(10), 2014-
2020.  
197 White, R. E., Trbovich, P. L., Easty, A. C., Savage, P., Trip, K., & Hyland, S. (2010). Checking it twice: an evaluation 
of checklists for detecting medication errors at the bedside using a chemotherapy model. Quality and Safety in Health 
Care, 19(6), 562-567. 
198 Haynes, A. B., Weiser, T. G., Berry, W. R., Lipsitz, S. R., Breizat, A. H. S., Dellinger, E. P., ... & Gawande, A. A. 
(2009). A surgical safety checklist to reduce morbidity and mortality in a global population. New England Journal of 
Medicine, 360(5), 491-499. 
199 Sidebottom, A., Tilley, N., & Eck, J. E. (2012). Towards checklists to reduce common sources of problem-solving 
failure. Policing, 6(2), 194-209. 
200 Degani, A., & Wiener, E. L. (1993). Cockpit checklists: Concepts, design, and use. Human Factors: The Journal of 
the Human Factors and Ergonomics Society, 35(2), 345-359. 
201 Jacobs, R., & Haber, S. (1994). Organizational processes and nuclear power plant safety. Reliability Engineering & 
System Safety, 45(1), 75-83. 
202 Ægisdóttir, S., White, M. J., Spengler, P. M., Maugherman, A. S., Anderson, L. A., Cook, R. S., ... & Rush, J. D. 
(2006). The meta-analysis of clinical judgment project: Fifty-six years of accumulated research on clinical versus 
statistical prediction. The Counseling Psychologist, 34(3), 341-382. 
203 Grove, W. M., Zald, D. H., Lebow, B. S., Snitz, B. E., & Nelson, C. (2000). Clinical versus mechanical prediction: a 
meta-analysis. Psychological assessment, 12(1), 19. 
204 Hilton, N. Z., Harris, G. T., & Rice, M. E. (2006). Sixty-six years of research on the clinical versus actuarial prediction 
of violence. The Counseling Psychologist, 34(3), 400-409. 
205 Kuncel, N. R., Klieger, D. M., Connelly, B. S., & Ones, D. S. (2013). Mechanical versus clinical data combination in 
selection and admissions decisions: A meta-analysis. Journal of Applied Psychology, 98(6), 1060. 
206 Wadhams, N (2010) Bad Charity? (All I Got Was This Lousy T-Shirt!) 
http://content.time.com/time/world/article/0,8599,1987628,00.html  
207 Gele, Abdi Ali  (2013)Female circumcision in home and away : attitudes toward the practice among Somali 
immigrants in Oslo, Norway and their corresponding group in Hargeisa and Galka’ayo Somalia. PhD Thesis. University 
of Oslo 
208 Chapter 3 of Jerven, M. (2013). Poor numbers: how we are misled by African development statistics and what to do 
about it. Cornell University Press. 
209 Harris, R. (2013) Impact of Research on Development Policy and Practice: An Annotated Bibliography 
http://www.rogharris.org/uploads/5/0/5/4/5054025/impact_of_research_on_development_policy_and_practice_annotat
ed_bibliography.pdf  
210 Weyrauch, V., & Langou, G. D. (2013). Sound expectations: from 
impact evaluations to policy change, Journal of Development Effectiveness, 5:3, 269-304, 
http://www.tandfonline.com/doi/pdf/10.1080/19439342.2013.781660  
211 Punton (2014) Getting the world thinking about chronic poverty A CASE STUDY ON HOW RESEARCH CAN LEAD 
TO CHANGE. Internal DFID. 
212 Carden, F (2009) KNOWLEDGE TO POLICY: Making the Most of Development Research. IDRC 
http://www.idrc.ca/EN/Resources/Publications/Pages/IDRCBookDetails.aspx?PublicationID=70  
 
 



 

 

                                                                                                                                                              
 
213 Court, J and Young, J. (2003) Bridging Research and Policy: Insights from 50 Case Studies. ODI Working Paper 
213 http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/180.pdf   
214 ESRC Impact Case Studies http://www.esrc.ac.uk/news-and-events/features-casestudies/case-studies/index.aspx  
215 J-PAL Policy Publications 
http://www.povertyactionlab.org/search/apachesolr_search?filters=type:publication%20ss_cck_field_type:Policy&view=
Policy  
216 CGIAR Impact Briefs http://impact.cgiar.org/impact-briefs  
217 Medical Research Council Stories of Impact http://www.mrc.ac.uk/Achievementsimpact/Storiesofimpact/index.htm  
218 Boaz, A., Fitzpatrick, S. and Shaw, B. (2009) Assessing the impact of research on policy: a literature review 
Science and Public Policy, 36(4) 
219 Bastow, S., Tinkler, J. and Dunleavy, P (2014).The Impact of the Social Sciences: How Academics and Their 
Research Make a Difference. SAGE 
220 Gertler, P.J. (2000) Final report: The impact of PROGRESA on health. Washington, DC: International Food Policy 
Research Institute  
221 Schultz, P.T., 2004. School subsidies for the poor: evaluating the Mexican PROGRESA poverty program. Journal of 
development economics, 74 (1), 199–250.  
222 J-PAL (2011) The Price is Wrong: Charging small fees dramatically reduces access to important products for the 
poor http://www.povertyactionlab.org/publication/the-price-is-wrong  
223 King, E. (2013) A critical review of community-driven development programmes in conflict-affected contexts. 
International Rescue Committee (IRC), London, UK / Balsillie School of International Affairs, Waterloo, Ontario, 
Canada 
224 Cohen, J., & Dupas, P. (2010). Free Distribution or Cost-Sharing? Evidence from a Randomized Malaria Prevention 
Experiment*. Quarterly Journal of Economics, 125(1),  
225 Maitland, K., Kiguli, S., Opoka, R. O., Engoru, C., Olupot-Olupot, P., Akech, S. O., ... & Gibb, D. M. (2011). Mortality 
after fluid bolus in African children with severe infection. New England Journal of Medicine, 364(26), 2483-2495. 
226 Overseas Development Institute (2003) RAPID case study: Tanzania essential health interventions project 
http://www.odi.org.uk/publications/6807-rapid-case-study-tanzania-essential-health-interventions-project  
227 DFID (2014) Story of Change: Improving Operational Research Capacity to Fight Disease  
228 Kaitibe, S. Omore, A. Rich, K. and P. Kristjanson (2008) Changing Dairy Marketing Policy in Kenya: The Impact of 
the Smallholder Dairy Project http://www.fao.org/docs/eims/upload/256850/Brief%2028(ILRI)-pr(3)F_l-r.pdf  
229 Waldman, T. (2014) The Use of Statebuilding Research in Fragile Contexts: Evidence from British Policymaking in 
Afghanistan, Nepal and Sierra Leone. Journal of Intervention and Statebuilding.  
230 Pellini, A. Contreras, A. Jabar, M. Teresa de Guzman, M. Era, M. Erasga, D. and Javier, R Jr. (2013) ‘Towards 
policy-relevant science and scientifically informed policy: Political economy  of the use of knowledge and research 
evidence in urban resilience interventions in the Philippines ‘ ODI Report. Found at 
http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/8441.pdf  
231 Channa, Anila and Faguet, Jean-Paul (2012) Decentralization of health and education in developing countries: a 
quality-adjusted review of the empirical literature. Economic organisation and public policy discussion papers, EOPP 
38. STICERD, London, UK. 
232 Duvendack M, Palmer-Jones R, Copestake JG, Hooper L, Loke Y, Rao N (2011) What is the evidence of the impact 
of microfinance on the well-being of poor people? London: EPPI-Centre, Social Science Research Unit, Institute of 
Education, University of London. 
http://r4d.dfid.gov.uk/PDF/Outputs/SystematicReviews/Microfinance2011Duvendackreport.pdf  
233 Stewart R, van Rooyen C, Korth M, Chereni A, Rebelo Da Silva N, de Wet T (2012). Do micro-credit, micro-savings 
and micro-leasing serve as effective financial inclusion interventions enabling poor people, and especially women, to 
engage in meaningful economic opportunities in low- and middle-income countries. A systematic review of the 
evidence. London: EPPI-Centre, Social Science Research Unit, Institute of Education, University of London. 
http://r4d.dfid.gov.uk/pdf/outputs/systematicReviews/Microcredit2012StewartReport.pdf  
234 King, E. (2012) A critical review of community-driven development programmes in conflict-affected contexts. 
http://r4d.dfid.gov.uk/pdf/outputs/misc_gov/61046-A_Critical_Review_of_CDD_in_Conflict_Affected_Contexts.pdf  
235 Rittel, H. W., & Webber, M. M. (1973). Dilemmas in a general theory of planning. Policy sciences, 4(2), 155-169.  
236 Weiss, C.H. (1979) ‘The Many Meanings of Research Utilization’, Public Administration 
Review, 39.5: 426–31 
237 Weiss, C.H. (1982) ‘Policy Research in the Context of Diffuse Decision-Making’, The Journal 
of Higher Education, 53.6: 619–39 
238 ESRC (2011) Improving older people’s lives in urban South India 
http://www.esrc.ac.uk/_images/Older_people_India_tcm8-3381.pdf  
239 Start, D and Hovland, I. (2004) Tools for Policy Impact A Handbook for Researchers RAPID Toolkit 
http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/194.pdf  
 
 



 

 

                                                                                                                                                              
 
240 Gray, E. (2007) ACHIEVING RESEARCH IMPACT FOR DEVELOPMENT: A Critique of Research Dissemination 
Policy in South Africa, with Recommendations for Policy Reform http://www.policy.hu/gray/IPF_Policy_paper_final.pdf   
241 Mendizabal, E., Datta, A. and Young, J. Developing capacities for better research uptake: the experience of ODI’s 
Research and Policy in Development programme http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-
opinion-files/7524.pdf  
242 DFID (2013) Research Uptake Guidance 
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/200088/Research_uptake_guidance.pdf  
243 Research into Use (2008)  RIU Practice Note "Lessons for Outscaling and Upscaling from DFID RNRRS Studies 
and Research 
http://r4d.dfid.gov.uk/PDF/Outputs/ResearchIntoUse/Introduction_RIUPracticeNoteLessonsforOutscaling.pdf  
244 Kristjanson, P., Reid, R. S., Dickson, N., Clark, W. C., Romney, D., Puskur, R., ... & Grace, D. (2009). Linking 
international agricultural research knowledge with action for sustainable development. Proceedings of the National 
Academy of Sciences, 106(13), 5047-5052.  
245 Young Lives (2012) Why Strengthening the Linkages between Research and Practice is Important: Learning from 
Young Lives. Young Lives Policy Brief.  
246 Pielke, R. A. (2007). The honest broker: making sense of science in policy and politics. Cambridge: Cambridge 
University Press.  
247 Murthy L, Shepperd S, Clarke MJ, Garner SE, Lavis JN, Perrier L, Roberts NW, Straus SE. (2012) Interventions to 
improve the use of systematic reviews in decision-making by health system managers, policy makers and clinicians. 
Cochrane Database Syst Rev  
248 Innvaer S, Vist G, Trommald M, Oxman A.J (2002) Health policy-makers' perceptions of their use of evidence: a 
systematic review. Health Serv Res Policy. 2002 Oct;7(4):239-44. http://hsr.sagepub.com/content/7/4/239.long  
249 Wallace J, Byrne C, Clarke M. (2012) Making evidence more wanted: a systematic review of  facilitators to enhance 
the uptake of evidence from systematic reviews and meta-analyses. Int J Evid Based Healthc. 10(4):338-46.  
250 Jones, N., Jones, H. and Walsh, C. (2008) Political science? Strengthening science–policy dialogue in developing 
countries. Overseas Development Institute. Working Paper 294 
251 Gorgon, E.J.R., Barrozo, H.G.T., Mariano, L.G., Rivera, E.F. (2013) Research evidence uptake in a developing 
country: A survey of attitudes, education and self-efficacy, engagement, and barriers among physical therapists in the 
Philippines Journal of Evaluation in Clinical Practice, 19 (5) http://onlinelibrary.wiley.com/doi/10.1111/j.1365-
2753.2012.01849.x/pdf  
252 Ademokun, A. and Deans, F. (2013) Investigating capacity to use evidence: Time for a more objective view? 
INASP http://www.inasp.info/uploads/filer_public/2013/07/04/investigating_capacity_to_use_evidence.pdf  
253 INASP (2013) What is the evidence on evidence-informed policy making? 
http://www.inasp.info/uploads/filer_public/2013/04/22/what_is_the_evidence_on_eipm.pdf  
254 Nath, C. (2011) Use of scientific and technological evidence within the Parliament of Uganda 
http://www.parliament.uk/documents/post/Baseline%20Report%20131011.pdf  
255 Uneke, C.J., Ezeoha, A.E., Ndukwe, C.D., Oyibo, P.G., Onwe, F., Ogbonna, A. (2013) Assessment of organizational 
capacity for evidence-based health systems operations in Nigeria Social Work in Public Health, 28 (2) 
http://www.tandfonline.com/doi/pdf/10.1080/19371918.2011.555639  
256 Uneke, C.J., Ezeoha, A.E., Ndukwe, C.D., Oyibo, P.G., Onwe, F., Igbinedion, E.B., Chukwu, P.N. (2011) 
Individual and organisational capacity for evidence use in policy making in Nigeria: An exploratory study of the 
perceptions of Nigeria health policy makers Evidence and Policy, 7 (3)  
257 Uneke, C.J., Ezeoha, A.E., Ndukwe, C.D., Oyibo, P.G., Onwe, F. (2010) Development of health policy and systems 
research in Nigeria: Lessons for developing countries' evidence-based health policy making process and practice 
Healthcare Policy, 6 (1) http://europepmc.org/articles/PMC2929895;jsessionid=u28n6CMl6FbzAf4nMBel.4?pdf=render  
258 Broadbent, E. (2013) Politics of research-based evidence in African policy debates http://www.mwananchi-
africa.org/storage/ebpdn%20synthesis_websiteeditjuly.pdf  
259 Hamel, N., & Schrecker, T. (2011). Unpacking capacity to utilize research: a tale of the Burkina Faso public health 
association. Social Science & Medicine, 72(1), 31-38.  
260 Kornsweig, J., Osborne, D., Hovland, I. and Court, J. (2006) CSOs, Policy Influence, and Evidence Use: 
A Short Survey http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/202.pdf 
261 Ziervogel, G., Cartwright, A., Tas, A., Adejuwon, J., Zermoglio, F., Shale, M. and Smith, B. (2008) Climate change 
and adaptation in African agriculture Prepared for Rockefeller Foundation By Stockholm Environment Institute 
http://www.environmentportal.in/files/5_22.pdf  
262 Porter, S and Feinstein, O. (2014) DEMAND FOR AND SUPPLY OF EVALUATIONS IN SELECTED SUB-‐
SAHARAN AFRICAN COUNTRIES http://www.clear-aa.co.za/wp-content/uploads/2013/09/201402-Demand-and-
Supply-Final-Report.pdf  
263 Ouimet, M., Landry, R., Ziam, S., Bédard, P.-O. (2009) The absorption of research knowledge by public civil 
servants Evidence and Policy, 5 (4), 
 
 



 

 

                                                                                                                                                              
 
http://www.ingentaconnect.com/content/tpp/ep/2009/00000005/00000004/art00002?token=005b1d6ab40b76d360b557
e442f2067217a663b705c495b5f2a7a44687627504541676249266d656c63cb7ed5ba  
264 DFID (2013) Evidence Survey http://r4d.dfid.gov.uk/pdf/outputs/Misc_InfoComm/61188-
DFID_Evidence_Survey_2013_report_FINAL.pdf  
265 World Bank (2013) http://elibrary.worldbank.org/doi/pdf/10.1596/1813-9450-5892  
266 Hyder, A. A., Corluka, A., Winch, P. J., El-Shinnawy, A., Ghassany, H., Malekafzali, H., ... & Ghaffar, A. (2011). 
National policy-makers speak out: are researchers giving them what they need?. Health policy and planning, 26(1), 73-
82.  
267 Kagahastian-Candelaria, A. L. (2014) Evidence For What? Exploring the Definition & Political Value of Evidence-
Informed Policy Making (EIPM) according to Philippine Mayors 
268 Datta, A., Jones, H.,  Febriany, V., Harris, D., Kumala Dewi, R., Wild, L. and Young, J. (2011) The Political Economy 
of Policy-making in Indonesia: Opportunities for Improving the Demand for and Use of Knowledge, London: Overseas 
Development Institute. http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/7531.pdf   
269 Datta, A. and Huong, P. L. (2013) Not just a beautiful flower? Knowledge, information and economic policymaking in 
Vietnam http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/8429.pdf  
270 Porter, C. (2010) What Shapes the Influence Evidence has on Policy? The Role of Politics in Research Utilisation, 
Young Lives Working Paper, Oxford: University of Oxford 
271 Boaz, A., Grayson, L., Levitt, R., & Solesbury, W. (2008). Does evidence-based policy work? Learning from the UK 
experience. Evidence & Policy: A Journal of Research, Debate and Practice, 4(2), 233-253. 
272 Shaxson, L., Harrison, M., & Morgan, M. (2009). Developing an evidence-based approach to environmental policy 
making: insights from Defra’s Evidence & Innovation Strategy (No. 181). SPRU-Science and Technology Policy 
Research, University of Sussex.  
273 Jones, H. (2013) Building political ownership and technical leadership Decision-making, political economy and 
knowledge use in the health sector in Cambodia http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-
opinion-files/8432.pdf  
274 Pellini, A., Contreras, A., Jabar, M.,  Guzman, M. T., Era, M., Erasga, D. and Javier Jr, J. (2013) Towards policy-
relevant science and scientifically informed policy in the Philippines http://www.odi.org.uk/publications/7412-towards-
policy-relevant-science-scientifically-informed-policy-political-economy-use-knowledge-research-evidence-urban-
resilience-interventions-philippines  
275 DeGrassi, A. (2007). Linking Research and Policy: The Case of Ghana's Rice Trade Policy. International Food 
Policy Research Institute, Ghana Strategy Support Program.  
276 Alston, J. M. (2000). A meta-analysis of the rates of return to agricultural R & D: ex pede herculem? (Vol. 113). 
http://www.ifpri.org/sites/default/files/publications/rr113.pdf  
277 Macilwain, C. (2010). Science economics: What science is really worth. Nature, 465(7299), 682-684.  
278 Alston, J. M., Chan-Kang, C., Marra, M. C., Pardey, P. G., & Wyatt, T. J. (2000). A meta-analysis of rates of return 
to agricultural R&D: Ex pede Herculem? (Vol. 113). Intl Food Policy Res Inst. 
279 Redstone Strategy Group (2013) EVALUATING AND IMPROVING MICROFINANCE IN BOLIVIA: TECHNICAL 
NOTE http://www.thinktankinitiative.org/sites/default/files/2013-02-
20%20HTT%20ARU%20Evaluating%20and%20improving%20microfinance%20in%20Bolivia%20TECHNICAL%20NO
TE_0.pdf  
280 Think Tank Initiative (2013) EVALUATING AND IMPROVING MICROFINANCE IN BOLIVIA 
http://www.thinktankinitiative.org/sites/default/files/2013-02-
20%20HTT%20ARU%20Evaluating%20and%20improving%20microfinance%20in%20Bolivia%20IMPACT%20GRAPH
IC_1.pdf  
281 Redstone Strategy Group (2013) PROMOTING BROAD-BASED GROWTH IN TANZANIA: TECHNICAL NOTE 
http://www.thinktankinitiative.org/sites/default/files/2013-04-23%20HTT%20REPOA%20Promoting%20broad-
based%20growth%20in%20Tanzania%20TECHNICAL%20NOTE.pdf  
282 Think Tank Initiative (2013) PROMOTING BROAD-BASED GROWTH IN TANZANIA 
http://www.thinktankinitiative.org/sites/default/files/2013-04-23%20HTT%20REPOA%20Promoting%20broad-
based%20growth%20in%20Tanzania%20IMPACT%20GRAPHIC.pdf  
283 Redstone Strategy Group (2013) GHANA’S OIL – AVOIDING THE RESOURCE CURSE: TECHNICAL NOTE 
http://www.thinktankinitiative.org/sites/default/files/2013-04-
25%20HTT%20IEA%20Ghanas%20oil%20avoiding%20the%20resource%20curse%20TECHNICAL%20NOTE.pdf  
284 Think Tank Initiative (2013) GHANA’S OIL – AVOIDING THE RESOURCE CURSE 
http://www.thinktankinitiative.org/sites/default/files/2013-04-
25%20HTT%20IEA%20Ghanas%20oil%20avoiding%20the%20resource%20curse%20IMPACT%20GRAPHIC_1.pdf  
285 Redstone Strategy Group (2013) STRENGTHENING DEMOCRACY IN GHANA: TECHNICAL NOTE 
http://www.thinktankinitiative.org/sites/default/files/2013-04-
23%20HTT%20IEA%20Strengthening%20democracy%20in%20Ghana%20TECHNICAL%20NOTE.pdf  
 
 



 

 

                                                                                                                                                              
 
286 Think Tank Initiative (2013) STRENGTHENING DEMOCRACY IN GHANA 
http://www.thinktankinitiative.org/sites/default/files/2013-04-
23%20HTT%20IEA%20Strengthening%20democracy%20in%20Ghana%20IMPACT%20GRAPHIC.pdf  
287 Alston, J. M., Chan-Kang, C., Marra, M. C., Pardey, P. G., & Wyatt, T. J. (2000). A meta-analysis of rates of return 
to agricultural R&D: Ex pede Herculem? (Vol. 113). Intl Food Policy Res Inst. 
288 Alene, A.D. (2010) Productivity growth and the effects of R&D in African agriculture. Agricultural Economics 41 
(2010) 223–238 http://onlinelibrary.wiley.com/doi/10.1111/j.1574-0862.2010.00450.x/pdf  
289 Alston, J. M., Chan-Kang, C., Marra, M. C., Pardey, P. G., & Wyatt, T. J. (2000). A meta-analysis of rates of return 
to agricultural R&D: Ex pede Herculem? (Vol. 113). Intl Food Policy Res Inst. 
290 Sen, K. (2010) Literature Review on Rates of Return to Research. Internal DFID. 
291 Buxton, M., Hanney, S., Morris, S., Sundmacher, L., Mestre-Ferrandiz, J., Garau, M., ... & Kapur, S. (2008). 
MEDICAL RESEARCH What's It Worth? Report for the Medical Research Council, the Wellcome Trust and the 
Academy of Medical Sciences 
292 Cambridge Econometrics (2012) Assessing the Impacts of Academic Social Science Research Modelling the 
economic impact on the UK economy of UK-based academic social science research 
293 Hurley, T. M., Rao, X. and Pardey, P. G. (2014) Recalibrating the Reported Rates of Return to Food and Agricultural 
Research and Development. Forthcoming in the American Journal of Agricultural Economics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

                                                                                                                                                              
 
 
 
 
 
 
 
 
 
The Department for International Development: 
Leading the UK government’s fight against world poverty. 

Department for International Development 
22 Whitehall 
London 
SW1A 2EG 
UK 

and at: 

Abercrombie House 
Eaglesham Road East 
Kilbride 
Glasgow 
G75 8EA 
UK 

Tel: +44 (0)20 7023 0000 

Fax: +44 (0)20 7023 0016 

Website: www.dfid.gov.uk 

Facebook: www.facebook.com/ukdfid 

Twitter: @DFID_UK 

Email: enquiry@dfid.gov.uk 

Public enquiry point: 0845 3004100 or +44 1355 84 3132 (if you are calling from abroad) 

© Crown copyright 2014 

Copyright in the typographical arrangement and design rests with the Crown. This publication (excluding the 
logo) may be reproduced free of charge in any format or medium, provided that it is reproduced accurately 
and not used in a misleading context. The material must be acknowledged as Crown copyright with the title 
and source of the publication specified.  

Cover photo obtained from www.morguefile.com 

This evidence paper is published by the UK Department for International Development (DFID). This is not a 
policy document, and does not represent DFID's policy position.  

Published by the Department for International Development, July 2014 

 


