Chair’s introduction

In September 2019 I had the immense pleasure of becoming the Chair of the Biometrics and Forensics Ethics Group (BFEG). I would like to express my gratitude to Christopher Hughes, OBE whose energy and enthusiasm helped to put ethics at the heart of policy making.

Also in September 2019, the BFEG was pleased to welcome four new members to support its work. I would like to express my deep gratitude to all our members for their valuable contributions, passion, and hard work over this year.

The BFEG continues to provide valued advice on Data Protection Impact Assessments (DPIAs) in support of the Home Office Biometrics (HOB) programme and has made recommendations for improvements to the Home Office DPIA template to record increased detail on the proposal and decision processes to allow a more effective ethical review. Having made the case for consideration of potential ethical issues in HOB projects prior to DPIA completion, the BFEG will provide advice on HOB projects earlier in their development going forwards. There is significant value in early engagement with ethical review so that solutions to user need can be robust and ethically sound, and alternatives can be considered at an effective stage. I hope this early engagement with the BFEG for the ethical review of proposals will be reflected across all areas of our work.

The use of Live Facial Recognition (LFR) continued to be an area of focus for the BFEG and the proportional use of the technology and the size and construction of watchlists should continue to be carefully and independently monitored. I look forward to the forthcoming publication of the BFEG’s report on the collaborative use of LFR between public and private organisations in autumn 2020.

In 19/20 the BFEG established a new working group to provide advice to projects using data-driven technology and has been reviewing two cases for the Data Analytics Competency Centre. This review has again identified the value of early engagement with ethics bodies and reinforced the benefits of well-designed and well conducted DPIAs. The BFEG will share its findings with the project team later this year. I look forward to the group beginning work on ethical guidelines for data science practitioners. The Covid-19 pandemic has increased public interest in the ethical application of data-driven technologies, and this will be an exciting and important area of work for the BFEG over the next year.

The importance of considering the ethical impact of Home Office processes, particularly on people with protected characteristics, has been highlighted by the publication of the Windrush Lessons Learned Review and I look forward to supporting the BFEG’s important work in 2020/21.

Professor Mark Watson-Gandy
Chair, Biometrics and Forensics Ethics Group
What we do

The Biometrics and Forensics Ethics Group (BFEG) is an advisory non-departmental public body sponsored by the Data and Identity Directorate of the Home Office. It provides independent ethical advice to Home Office Ministers on issues related to the collection, use, and retention of biometric and forensic material and on the use of large and complex datasets and projects using artificial intelligence.

The BFEG is commissioned to consider the ethical impact on society, groups, and individuals from:

- the use of large datasets within the Home Office, including the implementation of systems using machine learning and artificial intelligence;
- the collection, retention and use of human biometric identifiers, such as DNA, fingerprints, and facial recognition;
- the retention and use of forensic data such as extracted digital forensic material;
- policy and projects from the Forensic Information Databases Strategy Board; and
- relevant projects from the Home Office Biometrics programme, including advice on Data Protection Impact Assessments.

The BFEG also considers:

- issues raised by key stakeholders such as the Forensic Information Databases Strategy Board, the Biometrics Commissioner, and the Forensic Science Regulator; and
- issues raised by members of the BFEG as part of its self-commissioned work (roughly 30%).

2019/20 Commission

In April 2019 the Biometrics and Forensics Ethics Group (BFEG) was asked to organise working groups around the following themes.

Home Office Biometrics programme and governance review
The Home Office Biometrics (HOB) programme Ethics Working Group was asked to continue to advise on the HOB programme and its Data Protection Impact Assessments. In addition, the group was asked to provide advice on the Home Office biometrics governance review, paying special attention to data sharing and oversight arrangement.

Use of Live Facial Recognition
The Facial Recognition Working Group was asked to build on its work in its interim report on ethical issues arising from police use of live facial recognition (LFR) technology and provide advice on:

- specific projects considering the use of LFR;
- LFR collaborations between police forces and private entities; and
- use of publicly available images.
Use of large and complex datasets
The BFEG was asked to form a new working group to advise projects considering the adoption and/or use of artificial intelligence such as machine learning applications, and to review projects to ensure that stakeholders understand how and why decisions or conclusions were reached.

Development of the Home Office data ethics framework.
The BFEG was asked to establish a new working group to provide support to ethical consideration of the use of data throughout the development, consideration, and evaluation of new policy or projects. The group was commissioned to provide advice on:
- a Home Office data ethics framework with reference to the other working groups and to the BFEG ethics principles (April 2018);
- the principles that the BFEG developed to guide police trials of facial recognition (February 2019); and
- the Government Data Ethics Framework (June 2018).

Overview of activities

Appointment of new Chair
In September 2019 Christopher Hughes, OBE concluded his tenure with the Biometrics and Forensics Ethics Group (BFEG) after ten years. The Home Office Chief Scientific Officer, John Aston, and the Director of Data and Identity Policy, Christophe Prince, thanked Mr Hughes for his dedication and hard work, for promoting the work of the BFEG, and for his support of colleagues and the Department.

A recruitment campaign was undertaken for a new Chair and in September 2019, the BFEG was pleased to welcome Professor Mark Watson-Gandy as the new Chair of the BFEG.

Professor Mark Watson-Gandy is a practising barrister, author and company chairman. Mark is experienced in advising the Government, having been a former junior counsel to the Crown and has considerable experience of chairing committees. The author of several legal textbooks, Mark is also a special lecturer at Cass Business School, a visiting professor at the University of Westminster and a member of Court at the University of Essex.

Appointment of new members
In February 2019 the remit of the BFEG was expanded to include an independent review of the use of large datasets by the Data and Identity Directorate and other stakeholders within the Home Office.

In order to provide the range of expertise required to advise Ministers on the newly expanded remit a recruitment campaign was undertaken to appoint four new members.

In September 2019 the following members were welcomed to the BFEG:
- Dr Nóra Ni Loideain – Director of the Information Law and Policy Centre, Institute of Advanced Legal Studies, University of London;
- Professor Richard Guest – Professor of Biometric Systems Engineering and Head of the School of Engineering and Digital Arts, University of Kent;
- Professor Charles Raab – University of Edinburgh and Turing Fellow, Alan Turing Institute; and
- Dr Julian Huppert – Director and Fellow at the Intellectual Forum, Jesus College Cambridge.
Resignation of member
In January 2020 Professor Dame Sue Black stood down from the BFEG as a result of work commitments. Professor Dame Black had been a member of the BFEG since December 2017 and provided valuable input and commitment throughout. A recruitment campaign would be run in winter 2020/21.

Meetings
Full committee meetings
The BFEG held four full committee meetings in the period covered by this annual report. The minutes of these meetings are publicly available on the BFEG gov.uk website.

Speakers
The BFEG heard from several external speakers between April 2019 and April 2020 to maintain a broad and up-to-date understanding of the ethical issues in forensics, biometrics and the use of data-driven technologies. Details of the presentations can be found in the relevant minutes and a summary and link are provided here. Individuals or organisations with a relevant topic for discussion at a BFEG meeting would be welcome to contact the BFEG secretariat at BFEG@homeoffice.gov.uk.

Ada Lovelace Institute and Royal Statistical Society (RSS)
At the September 2019 meeting the BFEG heard from a representative from the Ada Lovelace Institute and the RSS on the work of the Ada Lovelace Institute, and specifically the proposed Citizens’ Biometric Council, that would bring together members of the public to deliberate on the use of facial recognition and other biometrics technologies, alongside an independent legal review of the governance of biometric data. The group also heard about the work of the RSS in developing statistical guides for advocates and evidence standards for forensic science.

The Alan Turing Institute
At the March 2019 meeting the BFEG heard from a member of the Alan Turing Institute’s Data Ethics Group about their advisory report to West Midlands Police Analytics, co-authored with the Independent Digital Ethics Panel for Policing (IDEPP). The report discussed ethical implications of a proposed National Analytics Solution (NAS). The NAS involved the use of data sources and analytical techniques within a national law enforcement context to prevent harm, reduce criminality, and protect the vulnerable.

Forensic Capability Network (FCN)
At the March 2020 meeting the BFEG heard from a representative from the Forensic Capability Network (FCN), a new organisation providing coordination of police forensic services across England and Wales. The group was informed about the proposed FCN research and ethics framework for traditional and digital forensics.

Working group meetings
In 2019/20 the sub-groups of the BFEG also met regularly to progress their individual areas of work. The Home Office Biometrics Programme Working Group, the Facial Recognition Working Group, and the Complex Datasets Working Group each met on four occasions and the Data Ethics Framework Group met on one occasion. The activities of the working groups were reported to the BFEG at the quarterly meetings and reflected in the minutes of those meetings.

Ministerial meetings
The new Chair of BFEG met with Baroness Williams of Trafford, the lead Minister overseeing the work of the BFEG in January 2020. The meeting focused on:

- how the BFEG could best provide independent challenge and guidance regarding the ethical considerations for use of data in the Home Office; and
- mechanisms to increase awareness and utilisation of the group, both within the Home Office and by public sector partners, such as police forces.
Stakeholder engagements

The BFEG routinely provided advice and guidance to the Forensic Information Databases Strategy Board (FIND SB), and the Home Office Biometrics (HOB) programme. The BFEG also provided advice as required for other relevant departments in the Home Office.

**Forensic Information Databases Strategy Board**

The FIND SB provides governance and oversight over the operation of the National DNA Database (NDNAD) and the National Fingerprint Database. In the 2019/20 reporting period the BFEG was asked to advise on ethical issues arising in connection with the Forensic Information Database Service business on the following topics:

**Identification of bodies following burial at sea**

Since 2010 the police had been dealing with several unidentified bodies that had been washed ashore. As it was unknown whether the bodies were from individuals who had opted to be buried at sea, a full forensic post-mortem examination would be performed, and cases were treated as potential murder enquiries until proven otherwise. This was both costly and resource intensive. The BFEG was asked to consider a proposal to amend the existing licensing conditions to require a person requesting to be buried at sea to consent to a DNA sample being taken post-mortem. The resulting DNA profiles would be loaded on to the Missing Persons' DNA Database (MPDD) and could be compared to samples taken from bodies washed ashore.

The BFEG recommended that a leaflet be provided to individuals who wished to be buried at sea explaining the benefits of providing their DNA profile, such as saving police time and money and preventing inconvenience and distress.

The burials at sea project moved to the National Crime Agency Missing Persons' unit. The recommendation from the BFEG had been taken as an action that would be required before the project was launched.

**Expanding the number of loci on the NDNAD**

In 2020 the NDNAD held DNA profile information from up to 16 different areas of DNA (loci) allowing all of the information generated using the DNA-17 profiling chemistry to be stored on the NDNAD. Following the implementation by some forensic service providers (FSPs) of newer DNA profiling chemistries that looked at over 20 areas of DNA (20+ loci DNA profiling chemistries) the views of the BFEG were sought on a proposal to expand the number of DNA loci retained on the NDNAD. This would allow the additional profile information generated from 20+ loci profiling chemistries to be held on the NDNAD.

The BFEG agreed with the proposal as this could enhance the match process for both confirmation and elimination purposes.

**Near match DNA report**

In a criminal investigation a law enforcement authority may submit a DNA profile for comparison against the records held on the NDNAD. A full DNA match would result when the 16 pairs of numbers (and sex marker) representing an individual's DNA profile were an exact match against a sample on the database and the resulting match would be reported to the investigating authority.

The BFEG was asked to consider a proposal for near match results to be routinely reported. A trial of an operational service was proposed in which confirmed near match results would be reported to Law Enforcement Authorities (LEAs), with the support of Greater Manchester Police. This would allow for the investigation of near matches.

This proposal was at an early stage and the BFEG expected to be provided with additional criteria and process information in 2020/21 and would provide feedback on a detailed proposal before the trial would commence.
Genealogical databases for law enforcement
The BFEG was asked by FIND SB to consider whether the use of genealogical databases for law enforcement purposes would be possible or acceptable in the UK. A report was produced for the board by BFEG members, Denise Syndercombe Court and Mark Jobling. The report introduced genetic genealogy and explained how the technique had been used in the investigation of criminal cases in the USA. It also outlined the challenges to the use of genetic genealogy approaches and an assessment of the feasibility, and necessity, of using such methods in the UK. The report concluded that the UK DNA database, was very efficient and conventional methods with appropriately applied familial searches would identify the bulk of perpetrators. Following the provision of the report to the FIND SB an updated report was expected be published on the BFEG website later in 2020. The recommendations of this report are summarised in the recommendations table.

Collection of elimination samples at Sexual Assault Referral Centres (SARCs)
The BFEG was asked to consider a proposal to obtain DNA elimination samples for inclusion on the Contamination Elimination Database (CED) from practitioners, complainants, and other relevant individuals at SARCs. The aim of collecting elimination samples was to ensure that any DNA profiles generated during a sexual assault examination that were the result of a contamination event were not retained on the NDNAD. The BFEG was informed that around 1,000 DNA profiles had been removed from the NDNAD after they were identified as contamination profiles from police officers and staff.

The BFEG made the following recommendations in response to this proposal.
1. Elimination samples should be collected by a healthcare professional and not a police officer.
2. Information provided to patients and attendees being asked to provide their DNA samples for elimination purposes should be clear, informative and explain the benefits of providing the DNA samples.
3. Manufacturers of consumables for forensic DNA analysis should be encouraged to provide their employees’ DNA samples to the Contamination Elimination Database (CED) to ensure that their profiles do not appear on the NDNAD.

Biometrics Commissioner
The Biometrics Commissioner highlighted to the BFEG the effect of the increased use of voluntary attendance (VA) by police resulting in a decrease in biometrics being taken. The Commissioner expected this to have an impact on opportunities for speculative database searching as a result of a reduction in the size of biometrics databases and this should be taken into account when considering biometrics policy.

The Biometrics Commissioner informed the BFEG that changes to police bail made by the Policing and Crime Act 2017 were causing problems for police forces. Following these changes large numbers of suspects were ‘released under investigation’ (RUI) rather than on bail. It was mentioned that not all police IT systems had been updated to reflect this method of release, which could result in the automatic triggers for biometric deletion not being activated. The BFEG was advised that some biometrics could be held for longer than was necessary and/or lawful. The Home Office was planning to undertake a review of the RUI system, and the BFEG’s advice could be sought for this review.

Forensic Science Regulator
Massively Parallel Sequencing
The Forensic Science Regulator asked the BFEG to consider the ethical issues in the use of Massively Parallel Sequencing (MPS) for forensic casework. MPS allows the simultaneous analysis of hundreds of genetic markers and, together with providing information on the size of the markers, it can also determine the underlying DNA sequence. As a result, MPS offered a solution to interpreting mixtures and obtaining usable profiles from degraded DNA.
Other potential applications of MPS included using panels of multiple genetic markers for estimation of ancestry, phenotype, and age. A presentation on the potential forensic uses of MPS by representatives from Cellmark Forensic Services was heard at the March 2020 meeting. This presentation covered short tandem repeat (STR) analysis, and the potential use of genetic markers to predict phenotype and ancestral origin.

The BFEG identified a number of concerns regarding the prediction of phenotype and ancestry from forensic samples and recommended the following ethical considerations before implementing this technique:

- make clear how the data from phenotypic and ancestral markers were used to give predictions on phenotype and geographical area of origin;
- present ancestral and phenotypic data as probabilities to allow uncertainty to be evaluated;
- place an onus on the manufacturers of the phenotypic and ancestry DNA marker products to continue to improve the range of markers used; and
- make clear how judgements would be made about when to use MPS and who would make this decision.

Policy

In addition to the commissioned work the BFEG also provided advice to policy colleagues on an ad hoc basis.

Custody images leaflet

In response to the High Court ruling on the retention of images of individuals who had not been convicted (R. M. C. and F. J. v. Commissioner of Police for the Metropolis and Secretary of State for the Home Department [2012] EWHC 1681 [Admin]), the Government commissioned a review of the current framework for the acquisition, retention and deletion of custody images as well as their operational uses and governance arrangements (the Custody Image Review). The review was published in 2017 and the Home Office recommended to police chiefs that people not convicted of an offence should be given the right to request that their custody image be deleted from all police databases, with a general presumption that it must be removed.

The BFEG recommended that policy produce a leaflet for arrestees that explained the process of retaining custody images. A similar leaflet that the BFEG previously recommended to explain retention of DNA samples had already been produced and it was agreed that these should be kept as two separate leaflets. The BFEG would provide feedback on the draft of the custody images leaflet.

Other engagements

The Centre for Data Ethics and Innovation (CDEI)

At the December 2019 meeting the BFEG heard from representatives from the CDEI on their work in developing a draft framework for the ethical development of police data analytics tools. The members provided comment on the scope of the work and highlighted the need for ethical oversight, support, and resources for the effective use of data analytics tools by policing.

National Crime Agency

At the June 2019 meeting the BFEG heard from a representative from the National Crime Agency (NCA) on the early developments of voice analytics. The BFEG was asked to consider what effective oversight of voice analytics would be required to ensure any application would be ethical and acceptable. The BFEG recommended research pertaining to public opinion on voice capture be undertaken.
Home Office Police Digital Service

At the June 2019 meeting the BFEG heard from a representative from the Home Office Police Digital Service (PDS) on its retrospective facial recognition trial to assist in searching for missing people. The BFEG was informed that around 360 people went missing each day and this was a priority area for policing.

The PDS team had been focusing on scenarios where missing persons were searched for in video footage taken retrospectively from locations where a missing person was suspected to have visited. Video footage would be manually reviewed to locate the missing person. The PDS proposed using retrospective facial recognition technology to suggest matches for the person of interest in the footage. The matches would be reviewed by the investigating officer who would decide what course of action to take. By incorporating facial recognition technology in this process, it proposed that a review of the footage and identification of the missing person could be carried out more quickly. To test the process the PDS team was using video footage produced using actors to represent missing persons.

The BFEG was supportive of the trial. However, it recommended that this trial, and other similar trials, include more ethnic diversity of participants/actors to test the performance and accuracy of the technology on ethnic minority groups.

Identity security Policy

The BFEG’s views were sought by the Identity Security Team within the Home Office to advise on a passport application that it had received. An application for a British passport had been rejected on the grounds that the DNA profile used as proof of paternity had not met policy requirements as it had been taken prenatally. The Identity Security Team asked the BFEG to consider if it was ethical to use DNA profiles from foetal DNA samples for nationality claims.

The BFEG recommended that prenatal tests should not be used for nationality claims, since there would always be the requirement to retest the child after birth to confirm that the child applying was the same as the foetus tested.

Budget and expenditure

The Biometrics and Forensics Ethics Group’s (BFEG’s) members are unremunerated for their work but received reasonable travel and overnight expenses. Other costs were accrued from the production of reports and hosting meetings. BFEG expenditure for April 2019 to April 2020 is shown in Table 1 below.

<table>
<thead>
<tr>
<th>Expense</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment</td>
<td>£222.40</td>
</tr>
<tr>
<td>Design of 2018/19 Annual Report</td>
<td>£1,368.00</td>
</tr>
<tr>
<td>Members’ expenses</td>
<td>£3,128.44</td>
</tr>
<tr>
<td>External venue hire</td>
<td>£271.92</td>
</tr>
<tr>
<td>Food</td>
<td>£537.80</td>
</tr>
<tr>
<td>Total</td>
<td>£5,528.56</td>
</tr>
</tbody>
</table>

Table 1: BFEG expenditure April 2019 to April 2020

Communications

Freedom of Information Act requests

The Biometrics and Forensics Ethics Group (BFEG) received 14 requests for information under the Freedom of Information Act.
Website activity
Details of the work of the BFEG can be found on its [gov.uk website](https://www.gov.uk). This website was viewed 3,738 times (2,773 unique views) between March 2019 and April 2020.

Progress on commissioned work in 19/20

**Home Office Biometrics programme and governance review**
During 19/20 the group advised on a range of [Data Protection Impact Assessments](https://www.gov.uk) (DPIAs) for the Home Office Biometrics (HOB) programme and provided suggestions for improvements to the Home Office DPIA template.

As a continuation of this work the HOB forward plan referenced the Biometrics and Forensics Ethics Group’s engagement in the review of HOB projects through to 2021, including consultation earlier in project lifecycles. In addition, the group would continue to advise on projects from Innovation, and from Open Space and may be asked to advise on projects from Borders, Immigration and Citizenship System (BICS) and the Law Enforcement Database Service (LEDS).

**Use of Live Facial Recognition**
In 2019/20 the Facial Recognition Working Group focused on gathering evidence on the ethical issues arising from the collaborative use of live facial recognition (LFR), where data or images were shared between public and private sectors.

In support of this work the group sought evidence from a range of sources. The evidence gathering day in December 2019 was informative, taking views from the Surveillance Camera and Biometrics Commissioners and a civil liberty organisation. Views from manufacturers and public and private sector users of LFR technology would be sought through a [public call for evidence](https://www.gov.uk). A further evidence gathering event supporting the working group’s research had been postponed from April until June as a result of the Covid-19 pandemic and would be reported in the next Annual Report.

**Use of large and complex datasets**
The Complex Datasets Working Group was established to consider ethical issues in the use of complex datasets by Home Office teams to implement systems using [artificial intelligence](https://www.gov.uk) or [machine learning](https://www.gov.uk). The BFEG was asked to consider two use cases from Data Services and Analytics (DSA). These cases and their associated DPIAs were been reviewed and the group would draft a report for the DSA team highlighting areas for ethical consideration and the establishment of best practice.

**Development of the Home Office data ethics framework**
A working group was established to provide advice on the development of a Home Office data ethics framework. The BFEG sought to differentiate a Home Office framework from data ethics frameworks published by other groups by identifying the specific Home Office users and possible use cases. This was initially addressed through worked examples at the BFEG away day and more recently by the Complex Dataset Working Group. The view of the Data Ethics Working Group was that practical, user-specific guidance on data ethics would add more value than an overarching framework as other frameworks could be utilised by the Home Office for high-level guidance.

The Data Ethics Working Group was supportive of the draft data ethics process proposed for Digital, Data and Technology (DDaT) which would utilise the data ethics framework from the Department for Digital, Culture, Media and Sport (DCMS), if satisfactorily updated. In this model
the working group could function as an advisory group providing ethical guidance and support for projects where ethical queries were not resolved using the DCMS framework.

The BFEG was working with Home Office policy to develop a process to address specific data ethics queries. Where ethical queries were broad or related to legal or data protection issues, they would be triaged by a policy team and referred to the relevant data ethics frameworks, the Home Office legal advisors, or Data Protection Practitioners, where appropriate. Where cases required specific ethical advice, they would be referred to the BFEG secretariat for consideration of review by the BFEG.

### Summary of advice and recommendations

<table>
<thead>
<tr>
<th>No.</th>
<th>Proposal</th>
<th>Advice/Recommendation</th>
<th>Progress</th>
</tr>
</thead>
</table>
| 1   | Burials at sea  
Addition to existing licensing conditions to require consent to collect a post-mortem DNA sample from individuals who wished to be buried at sea. | A leaflet should be provided to individuals who wish to be buried at sea explaining the benefits of providing their DNA profile to allow identification of remains found washed ashore. | This project had moved to the National Crime Agency Missing Persons’ Unit and the advice from the BFEG was taken as a required action. The project was on hold and expected to resume later in 2020/21 depending on resources. |
| 2   | Expanding the number of loci on the National DNA Database (NDNAD)  
The Biometrics and Forensics Ethic Group’s views were sought on retention on the NDNAD of all the Short Tandem Repeat (STR) markers (loci) in a DNA profile generated from all 20+ loci DNA profiling chemistries. | The BFEG agreed with the proposal. The NDNAD should be extended to capture the additional STR markers that could enhance the match process for both confirmation and elimination purposes. | The extension would be part of the Home Office Biometrics programme roll out. |
| 3   | Near match DNA report  
Near match DNA results to be routinely reported to Law Enforcement Authorities (LEAs) for the investigation of near matches. | The BFEG requested additional criteria and process information before providing feedback on a trial of this approach. | FINDS would develop the proposal and process and provide an update to the BFEG in 2020/21. |
<table>
<thead>
<tr>
<th>No.</th>
<th>Proposal</th>
<th>Advice/Recommendation</th>
<th>Progress</th>
</tr>
</thead>
</table>
| 4   | **Genealogical databases for law enforcement**  
The BFEG was asked by the Forensic Information Databases Strategy Board (FIND SB) to consider whether the use of genealogical databases would be possible or acceptable in the UK. | The BFEG identified a number of ethical, legal and safeguarding considerations.  
- Genetic genealogy should only be used if it can be shown that the established methods were no longer adequate or effective.  
- Processes would be needed to maintain the security of data, including sensitive medical and personal data that may be misinterpreted if revealed.  
- Genealogists must have the necessary skills and knowledge, ideally with accreditation and affiliation to a professional body, to ensure quality, conduct, confidentiality and privacy.  
- The genetic analysis would need to be carried out in an accredited analytical environment that meets chain of custody, security, process and confidentiality requirements.  
- A legal framework that would permit the collection and use of genetic data accompanied by relevant legal safeguards would need to be established. | A report would be published in September 2020 on the BFEG website. |
| 5   | **Elimination DNA samples from Sexual Assault Referral Centres**  
Collection of elimination DNA samples from all attendees at a forensic medical examination for sexual assault, including the complainant and anyone coming into contact with the complainant. | 1. Elimination samples should be collected by a healthcare professional and not a police officer.  
2. Information provided to patients and attendees being asked to provide their DNA samples for elimination purposes should be clear, informative and explain the benefits of providing the DNA samples;  
3. DNA consumables manufacturers should be encouraged to provide their employees’ DNA samples to the Contamination Elimination Database (CED) to ensure their profiles did not appear on the NDNAD. | Samples from victims of crime were no longer permitted to be loaded to the CED. A separate exercise was undertaken to encourage employees of consumable manufacturers to provide samples for the CED, which had a limited uptake. |
<table>
<thead>
<tr>
<th>No.</th>
<th>Proposal</th>
<th>Advice/Recommendation</th>
<th>Progress</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td><strong>Massively Parallel Sequencing (MPS)</strong></td>
<td>The BFEG recommended the following ethical considerations before implementing this technique,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The Forensic Science Regulator asked the BFEG to consider the ethical</td>
<td>1. Make clear how the data from phenotypic and ancestral markers were used to give predictions on phenotype and biogeographical origin.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>issues in the use of MPS for forensic casework.</td>
<td>2. Present ancestral and phenotypic data as probabilities to allow uncertainty to be evaluated.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Place an onus on the manufacturers of the phenotypic and ancestral DNA marker products to continue to improve the range of markers used.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Make clear how judgements would be made about when to use MPS and who would make the decision.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td><strong>Custody images</strong></td>
<td>The BFEG recommended that policy produce a leaflet for arrestees that explained the process of retaining custody images.</td>
<td>The BFEG would provide feedback on the draft of the custody images leaflet once produced.</td>
</tr>
<tr>
<td></td>
<td>The Home Office was keen to ensure that people taken into custody were</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>appropriately informed of their rights in relation to the retention and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>deletion of data, including images.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td><strong>New biometrics voice analytics</strong></td>
<td>The BFEG recommended research pertaining to public opinion on voice capture be undertaken.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The BFEG was asked to consider what effective oversight of voice analytics</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>was required to ensure that any application would be ethical and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>acceptable.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td><strong>Retrospective facial recognition trials</strong></td>
<td>The BFEG recommended that trials of retrospective facial recognition technology incorporate ethnic minority participants, to test the performance and accuracy of the technology on ethnic minority groups.</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td><strong>Foetal DNA profile for nationality claims</strong></td>
<td>The BFEG recommended that prenatal tests should not be used for nationality claims, since there would always be the requirement to retest the child after birth to confirm that the child applying was the same as the foetus tested.</td>
<td>Policy unchanged as a result of advice provided.</td>
</tr>
</tbody>
</table>
### Appendix 1: Update on 2018/19 recommendations

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Progress made</th>
<th>2019/20 Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendation 1: That the Metropolitan Police Service (MPS) encourages a greater level of public scrutiny for its trial deployments of Live Facial Recognition (LFR).</td>
<td>There were no further trial deployments of LFR by the MPS.</td>
<td>The MPS had published information on its use of LFR on its force website and had deployed LFR operationally twice in February 2020.</td>
</tr>
<tr>
<td>Recommendation 2: Pending the development of a legislative framework, police trials of LFR should comply with the usual standards of experimental trials, including rigorous and ethical scientific design.</td>
<td></td>
<td>The use of LFR by the police had been tested in the courts in the case of Bridges v. the Chief Constable of South Wales Police.</td>
</tr>
<tr>
<td>Recommendation 3: The scope of Data Protection Impact Assessments (DPIAs) introduced alongside the General Data Protection Regulation (GDPR) should be sufficiently broad and should address human rights and the societal impact of Home Office actions, in addition to matters of data protection.</td>
<td>The Home Office Biometrics Ethics Working Group (HOB E WG) reviewed the Home Office DPIA template.</td>
<td>The HOB E WG provided feedback to the Home Office on improvements that should be made to the Home Office DPIA.</td>
</tr>
<tr>
<td>Recommendation 4: Data on the use and success of familial searching using the UK National DNA Database (NDNAD) system should be obtained and analysed prior to consideration of any alternative methods of identifying relatives in criminal forensic investigations, such as the use of genetic genealogy.</td>
<td>These data were obtained from the Forensic Information Databases Service.</td>
<td>The BFEG’s report on the use of genetic genealogy techniques would be published on the BFEG website in September 2020.</td>
</tr>
</tbody>
</table>
## Appendix 2: Glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial intelligence (AI)</td>
<td>In computer science, the term artificial intelligence (AI) refers to any human-like intelligence exhibited by a computer, robot, or other machine. AI is the ability of a machine to perform a task usually done by humans such as recognising objects, understanding and responding to language, making decisions, and solving problems.</td>
</tr>
<tr>
<td>Biometrics Commissioner</td>
<td>The Biometrics Commissioner is independently appointed to provide oversight of the regime established by the Protection of Freedoms Act 2012 to govern the retention and use by the police in England and Wales of DNA samples, DNA profiles and fingerprints. The Biometrics Commissioner also has a UK-wide oversight function as regards their retention and use by the police on national security grounds.</td>
</tr>
<tr>
<td>Biometric identifiers</td>
<td>Information about an individual’s physical characteristics such as fingerprints or eye colour, which are discriminating and measurable.</td>
</tr>
<tr>
<td>Biometric recognition</td>
<td>Biometric recognition is the automated recognition of individuals based on their biological and behavioural characteristics, for example, facial image, DNA, voice and gait.</td>
</tr>
<tr>
<td>Contamination Elimination DNA Database (CED)</td>
<td>The CED is a centrally held database of DNA profiles taken from individuals who have a role where there is a risk that they may inadvertently contaminate a DNA sample taken from a crime scene with their own DNA. This includes DNA consumable manufacturing staff, forensic laboratory staff, crime scene examiners and police officers.</td>
</tr>
<tr>
<td>Custody images review (CIR)</td>
<td>Review by the Home Office to consider proportionality of the use and retention of images on a national database.</td>
</tr>
<tr>
<td>Data Protection Impact Assessment (DPIA)</td>
<td>A tool to identify and minimise the data protection risks associated with a project.</td>
</tr>
<tr>
<td>Deoxyribonucleic acid (DNA)</td>
<td>The chemical in the cells of an organism that carries that organism's heritable material used in the development, functioning and reproduction of all known living organisms. DNA is a nucleic acid and consists of two strands coiled around each other to form a DNA double helix and packaged into chromosomes.</td>
</tr>
<tr>
<td>DNA-17</td>
<td>DNA-17 is a particular type of DNA profiling test that looks at 16 areas of an individual’s DNA plus a sex marker [see also STR DNA profile]. There are multiple, specific profiling chemistries within DNA-17, which have differences in design that can result in slight differences in the resulting profiles. Other profiling chemistries exist that look at different numbers of areas of DNA and/or different areas, but only the information contained within the DNA-17 set are currently retained on the National DNA Database.</td>
</tr>
<tr>
<td>Elimination DNA sample</td>
<td>A DNA sample taken from an individual and used to create a DNA profile in order to identify possible DNA contamination. [See also Contamination Elimination DNA Database].</td>
</tr>
<tr>
<td>Term</td>
<td>Description</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>Facial recognition system</td>
<td>An application capable of identifying or verifying a person from a digital image or a live video source by comparing it to selected facial features from a known source image.</td>
</tr>
<tr>
<td>Familial searching</td>
<td>Involves searching a DNA profile from an unknown individual against the National DNA Database for profiles that may have come from a close relative. As half a person’s DNA is inherited from the mother and half from the father, relatives such as parents, children, and siblings, will share a predictable amount of DNA.</td>
</tr>
<tr>
<td>Forensic Information Databases Service (FINDS)</td>
<td>The Home Office unit responsible for administering the National DNA Database, National Fingerprint Database and Footwear Database.</td>
</tr>
<tr>
<td>Forensic Information Databases Strategy Board (FIND SB)</td>
<td>The FIND SB provides governance and oversight over the National DNA Database and the National Fingerprint Database. It has a number of statutory functions including issuing guidance on the destruction of profile records and producing an annual report.</td>
</tr>
<tr>
<td>Forensic Science Regulator (FSR)</td>
<td>The FSR ensures that the provision of forensic services across the criminal justice system is subject to an appropriate regime of scientific quality standards. The FSR works with the Home Office.</td>
</tr>
<tr>
<td>Genetic genealogy</td>
<td>Genetic genealogy uses powerful DNA analysis, distinct from short tandem repeat (STR) DNA profiling, to identify individuals who may be related by searching the genetic genealogy database (GED) to find a match with other individuals who share common sections of DNA. The likely relationship between individuals is predicted from the amount of DNA in common. A short list of individuals with common DNA is then used by genetic genealogists to construct family trees and attempt to identify a common ancestor.</td>
</tr>
<tr>
<td>Home Office Biometrics Programme</td>
<td>The HOB (HOB) Programme has been running since 2014, delivering services supporting fingerprints, facial images and DNA (the main biometric modalities currently extensively used in the UK public sector), developing capabilities across the Home Office, law enforcement and, where appropriate, more widely across government.</td>
</tr>
<tr>
<td>Live facial recognition (LFR)</td>
<td>LFR is the automated one-to-many ‘matching’ of near real-time video images of individuals with a curated ‘watchlist’ of facial images.</td>
</tr>
<tr>
<td>Machine learning</td>
<td>Machine learning is a branch of artificial intelligence (AI) focused on building applications that learn from data. Machine learning algorithms improve their accuracy with experience without being explicitly programmed to do so.</td>
</tr>
<tr>
<td>Massively Parallel Sequencing (MPS)</td>
<td>MPS or Next Generation Sequencing is a fast way to analyse DNA that works by processing many sections of DNA at the same time. In forensic DNA analysis, MPS can differentiate between two DNA profiles that appear the same after STR analysis [see STR DNA profile] by looking for differences in the sequence of the bases (A,T,C,G). Other MPS applications include phenotyping [see phenotype], estimation of age, and prediction of ancestry.</td>
</tr>
</tbody>
</table>
### Missing Persons' DNA Database (MPDD)

The MPDD is a database containing DNA profile records of missing persons, relatives of missing persons (where a reference DNA profile is not available for the missing person), unidentified bodies and some crime stain DNA profile records that may be linked to missing persons or unidentified bodies (for example, a no-body murder case).

### National DNA Database (NDNAD)

Established in 1995, the NDNAD is an electronic, centralised database holding the short tandem repeat (STR) DNA profiles taken from both individuals and crime scenes. The database can be searched to provide the police with a match to an individual or a match linking an individual to a crime scene and **vice versa**.

### Near match report

A near match report is created when two DNA profiles are identical except for a specific number of values. The NDNAD defines a near match as two DNA profiles where all alleles are identical except one. One source of this difference is where the profiles were generated using two different profiling chemistries [see also DNA-17].

### Phenotype

Phenotype is a term used in genetics to describe observable, physical characteristics that are influenced by genes. For example, eye or hair colour.

### Sexual Assault Referral Centre (SARC)

SARCs are specialist medical and forensic services for anyone who has been raped or sexually assaulted.

### Short tandem repeat (STR)

DNA is composed of four types of bases known as A, T, C and G. STRs are short sections of DNA that contain repeating sequences of bases (such as AATGAATGAATG). The number of times the sequence of DNA is repeated (in this example three times) varies between individuals so it can be used to tell people apart. [See also STR DNA profile].

### STR DNA profile

A DNA profile is created by counting the number times a section of DNA is repeated at specific areas in a persons' DNA [see Short tandem repeat]. Pairs of numbers will be generated as a person has two strands of DNA (if the number of repeats was five on both strands the profile would be 5,5, if it was five on one strand and six on the other it would be 5,6). The number of areas of DNA looked at depends on the profiling chemistry used [see DNA-17]. The presence of the sex chromosomes, X and Y is also tested for. The numerical representation allows DNA profiles to be uploaded to a database and compared with other DNA profiles. (For further information the Royal Society has published a [primer on DNA analysis](#)).
<table>
<thead>
<tr>
<th>Surveillance Camera Commissioner</th>
<th>The role of the Surveillance Camera Commissioner is to encourage compliance with the surveillance camera code of practice. The office of the commissioner was created under the Protection of Freedoms Act 2012 to further regulate CCTV.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice analytics</td>
<td>Voice analytics software is used to analyse speech. It can be used to translate speech to text. It can also be used to look at certain features such as pitch, stress, tempo and rhythm to predict emotion. Speaker recognition software uses algorithms to verify and identify speakers from unique voice characteristics.</td>
</tr>
<tr>
<td>Voluntary attendance</td>
<td>Suspect interviews conducted at a police station, where the suspect is not under arrest. The interview is legally the same as one conducted with a suspect under arrest. The difference is that the suspect agrees to attend the police station to be interviewed.</td>
</tr>
</tbody>
</table>
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