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Foreword  
Understanding the efficiency and effectiveness of interventions and their impacts is critical to 
effective decision-making. In 2019, HM Treasury published an updated Public Values 
Framework, in response to the Barber review1, which reinforces the importance of maximising 
the value delivered from public spending and improving outcomes for citizens. Robust 
evaluation has a crucial role to play in meeting these goals.   

This updated version of the Magenta Book provides a comprehensive overview of evaluation in 
government: its scoping, design, management, use and dissemination, as well as the 
capabilities required of government evaluators. It provides new material on the evolving 
approaches and methods used in evaluation; and emphasises the value of evaluation in 
providing evidence for the design, implementation and review stages of the policy cycle.   

The Book is written for the policy, delivery and analysis professions; all of which are responsible 
for securing and using good evidence. Evaluation should be built into an intervention’s design 
and delivery from the earliest stages; small changes in intervention design can make a large 
difference to evidence that can be generated.  

As before, the Magenta Book has been aligned with the revised HM Treasury Green Book2, 
which sets out the economic principles that should be applied to both appraisal and evaluation. 

High quality evaluation evidence can enable decision-makers to better target their intervention; 
reduce delivery risk; maximise the chance of achieving the desired objectives; and increase our 
understanding of what works. Without robust, defensible evaluation evidence, government 
cannot know whether interventions are effective or even if they deliver any value at all. 

Routine, high-quality evaluation is part of a culture of continual improvement and should be 
core to the work of all government departments. It will also provide the source of information 
for others to learn from (across public services and communities).  

Signed:  

  

Ian Diamond     Jonathan Slater 

Head of Analysis Function Board  Head of the Policy Profession   

                                                                                                                                                  

1  HM Treasury, 2019.  The Public Value Framework: with supplementary guidance.  Available at: 
https://www.gov.uk/government/publications/public-value-framework-and-supplementary-guidance  

2  HM Treasury, 2018.  The Green Book: Central Government Guidance on Appraisal and Evaluation.  London.  Crown 
Copyright.  Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Gree
n_Book.pdf 

https://www.gov.uk/government/publications/public-value-framework-and-supplementary-guidance
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
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Executive Summary 
What is evaluation? 
Evaluation is a systematic assessment of the design, implementation and outcomes of an 
intervention3,4.  It involves understanding how an intervention is being, or has been, 
implemented and what effects it has, for whom and why.  It identifies what can be improved 
and estimates its overall impacts and cost-effectiveness.  

When is evaluation useful? 
Evaluation can inform thinking before, during and after an intervention’s implementation.  
Different questions are answered at each stage: 

• BEFORE – What can we learn from previous evaluations of similar 
interventions?5   How is the intervention expected to work?  How is it expected to be 
delivered?    Are its assumptions valid?  Can it be piloted and tested before full roll-
out?  Can the roll-out be designed to maximise potential learning?   

Provides evidence that informs the intervention design, how best to implement 
the design and what the likely outcomes might be.  Helps identify and reduce 
uncertainty. 

• DURING – Is the intervention working as intended?  Is it being delivered as 
intended?  What are the emerging impacts?  Why?  How can it be improved? Are 
there unintended consequences?  

Provides evidence on the implementation of the intervention and any emerging 
outcomes so that it can be continually improved. 

• AFTER – Did the intervention work?  By how much?   At what cost?   What have we 
learned about its design and its implementation?  Are the changes sustained? 

Provides evidence on the design, implementation and outcomes, drawing out 
lessons for the future and providing an assessment of the overall impact of the 
intervention. 

What are its purposes? 
There are two main purposes for carrying out an evaluation: learning and accountability. 

                                                                                                                                                  

3 Where an “intervention” is any policy, programme or other government activity meant to elicit a change. 
4 HM Treasury. (2018). The Green Book: Central Government Guidance on Appraisal and Evaluation. [pdf]. London.  
Crown Copyright.  Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green
_Book.pdf [Accessed 5th November 2019] 
5 The What Works Network uses evidence to improve the design and delivery of public services. It has multiple 

centres focusing on different policy areas. Gov.UK, (2013). What Works Network Official Website.  [online] 
Available at: https://www.gov.uk/guidance/what-works-network#the-what-works-network [Accessed 5th 
November 2019] 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://www.gov.uk/guidance/what-works-network#the-what-works-network
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Learning 
• To help manage risk and uncertainty (of the intervention and its implementation);

• To improve current interventions by providing the evidence to make better decisions
(and feed into performance-management and benefits-realisation work);

• To gain a general understanding of what works, for whom and when, and generate
examples for future policy-making;

• To develop evidence to inform future interventions.

Accountability 
Government departments should be accountable and transparent, to the Accounting Officer 
and other stakeholders. Evidence should be generated that can demonstrate an intervention’s 
impact or wider outcomes. Evidence of its effectiveness is also needed for Spending Reviews 
and in response to scrutiny and challenge from public accountability bodies. 

What does evaluation mean in practice? 
Monitoring and evaluation are closely related, and a typical evaluation will rely heavily on 
monitoring data.  To be done well, both monitoring and evaluation should be done during the 
policy development stage with skilled expertise to ensure real-time evidence is available during 
implementation to aid decision-making.  A comprehensive evaluation will typically consist of: 

• Analysis of:

o whether an intervention is being implemented as intended;
o whether the design is working;
o what is working more or less well and why.
Together, these types of questions are typically referred to as a process evaluation.

• An objective test of what changes have occurred, the scale of those changes and an
assessment of the extent to which they can be attributed to the intervention.

This is typically referred to as an impact evaluation and is investigated through theory-
based, experimental, and / or quasi-experimental approaches.

• A comparison of the benefits and costs of the intervention; typically referred to as a
value-for-money evaluation.

In order to fully understand an intervention’s design, impact and results, all elements need to be 
explored. 

Structure of the Magenta Book 
This book looks at the types of evaluation (process, impact and value-for-money) and the main 
evaluation approaches (theory-based and experimental), as well as setting out the main stages 
of developing and executing an evaluation.  The chapters are: 

• Chapter 1: Why, how and when to evaluate?

• Chapter 2: Scoping and early design

• Chapter 3: Evaluation methods

• Chapter 4: Data collection, data access and data linking

• Chapter 5: Managing an evaluation
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• Chapter 6: The use and dissemination of evaluation findings

• Chapter 7: Evaluation capabilities

• Annex A: Analytical methods for use within an evaluation design

Supplementary guides provide further detail on particular topics: 

• Quality in Qualitative Evaluation

• Realist Evaluation

• Handling Complexity in Policy Evaluation

• Government Analytical Evaluation Capabilities Framework

• Guidance for Conducting Regulatory Post Implementation Reviews

This Book is to be used in conjunction with the Green Book6, other Government Standards7 
and Codes of Conduct. 

Key terminology 
The table below sets out some key concepts and their terminology used in this Book (note that 
other, non-government guides may use slightly different wording).  

Term Use in the Magenta Book 

Evaluation design The overarching design of the whole evaluation, which includes how 
the evaluation will meet the learning aims specified during the scoping 
stage. 
“the whole thing all together” 

Chapters 2, 3, 4, 5 and 6 cover elements that all together form the 
overarching evaluation design. 

Evaluation types The type of evaluation is defined by the evaluation questions (see 
Table_of_evaluation_questions). Common types of evaluation include 
process, impact and value-for-money.  

Evaluation approach The way that the answering of evaluation questions is approached; for 
example, impact evaluations may use a theory-based approach and/or 
an experimental approach.  

Evaluation methods The way that information is collected and analysed in order to test 
theories and answer the evaluation questions (e.g. difference in 
difference, modelling, randomised control trials) 

Data collection The collection of information to use in evaluation; this can be 
quantitative or qualitative. 

6 HM Treasury. (2018). The Green Book: Central Government Guidance on Appraisal and Evaluation. [pdf]  London.  
Crown Copyright.  Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Gree
n_Book.pdfGreen Book 2018. CENTRAL GOVERNMENT GUIDANCE ON APPRAISALAND EVALUATION [Accessed 5th 
November 2019] 

7 Government Analysis Function. (2019).  Government Functional Standard  GovS 010: Analysis. [pdf].  Crown 
copyright. Available at: https://gss.civilservice.gov.uk/news/government-functional-standard-govs-010-analysis-live/ 
[Accessed 5th November 2019]

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://www.gov.uk/government/publications/the-green-book-appraisal-and-evaluation-in-central-governent
https://gss.civilservice.gov.uk/news/government-functional-standard-govs-010-analysis-live/
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Intervention Anything intended to elicit change, including a programme, policy, 
project, regulation and changes in delivery method. 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf


1.1. Introduction 
It is essential that public money is well spent, that government intervention is well-targeted, and 
that any regulation is an appropriate balance between burden and protection.   The 
government, public and all other stakeholders should be able to learn from and build on what 
has gone before. They should also be able to scrutinise whether: the intervention was effective, 
the outcomes were achieved and the money was well spent.   Evaluation is one way to achieve 
this accountability and learning.   All policies, programmes and projects should be subject to 
proportionate evaluation.  

The Magenta Book has been written for government decision-makers and government analysts 
to help them understand the role of evaluation and the processes and methods for conducting 
an evaluation.   It should also be of benefit to the wider research community, particularly those 
bidding for government work, and to other commissioners, such as local authorities and 
charities, who also develop and deliver policies and interventions.  

Government aims to conduct proportionate, fit-for-purpose evaluations that are genuinely 
useful to decision makers. In the immediate term they can provide evidence that can improve 
the intervention being examined. In the longer-term, they can help build the evidence base, 
inform future policy development and delivery and assess value-for-money.  

The Magenta Book should be read alongside the Green Book: guidance on appraisal and 
evaluation in central government, which sets out why and how to conduct appraisal of 
government policy, and the rationale for the early planning of evaluation. 

CHAPTER 1 
Why, how and when to evaluate? 
Summary 

Evaluations of government interventions should be proportionate and fit-for-purpose. 

Evaluation plays a role in policy design, development and delivery, as well as in informing the 
design of subsequent interventions.  

Planning an evaluation early allows for an intervention to be designed in a way that can 
maximise the learning that can be gained.  It can also reduce the costs of data collection by 
building this into the intervention’s delivery. 

There are three main types of evaluation: process, impact and value-for-money evaluations; 
each focused on answering different types of questions.  For a full understanding of whether an 
intervention worked, how, why and for whom, and at what cost, all three types of evaluation 
are required. 

A good evaluation is useful, credible, robust, proportionate and tailored around the needs of 
various stakeholders, such as decision-makers, users, implementers and the public.  By 
responding to potential users’ needs, the outputs should be both usable and useful. 

Planning an evaluation requires consideration of both the design and the project management 
of the evaluation.  This typically requires expertise and resource.  



9 

1.2. What is policy evaluation? 
Policy evaluation is the systematic assessment of a Government policy’s design, implementation 
and outcomes.   It involves understanding how a government intervention is being or has been 
implemented and what effects it has had, for whom and why. It also comprises identifying 
what can be improved and how, as well as; estimating overall impacts and cost-effectiveness.  

Evaluations differ in scale and ambition, but at their core they all seek evidence to answer 
questions, such as: 

• Is the intervention working as intended?

• Is it working differently for different groups?

• Why, or why not, might it be working differently for different groups?

• How is the policy operating in practice?

• Where can the policy be improved?

• What was the overall impact of the policy?

• Is it value-for-money?

• If we were to do it again, what would we do differently?

1.3. Why evaluate? 
Two primary reasons to evaluate are learning and accountability. 

1.3.1. Learning 
In terms of learning, evaluations can provide the evidence with which to manage risk and 
uncertainty.   Especially in areas that are innovative or breaking new ground, there is a need for 
evidence to illustrate whether an intervention is working as intended. Early learning can also 
illuminate which parts are particularly successful or unsuccessful and what needs to be adapted 
to improve performance.   Pilots can be useful in this context as they allow the design, 
implementation and outcomes to be tested in a controlled environment at a smaller scale to 
generate evidence to inform a broader policy initiative.     

Even areas with less uncertainty can often benefit from evaluation: to provide evidence to 
inform a benefits management strategy to help realise the anticipated benefits; or to 
understand how to maximise the efficiency and effectiveness of delivery.  Even when we are very 
confident that an intervention will be effective, we would at the very least want to monitor 
outcomes and confirm that they are in line with expectations.  

Evaluations also generate learning on what works for whom, when and why.   Interventions are 
rarely conducted in isolation, and are typically one strand of a greater programme, building on 
what has gone before and soon replaced with another idea.   It is important that we learn from 
interventions, so that we can apply that learning to subsequent policies in the same area or 
other related areas.   Even policies that are terminated because they are considered ineffective 
or too costly can produce valuable learning about mistakes to avoid in the future, or identify 
whether any elements of the policy were successful.  

Fundamentally, learning is about good decision-making.   Evaluation can provide evidence to 
inform decisions on whether to continue a policy, how to improve it, how to minimise risk, or 
whether to stop and invest elsewhere. 
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1.3.2. Accountability 
Another main reason to evaluate is for accountability purposes.   Government makes decisions 
on people's behalf and spends tax collected from individuals and businesses.  Government also 
uses regulatory initiatives, which run the risk of being overly-burdensome or having perverse 
outcomes for some.  Government has a responsibility to maximise public value and outcomes 
delivered for taxpayers’ money and government activity.  Evaluation has a crucial role to play in 
this8. 

Government departments must also inform the public about the outcomes and value of the 
initiatives they put in place and be accountable and transparent to their Accounting Officer for 
their spending.  Evidence of policy effectiveness is also required for Spending Reviews and in 
response to scrutiny and challenge from bodies, such as: 

• National Audit Office9 / Public Accounts Committee 
• Select Committees 
• Infrastructure and Projects Authority (IPA) 
• Better Regulation Executive / Regulatory Policy Committee 
• International Development Committee. 

In some cases, such as the following, evaluation is mandatory: 

• Regulatory policies subject to Post-Implementation Review (PIR)10,11 
• Regulations containing a Sunset or a Duty to Review clause 
• To meet the requirements of the International Development Assistance Act 2015.  

Evaluations for accountability tend to focus on monitoring and assessing impact.    

In practice, balancing learning and accountability can be difficult. There will be more or less of a 
focus on each depending on the role that evaluation will play with the specific intervention 
under consideration and the needs of stakeholders. 

1.4. What role does evaluation have? 
Evaluation has a role at all stages in the policy lifecycle.   The Green Book presents a framework 
for the appraisal and evaluation of all policies, programmes and projects known as 
‘ROAMEF’.   The ROAMEF framework is useful for thinking about the key stages in the 
development of a proposal, from the articulation of the rationale for intervention and the 

                                                                                                                                                  

8 HM Treasury. (2019). The Public Value Framework.   [pdf]. London.  Crown Copyright.  Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/785553/public_va
lue_framework_and_supplementary_guidance_web.pdf [Accessed 5th November 2019] 

9 nao.org.uk. (undated). Assessing Value for Money. [online] Available at: https://www.nao.org.uk/successful-
commissioning/general-principles/value-for-money/assessing-value-for-money/# [Accessed 5th November 2018] 

10 The Better Regulation Framework outlines the Post Implementation Review process. Department for Business, 
Energy and Industrial Strategy. (2018). Better Regulation Framework Guidance. [pdf]. Crown Copyright. Available 
at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/708066/better-
regulation-framework-interim-guidance-2018.pdf [Accessed 5th November 2019] 

11 Statutory guidance on reviews includes guidance on when to include a review clause. Department for Business, 
Energy and Industrial Strategy. (2015). Small Business, Enterprise and Employment Act 2015. Statutory Guidance 
under s.31 of the Small Business, Enterprise and Employment Act. [pdf]. Crown Copyright. Available at: 
https://www.gov.uk/government/publications/small-business-enterprise-and-employment-act-statutory-review-
requirements [Accessed 5th November 2019] 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/785553/public_value_framework_and_supplementary_guidance_web.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/785553/public_value_framework_and_supplementary_guidance_web.pdf
https://www.nao.org.uk/successful-commissioning/general-principles/value-for-money/assessing-value-for-money/
https://www.nao.org.uk/successful-commissioning/general-principles/value-for-money/assessing-value-for-money/
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/708066/better-regulation-framework-interim-guidance-2018.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/708066/better-regulation-framework-interim-guidance-2018.pdf
https://www.gov.uk/government/publications/small-business-enterprise-and-employment-act-statutory-review-requirements
https://www.gov.uk/government/publications/small-business-enterprise-and-employment-act-statutory-review-requirements
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setting of objectives, through to options appraisal and, eventually, implementation and final 
evaluation, including the feeding back of evaluation evidence back into the policy cycle. 

Figure 1.1: The ROAMEF Cycle 
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In practice, ROAMEF is a simple way of expressing a complex process.  In reality, none of the 
steps is an isolated activity and each will inform, and be informed by, the other steps.  It will 
rarely proceed as a linear process.  Evaluation is useful at all stages. 

The outputs and learning from earlier evaluations should be fed in at the rationale and 
objectives stage, when the issue to be tackled is being explored.   Evaluators often take active 
roles in the development of well-defined objectives (e.g. SMART12), which set out exactly what 
changes the intervention aims to bring about and how these changes will be measured.  
Commencing Theory of Change thinking (see Chapter 2) can be useful at this stage to help 
articulate objectives and stress-test potential intervention ideas. 

At appraisal stage13, when options to address the issue are being examined in detail, previous 
evaluation evidence will be invaluable to assess the feasibility and cost of these options.  Early 
evaluation thinking and piloting can be crucial in testing policy ideas (exploring questions such 
as: will this work? why? how? for whom?).   Theory of Change work can help articulate how 
various options are expected to work and the strength of the evidence that underpins them. It 
will become clear what data are available and where uncertainties and risks lie.   It is at this 
stage that evaluation planning should start in earnest, so that the intervention and the 
evaluation can be designed in parallel to provide the evidence required to meet the learning and 
accountability objectives.  

Evaluation evidence is useful when designing a new intervention or reviewing an existing policy.  
How useful this proves to be is dependent on how tailored the design of the evaluation is to the 
needs of decision-makers.  Iteration is common, and early learning from monitoring and 
evaluation can result in speedy changes to the policy design and objectives.   ‘Agile’ evaluation 
design is becoming more popular, with fast feedback loops taking place to influence the 
intervention design and delivery. 

1.5. When to evaluate? 
Evaluation can often be thought of as something that happens after an intervention has been 
implemented.  However, evaluation should inform thinking throughout the ROAMEF cycle- 
before, during and after implementation - and has maximum utility if thought about in this 
way.  

Before an intervention is fully formed, evaluation should be used to help shape its design and 
how it will be implemented.  Using existing evaluation evidence, working through the Theory of 
Change (Chapter 2), piloting and early testing of policy ideas can explore: 

• how the intervention is expected to work and what evidence supports this thinking; 
• why the intervention might not work and what evidence is there to support this; 
• where the risks and uncertainties lie; 

• how the policy works at a smaller scale and in a controlled environment; 

• what baseline evidence should be used to measure future change against.  

                                                                                                                                                  

12 SMART stands for Specific, Measurable, Achievable, Realistic and Timebound.  By describing objectives in this way, 
it makes it easier to communicate the aims of the intervention.  This can help the evaluator later. 

13 The Department for Transport has produced guidance on how to strengthen the links between appraisal and 
evaluation.  Department for Transport. (2016). Strengthening the Links between Appraisal and Evaluation. [pdf]. 
National Crown Copyright. Available at: 
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/540733/strengthening-the-links-between-
appraisal-and-evaluation.pdf [Accessed 5th November 2019] 

https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/540733/strengthening-the-links-between-appraisal-and-evaluation.pdf
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/540733/strengthening-the-links-between-appraisal-and-evaluation.pdf
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During implementation is when there is the greatest opportunity for the evaluation to influence 
decisions and help ensure the policy can realise its intended benefits.  During implementation, 
evaluations will typically look at gaining evidence about the efficacy of the policy’s design, its 
implementation and emerging outcomes.  It can examine questions such as: 

• is the policy being delivered as intended? 
• is the policy working as intended? 

• is it working in the same way in different areas and for different target groups? 
• what are the early indications of possible effect size? 
• how is it operating in practice?   
• are there any unintended consequences? 
• can design or delivery be improved (‘in-flight adjustments’)?  

After a policy has been implemented is when the entire policy can be examined looking at more 
conclusive statements on the design, implementation and outcomes, answering questions such 
as: 

• did the policy work? 
• what were the effect size and cost (and was it different for different groups)?   
• what contribution did the policy make to the outcome?  
• how did this relate to what was predicted in the appraisal?   

• were there any unintended or negative impacts? 

• does this represent value-for-money? 
• what have we learned about what works in this space?  What are the transferable 

lessons?  

1.6. Why start planning early? 
Building evaluation into an intervention’s design is a critical way to ensure that: 

• the evaluation delivers useful findings to those designing and implementing policies; 
• the evaluation is of appropriate quality for its intended use; 
• the right data are collected in the most cost-effective and efficient way possible.  

The relationship between an intervention’s design and evaluation usefulness is crucial.   Small 
changes in an intervention’s design can make the difference between a high-quality, useful 
evaluation and one that is not able to answer the key questions under consideration (does it 
work? to what extent? for whom? and why?). These design changes can be large – for example, 
by allocating the intervention randomly to establish a treatment and control / comparison group 
as would happen with a Randomised Control Trial – or small – for example ensuring that 
individual-level administrative data is available for analysis purposes , or by establishing 
mandatory questionnaires to be completed by all recipients of a product or service , or by 
selecting the optimum sequencing in which a programme is rolled out.  

It is particularly important to plan early what data and evidence should be collected before 
implementation and during the lifetime of the intervention.  If these activities are left until after 
the lifetime of the intervention, it may limit the ability to conduct appropriate evaluation. 

For example, it may be necessary to find an appropriate comparison group or collect baseline 
data before implementation so that a counterfactual can be estimated.  It is also the case that 
recipients may be more amenable to be interviewed while the programme is live and delivery 
bodies may only exist for the lifetime of the programme. 
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1.7. Aligning evaluation with business planning 
To be in line with the Treasury Approvals Process for programmes and projects14, evaluation 
needs should be identified in the Strategic Business Case with an initial estimate of resources 
required (Figure 1.2 below).  Within the 5 Case Model for business cases, monitoring and 
evaluation plans should be detailed in the Management Case.  For regulatory initiatives, a 
similar approach should be taken, developing the monitoring and evaluation plans into the 
Impact Assessment process.  To ensure coordination and efficiency, a holistic approach to 
monitoring, benefits management and evaluation should be taken.  For regulatory initiatives, 
this may mean defining the scope of the evaluation to be wider than the Statutory Instrument 
in question, broadening it to look at a wider view of the policy being changed.  Throughout, 
evaluators should work closely with other analysts finance and policy colleagues to ensure that 
evaluation is embedded as a core component of the programme or project plan (i.e. in the 
management case). They should also ensure  that financial provision for the evaluation is 
included in the economic and financial cases.  

Figure 1.2: Evaluation planning expected at each appraisal stage. 

 

1.8. Types of evaluation 
There are three main types of evaluation activity: process evaluation, impact evaluation and 
value-for-money evaluation.  

                                                                                                                                                  

14 HM Treasury, (2018).  Guide to developing the project business case. [pdf] London.  Crown Copyright.  Available 
at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/749086/Project_Bu
siness_Case_2018.pdf [Accessed 5th November 2019] 

•Include:
• a decision on the scale of a proportionate evaluation
• likely scale of data requirements
• an initial estimate of budgets and resources required
• a discussion of the scope for piloting and testing prior to 

implementation

Strategic Business Case / 
Consultation Impact 

Assessment
An initial assessment of the 
monitoring and evaluation 

activity required

•Include:
• the main objectives of monitoring and / or evaluation
• likely uses / users
• a high level timetable setting out the main stages of evaluation 

planning and delivery against policy timetables
• outline of budget and resources

Outline Business Case / 
Final Impact Assessment 

A more developed picture of the 
scale of ambition and emerging 

plans

•Include:
• detail on who will be responsible for data access arrangements with 

delivery partners
• an initial set of evaluation questions
• detail of likely research required
• the budget and resources required for monitoring and evaluation

Full Busines Case / 
Enactment Impact 

Assessment
Firms up scope of work to ensure 
sufficient reosurces are secured 

and data collection 
repsonsibilities are clear

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/749086/Project_Business_Case_2018.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/749086/Project_Business_Case_2018.pdf


15 
 

1.8.1. Process Evaluation 

“What can be learned from how the intervention was delivered?” 

Process evaluations tend to examine activities involved in an intervention’s implementation and 
the pathways by which the policy was delivered.   These might vary quite considerably according 
to the nature of the intervention and will be policy-specific, covering questions such as: 

• what worked well and less well, and why? 

• what could be improved? 

• how has the context influenced delivery? 

Process evaluations typically use a wide-range of methods, both quantitative and 
qualitative.   They will often cover subjective issues (such as perceptions of how well a policy has 
operated) and objective issues (the factual details of how an intervention has operated, typically 
using administrative data, where available).  

1.8.2. Impact Evaluation 

“What difference has an intervention made?” 

Impact evaluations focus on the changes caused by an intervention; measurable achievements 
which either are themselves, or contribute to, the objectives of the intervention. 

Typical impact evaluation questions include: 

• What measurable outcomes, both intended and unintended, occurred? 
• How much of these outcomes can be attributed to the intervention? 

• Have different groups been impacted in different ways, how and why? 

• How has the context influenced outcomes? 

• Can the intervention be reproduced? 

1.8.3. Value-for-money Evaluation  

“Is this intervention a good use of resources?” 

While impact demonstrates and quantifies outcomes, it cannot on its own assess whether those 
outcomes are justified.  Value-for-money evaluation considers such issues, including whether 
the benefits of the policy are outweighed by the costs, and whether the intervention remains 
the most effective use of resources. 

The Green Book provides more detailed guidance on cost-effectiveness analysis and cost-benefit 
analysis and the valuation of non-market impacts.  

A basic value-for-money evaluation will compare the costs and benefits achieved through the 
programme against the original expectations outlined in the appraisal, normally a business case 
or impact assessment.  A more developed economic evaluation would also compare the benefits 
and costs of other ways of achieving the same strategic objective.  

1.9. What is a ‘good’ evaluation? 
There are no set criteria for defining a good evaluation; it will be determined by many factors 
relating to the policy, the use the evaluation evidence will be put to, and the design and 
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execution of the evaluation itself.  These factors should be considered from the outset of 
evaluation planning and be made clear in the dissemination of evaluation findings.   

In terms of the nature of the policy and the use the evaluation evidence will be put to, 
important factors to consider in evaluation design are: 

• the nature of the system before the intervention is introduced, i.e. the complexity of 
the existing policy landscape, population size, type of market failure, stakeholder 
interests, etc; 

• the scale, complexity, and level of innovation of the intervention; 
• existing evidence on the policy and, therefore, the uncertainty involved; 
• the nature of the policy: what are the likely consequences and for whom? 
• the timing and nature of key policy decisions; 
• the scope to change the policy at these times; 
• the status and value of the policy. 

A good evaluation will be one that is fit-for-purpose: it is proportionate in scale and reflects the 
needs of decision-makers and those scrutinising the policy from the outside.  

General principles that can guide decisions around evaluation to maintain high quality include: 

• Useful: An evaluation is high quality when it is designed to meet the needs of the 
many stakeholders involved (see section 1.10, Evaluation stakeholders) and produces 
useful, usable outputs at the right point in time.  Tailoring evaluation around known 
decision-points and areas of policy debate are key to achieving this goal.  In 
addition, clear communication of the limitations of evaluation findings must always 
be given to ensure results are used responsibly. 

• Credible: To be useful, evaluations need to be credible.   This is often achieved 
through ensuring a degree of objectivity.   This can be achieved through the 
evaluation work being conducted by an independent group of evaluators, or 
through respected independent figures steering and peer reviewing both the design 
and outputs of the evaluation work.  Transparency is crucial. 

• Robust:  Although there are no objective criteria for quality, an evaluation should be 
well-designed, with an appropriate evaluation approach and methods, and well-
executed (for example, ensure adequate sampling strategies and sample sizes in 
surveys to identify statistically significant change; achieve sufficient power in 
experimental designs; qualitative sampling that ensures a wide range of voices are 
heard; adequate assessment of uncertainty of model inputs and outputs; adherence 
to ethical principles).  The approach to establishing impact should involve rigorous 
comparison either in time, between groups or to alternative theories.  Independent 
peer review and independent steering can help quality-assure the design and 
execution of an evaluation. 

• Proportionate:  Proportionality is a key concept in evaluation.  Not all interventions 
will require the same level of scrutiny or have the same learning needs.  In the case 
of a low-risk, well-evidenced and low priority intervention, a light-touch monitoring 
and evaluation exercise to ensure it has been delivered as intended and achieved the 
predicted outcomes is likely to be all that is necessary.  On the other hand, a high-
risk, high-status policy breaking new ground is likely to require a large-scale 
evaluation.  Criteria for ‘priority’ interventions that require substantial evaluations 
typically include: 
o high profile policies; 
o high levels of uncertainty / risk (including possible negative consequences); 
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o high cost (if evaluating a pilot, the full cost of rolling out the policy should be 
considered); 

o high learning potential (low priority interventions on other criteria can have a 
high potential for filling strategically important evidence gap). 

1.10. Who are the stakeholders of evaluation? 
At its core, evaluation should be useful to its many different audiences and users. Building the 
evaluation design around users’ needs will ensure they are engaged and that the outputs are of 
use to, and used by, them. 

In order for evaluation to meet its twin goals of accountability and learning, there are a number 
of different ‘customers’ whose needs should be taken into consideration.  

• Those responsible for the intervention under consideration: these are the people 
who have most to gain from evidence that can reduce risk and uncertainty, and 
from learning what is working and what is not. 

• Those responsible for future policies: this group will require evidence on what 
worked (and/or did not), why and how, and on transferable lessons. 

• Those responsible for appraisal analysis: they will have the most insight into what 
evidence and data were missing from the appraisal of the intervention, and what 
will be useful for the appraisal of future policies. 

• Those responsible for scrutinising government decisions and spend: those that hold 
government to account are an eager audience for evidence around the efficacy of 
the intervention’s design and delivery, and its impact and cost. 

• Participants / recipients of the policy: those affected by the policy are typically also 
key participants in the evaluation.   Their input is required, but they will also have 
evidence needs and a perspective on what elements of the policy should be focused 
on. 

• Those delivering the intervention: typically, although policies are often designed in 
central government, they are delivered by others, in many cases through a long 
delivery chain.   Evaluation should be alive to the needs and issues of all those in the 
delivery chain. 

• The public (often via the media): a key line of accountability is to the public who are 
keen to know that government money is being spent wisely, and that we are 
learning from past experience.  

• Academics / other researchers:  government is rarely the only interested party in a 
specific policy area. Academics and other researchers are often able to spend time 
scrutinising government data.   It is important to work with them to ensure the best 
use of the research evidence is being made and the maximum learning is being 
extracted.  

Building an evaluation’s design around the users of the service, potential users of the evaluation 
and the use they want to put the evaluation evidence to will help maximise the usefulness and 
use of the evaluation findings. 

1.11. Who conducts evaluation? 
Evaluation, although a simple concept – in essence, learning from implementation – can be a 
very technical and complex task to do well.   There is a large, global evaluation community, and 
a number of specialist techniques and conceptual frameworks that can be used.   As a result, 
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evaluation is something that is best designed, overseen and managed by individuals and teams 
with specialist expertise.  

In government, evaluation is typically designed by specialist evaluators or analysts from the 
social research, economics, statistics and operational research professions, in collaboration with 
those designing and implementing an intervention.   More often than not, the actual evaluation 
itself – collecting existing and new data  and analysing and interpreting findings – is contracted 
out to independent specialists (see Chapter 5). 

1.12. The stages of an evaluation 
Figure 1.3 below illustrates the main stages in an evaluation.  Table 1.1: Table of stages in an 
evaluation provides more detail about each stage, showing the key evaluation steps and the 
project management steps that should accompany them.  Each stage is explored in more detail 
in Chapters 2-6 which follow.
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Figure 1.3: Overview of the evaluation process 
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Table 1.1:  Stages in planning and executing an evaluation 

Stage Chapter Key evaluation steps Key project management steps 

Evaluation 
scoping 

2 • Understand the intervention, what it aims to achieve, by 
when and for whom? (develop SMART objectives). 

• Understand the evidence base surrounding the intervention. 
• Develop the Theory of Change. 
• Understand the questions to be answered. 

• Identify decision-points, learning goals and the type of evaluation 
needed. 

• Review programme documentation and have discussions / workshops 
making use of problem structuring methods where appropriate. 

Evaluation 
design 

2 • Identify the evaluation approach(es) that will help meet the 
learning goals. 

• Begin to plan the evaluation, deciding on the design and 
questions to be answered and the reporting points where 
evidence is needed.   

• Agree governance, funds, timetable, and method of delivery 
(internal/externally commissioned). 

• Understand whether it is possible to make changes to the policy design 
to improve evaluation design. 

• Agree required outputs and timings. 
• Agree evaluation questions with main stakeholders. 

Choose the 
appropriate 
methods  

3 • Decide on the methods, both for analysis and data 
collection, that can answer the evaluation questions. 

• Ensure the chosen methods complement each other and 
are as efficient as possible. 

• Estimate the cost of the chosen methods. 
• Estimate timings and likely reporting points. 

Conduct the 
evaluation 

4 & 5 • Execute the evaluation, modifying design in response to 
learning and policy changes/stakeholder needs.   

• Feed in evidence where possible in line with known and 
new decision points. 

• Draft and quality assure (QA) specification for the work.  
• Commission external elements of the work. 
• Agree ongoing QA process. 
• Agree dissemination plans. 
• Maintain tight oversight of work.  
• Feed in progress and emerging outputs to policy / programme 

board.  Review progress and modify where necessary. 

Disseminate, 
use & learning 

6 • Prepare final evaluation analysis and outputs. • Implement end of project QA plan. 
• Implement dissemination plan, including publication. 
• Work with policy/other stakeholders to utilise learning. 
• Conduct lessons learned exercise. 
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CHAPTER 2  
Evaluation scoping  
Summary 

This chapter sets out the first step of an evaluation: the scoping of an evaluation. 

Evaluation scoping is an iterative process that looks at: 

• defining the intervention; 

• identifying the evaluation needs; 

• understanding the most appropriate evaluation approaches. 

Defining the intervention includes identifying and synthesising existing evidence and developing 
a Theory of Change.  This should be the first step in any evaluation. 

Identifying the evaluation needs involves working with the potential users of the evaluation to 
understand their key questions and how the evidence will be used.   

The main approaches to evaluation – theory based, experimental and quasi-experimental, and 
value-for-money – will depend on the type of evaluation and questions that need to be 
answered.   

This stage of evaluation planning is iterative.  Decisions made throughout evaluation planning 
should always be reviewed in light of the purpose of the evaluation and needs of users. 

2.1. Introduction 
Evaluations, designed carefully alongside the design of an intervention, can produce timely and 
tailored evidence before, during and after implementation and delivery.  

Figure 2.1, Scoping, designing, conducting evaluation, illustrates the stages involved in an 
evaluation.  These stages should be iterative as highlighted in Figure 1.3, Overview of the 
evaluation process, with a strong interaction between the learning goals, the emerging findings 
and more practical issues around decision points and available funds.   

Although iterative, the main early stages of evaluation are: 

Evaluation scoping 

• understanding the intervention and its current evidence base; 

• understanding the type of evaluation required.  This depends on the purpose of the 
evaluation: to understand the process by which the intervention was implemented; the 
impact of the intervention; or the value-for-money of the intervention; 

• understanding the appropriateness of the various evaluation approaches.  Suitability will 
depend on the specific questions that the evaluation will aim to answer, as well as the 
feasibility of the approach (section 2.2.4, Impact evaluation approaches, has further 
detail on identifying the most suitable approach to impact evaluation).  

Evaluation design 

• agree the most appropriate evaluation approach;  
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• identify the most appropriate method(s) to be used.  Within each evaluation approach, 
there are a multitude of methods that could be employed.  Evaluators must use the 
scoping work, alongside information on the availability of data, resources and timescales 
in making their choice (see Chapter 3). 

Chapter 2 focuses on the first stage, evaluation scoping, working through each step described 
above.  Chapter 3 describes the common evaluation methods and their pros and cons.  Both 
chapters should be worked through before reaching the final step, evaluation design. 

Figure 2.1. below should be read from top to bottom.  It describes the steps taken from:  

- the scoping stage: where the evaluator determines the purpose of the evaluation and 
therefore, the type of evaluation required (process, impact or value-for-money), as well 
as  the evaluation question(s) to be answered; 

to 

- the design stage: where the evaluator chooses the most suitable evaluation approach 
and then the method to be used.  In Figure 2.1. below, an example of some of the 
methods that could be used under each approach are given; 

to 

- conducting the evaluation: where various data collection, research, and review and 
synthesis methods may be employed to support the evaluation method chosen. 

It is important to note that, although different evaluation approaches will answer different 
evaluation questions, they can often be complementary.  For example, the evidence produced 
by a process evaluation can be useful input for theory-based methods, such as process tracing.  
Likewise, value-for-money evaluations often rely on quantitative estimates produced through 
impact evaluations using methods such as experimental and quasi-experimental designs.  
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Figure 2.1: Scoping, designing and conducting an evaluation 
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2.2. Evaluation scoping 
Scoping an evaluation is a crucial step.  Taking the time to understand the intervention, the 
questions that need to be answered and the types of evaluation that can be used to answer 
these questions will result in an evaluation that is more likely to be of genuine use.   

2.2.1. Understand the Theory of Change 
Good policy-making necessitates a thorough understanding of the intervention and how it is 
expected to achieve the expected outcomes.  Good evaluation also requires this understanding.  
Thoroughly examining the proposed intervention ensures: 

• an understanding of how the intervention is expected to work in practice, e.g. the 
problem the intervention aims to address; the change it aims to bring about; the causal 
chain of events that are expected to bring about the change; the main actors; the 
groups expected to be impacted; and the expected conditions required for the 
intervention to succeed; 

• exposing the assumptions upon which the intervention is based and the strength or 
weakness of the evidence supporting these assumptions;  

• an examination of the wider context, such as other policy changes or changes in 
economic, social and environmental factors; 

• designers and implementers of the intervention have the opportunity to stress-test the 
intervention design and ensure they agree on how the intervention is expected to work.  

Understanding the intervention is typically done through synthesising existing evidence and 
producing a Theory of Change.  A Theory of Change captures all of the detail listed above, 
including the theory of how the intervention is expected to work (setting out all the steps 
expected to be involved in achieving the desired outcomes), the assumptions made, the quality 
and strength of the evidence supporting them, and wider contextual factors.   

A key part of producing a Theory of Change is the synthesis of existing evidence.  By bringing 
together and assessing the strength of existing evidence about the intervention, evaluators can 
begin to see where evidence is weaker.  This can help to identify key questions the evaluation 
will need to answer.   

Review and synthesis of existing evidence  

Synthesis of evidence can be used throughout an evaluation but is fundamental to the scoping 
stage. Identifying what is already known can help reduce the scale of the planned evaluation 
and focus it on particular areas of uncertainty.  

Synthesis can be light touch or extensive.  Where evidence synthesis has been conducted during 
the development of the appraisal and business case for the intervention, this should be where 
to start.  

An evidence synthesis can increase the value of an individual study’s findings by using meta-
analysis (or meta-evaluation) to draw together findings from different studies and demonstrate 
replicability. Where studies appear to conflict, the evaluator should be alert to the possibility 
that the intervention may work for some groups in some circumstances, but not for others, and 
this might point to areas to explore further.  

Synthesis can evolve as the evaluation proceeds, to ensure that emerging findings are put into 
context as the evidence base develops.  For a programme of evaluation activities, an over-
arching framework of outcomes or questions can prepare for the later synthesis of the various 
streams of evidence / evaluation activities. 
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Developing a Theory of Change typically involves considering the proposed inputs (what 
investment/regulation/actions will take place) and the causal chain that leads from these inputs 
through to the expected outputs and outcomes (see figure 2.2).  It considers the causal 
mechanisms by which an intervention is expected to achieve its outcomes, basing this theory on 
the gathering and synthesis of evidence. 

Figure 2.2: Example of a linear Theory of Change (based on Mayne 201715) 

 

 

There are many mapping tools that can be used to help explore the intervention and how it is 
expected to work, often described as the ‘programme theory’.  These include Theory of Change 
mapping, logic mapping, log frames, benefits mapping, and system mapping16.  The most 
appropriate tool to use will depend on the characteristics of the intervention, the complexity of 
the system it is applied to, and the type of evaluation that is being planned.   

Developing a Theory of Change will typically involve the stakeholders involved in designing and 
executing the intervention.  This can be through workshops or consultations.  Alongside this, 
research methods, including evidence synthesis, focus groups, and expert panels, can be used to 
gather and synthesise evidence to use in its development.   

Theories of Change can range from simple descriptions to more complex analyses.  More 
sophisticated exercises produce a more detailed and rigorous assessment of the intervention 
and its underlying assumptions.  They detail: the precise causal mechanisms that lead from one 
step to the next; alternative mechanisms to the same outcomes; the assumptions behind each 

                                                                                                                                                  

15 Mayne, J. (2017).  Theory of change analysis; Building robust theories of change. Canadian Journal of Program 
Evaluation / La Revue canadienne d’évaluation de programme 32.2 (Fall / automne ), 155–173 doi: 
10.3138/cjpe.31122 
16 All of these processes involve (but are not limited to) the mapping of causes and effects; often in a chain 
formation (for example, as depicted in the “input, output, outcome and impact” chain in Figure 2.2, 
Example_of_theory_of_change). 
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causal step; the evidence that supports these assumptions; and how different contextual, 
behavioural and organisational factors may affect how, or if, the outcomes come about.  It can 
also be useful to explore the negative programme theory: all the reasons why the causal steps 
might not happen in practice and why the desired outcome is likely not to occur.  This can help 
identify risks and issues to explore as part of the evaluation. In more complex interventions, the 
Theory of Change may capture interactions, feedback loops and an analysis of system 
boundaries.   

The best way to develop the Theory of Change is through extensive collaboration with a wide 
range of stakeholders, including designers, implementers, beneficiaries and/or interest groups to 
understand how the policy is likely to work from a range of perspectives.  When this is not 
possible, at the very minimum it should be stress-tested with key stakeholders to test whether it 
reflects their view of how the intervention is likely to work.  If the intervention is large with 
many elements, a series of models can be usefully developed, focusing on different aspects of 
the intervention.   

Crucially, the Theory of Change should continue to be developed over the lifetime of the 
evaluation as new evidence is developed.  

Sources of further information on developing a Theory of Change 

Better Evaluation. (2015).  Theory of Change Thinking In  Practice. Hivos  theory of change 
Guidelines. COLOPHON. Available at: 
http://www.theoryofchange.nl/sites/default/files/resource/hivos_toc_guidelines_final_nov_2015.
pdf [Accessed 5th November 2019] 

Mayne, J. (2017).  Theory of change analysis; Building robust theories of change. Canadian 
Journal of Program Evaluation / La Revue canadienne d’évaluation de programme 32.2 (Fall / 
automne ), 155–173 doi: 10.3138/cjpe.31122 

Funnell, C. and Rogers, J. (2011). Purposeful program theory: effective use of theories of change 
and logic models. San Francisco: Jossey Bass Publishers.  

Davies, R. (2016). Evaluating the impact of flexible development interventions. [pdf]. Methods 
Lab. Available at: https://www.odi.org/sites/odi.org.uk/files/resource-documents/10361.pdf 
[Accessed 5th November 2019] 

Vogel, I. (undated). ESPA guide to working with theory of change for research projects. [pdf]. 
Directorate of the Ecosystem Services for Poverty Alleviation (ESPA) Programme. Available at: 
https://www.espa.ac.uk/files/espa/ESPA-Theory-of-Change-Manual-FINAL.pdf [Accessed 5th 
November 2019] 

betterevaluation.org. (2017). Using logic models and theories of change better in evaluation. 
[blog]. Available at: https://www.betterevaluation.org/en/blog/Using-logic-models-and-theories-
of-change-better-in-evaluation [Accessed 5th November 2019] 

Hills, D. (2010). Logic mapping hints and tips for better transport evaluations. [pdf] The 
Tavistock Institute. Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/fil
e/3817/logicmapping.pdf [Accessed 5th November 2019] 

2.2.2. Understanding the evaluation purpose/questions  
Evaluations can be designed to answer a wide range of potential questions.  It is important to be clear from 
the outset what these questions are and how the findings from them are expected to be used, by whom 
and when.  This will inform the evaluation approach to be used, help focus the evaluation, and ensure the 
findings stand the strongest chance of having an impact on decision-making.  

http://www.theoryofchange.nl/sites/default/files/resource/hivos_toc_guidelines_final_nov_2015.pdf
http://www.theoryofchange.nl/sites/default/files/resource/hivos_toc_guidelines_final_nov_2015.pdf
http://www.theoryofchange.nl/sites/default/files/resource/hivos_toc_guidelines_final_nov_2015.pdf
http://www.theoryofchange.nl/sites/default/files/resource/hivos_toc_guidelines_final_nov_2015.pdf
https://www.odi.org/sites/odi.org.uk/files/resource-documents/10361.pdf
https://www.espa.ac.uk/files/espa/ESPA-Theory-of-Change-Manual-FINAL.pdf
https://www.betterevaluation.org/en/blog/Using-logic-models-and-theories-of-change-better-in-evaluation
https://www.betterevaluation.org/en/blog/Using-logic-models-and-theories-of-change-better-in-evaluation
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/3817/logicmapping.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/3817/logicmapping.pdf
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The questions to be answered by an evaluation will be informed by:  

• the stated purpose of the evaluation; 

• the questions identified by the Theory of Change, e.g.: 

o What are the areas of uncertainty? 

o Where are the important weaknesses in the evidence base?  

o What are intermediate outcomes that can measure progress towards the ultimate 
outcome?  

• the questions that stakeholders (e.g. those funding, designing, implementing or impacted by an 
intervention. See section 1.10, Evaluation stakeholders) want to have answered;  

• the early decision points for the intervention (e.g. whether to continue its roll-out, whether to 
modify its design or implementation, and expected or planned review points) and what evidence 
will be needed to inform those decisions; 

• how findings are expected to be used, considering both the short-term needs (e.g. benefits-
realisation) and longer-term needs (e.g. answering ‘what works?’ and ‘why?’ questions to inform 
similar policies).  

Table 2.1 below sets out some key evaluation uses. 

Table 2.1: Key evaluation uses 

Evaluation use Description 

Identification of risks Evaluation activities, including the Theory of Change, can identify risks or dependencies 
and allow the intervention design and implementation to be modified in response. 

Benefits 
management17 and 
accountability 

Frequent monitoring and evaluation outputs allow an assessment and explanation of 
progress towards realising the intended benefits.  This enables corrective action to be 
taken where necessary. 

Informing key 
decision points  

Different decision points will have associated evidence requirements: the more explicit 
these are, the better able the evaluation is to meet them.  The timing pressure this brings 
might then influence the evaluation design, methods chosen or the robustness of the 
evidence that will be deemed acceptable. 

Example decision points include: 

• Programme boards 
• Legislative decision points 
• Decisions on wider roll-out 

                                                                                                                                                  

17 Implementation and Projects Authority. (2016). Guidance for Departments  
and review teams: Assurance of benefits realisation in Major Projects. [pdf] Crown Copyright. Available at: 
https://www.gov.uk/government/publications/assurance-of-benefits-realisation-in-major-projects [Accessed 5th 
November 2019] 

https://www.gov.uk/government/publications/assurance-of-benefits-realisation-in-major-projects


28 
 

Evaluation use Description 

• Regulatory policies subject to Post-Implementation Review (PIR)18,19 
• Regulations containing a Sunset or a Duty to Review clause 
• To meet the requirements of the International Development Assistance Act 

2015. 

To respond to 
external scrutiny 

Government departments need evidence of policy effectiveness for Spending Reviews 
and in response to scrutiny and challenge from bodies such as: 

• National Audit Office20 / Public Accounts Committee 
• Select Committees 
• Infrastructure and Projects Authority (IPA) 
• Better Regulation Executive / Regulatory Policy Committee 
• International Development Committee.   

Communicating 
impact 

The evaluation findings can be used in both internal and external communications. 

Understanding 
context 

Interventions may have different impacts depending on the context within 
which they are used.  Evaluations can help unpick the relative impact of 
different contextual factors and the intervention itself.  This can suggest 
whether the policy can be expected to work in other contexts. 

Stakeholder 
engagement and 
empowerment 

Including stakeholders in the design and implementation of evaluations can help build 
stronger relations and a common understanding of the issues the intervention seeks to 
address. It also allows the evaluation to respond to specific issues as they arise, as well 
as increases the likelihood that stakeholders will use and value the evaluation findings. 

Future policy 
decision making 

Monitoring and evaluation evidence contributes to the long-term evidence base, which is 
called upon when making fast-paced policy decisions. It also informs resource allocation 
events, such as Spending Reviews and business planning.  

 

An evaluation is framed by the list of evaluation questions to be answered.  In combination with 
the programme theory, they define the scope of an evaluation; it is essential to the success of 
the evaluation to get them right. 

Scoping the list of potential evaluation questions is likely to result in a long list.  Few evaluations 
will be able to answer every question posed, typically because of the time and resources that 
would be required to answer them all, as well as methodological limits. 

In practice, a bottom-up generation of questions should be accompanied by a top-down 
approach to generate a small number of high-level questions (typically around 6 or 7) under 

                                                                                                                                                  

18 The Better Regulation Framework outlines the Post Implementation Review process. Department for Business, 
Energy and Industrial Strategy. (2018). Better Regulation Framework Guidance. [pdf]. Crown Copyright. Available 
at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/708066/better-
regulation-framework-interim-guidance-2018.pdf [Accessed 5th November 2019] 

19 Statutory guidance on reviews includes guidance on when to include a review clause. Department for Business, 
Energy and Industrial Strategy. (2015). Small Business, Enterprise and Employment Act 2015. Statutory Guidance 
under s.31 of the Small Business, Enterprise and Employment Act. [pdf]. Crown Copyright. Available at: 
https://www.gov.uk/government/publications/small-business-enterprise-and-employment-act-statutory-review-
requirements [Accessed 5th November 2019] 

20 nao.org.uk. (undated). Assessing Value for Money. [online] Available at: https://www.nao.org.uk/successful-
commissioning/general-principles/value-for-money/assessing-value-for-money/# [Accessed 5th November 2018] 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/708066/better-regulation-framework-interim-guidance-2018.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/708066/better-regulation-framework-interim-guidance-2018.pdf
https://www.gov.uk/government/publications/small-business-enterprise-and-employment-act-statutory-review-requirements
https://www.gov.uk/government/publications/small-business-enterprise-and-employment-act-statutory-review-requirements
https://www.nao.org.uk/successful-commissioning/general-principles/value-for-money/assessing-value-for-money/
https://www.nao.org.uk/successful-commissioning/general-principles/value-for-money/assessing-value-for-money/
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which the more detailed questions will sit.  This keeps the evaluation manageable and helps the 
evaluators to remain focused on the key questions throughout their work. 

Evaluation questions typically evolve during evaluation design and implementation, depending 
on feasibility, data availability, practical issues during the evaluation’s execution, emerging 
findings and other considerations.  For this reason, it is vital to maintain strong links with the 
users of evaluation, so that evaluation designs evolve with their needs in mind. 

2.2.3. Understanding the type of evaluation required 
The questions generated in the scoping exercise are likely to cover all three evaluation types: 
process, impact and value-for-money.  The types of questions that relate to each are set out in 
Table 2.2: Table of evaluation questions. For a full understanding of an intervention, aspects of 
all the three types of evaluation are likely to be needed.   

Alone, there will be weaknesses in each of these evaluations: for example, knowing the extent 
of the impact of an intervention will rarely explain why this impact occurred. This is especially 
important when the expected outcomes are not achieved. In this case, process evaluation can 
provide essential evidence to understand whether the issue is the result of the intervention 
design or the intervention delivery and whether these identified issues can be overcome.  
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Box 2: Evaluating a group of projects 

It is common to need to evaluate an intervention that consists of a group of related, but 
separate, projects.  There are two main scenarios: 

1. where an overall intervention has broad coverage, but the detailed implementation is 
delegated to a lower level (within set parameters).  This might be done geographically (such 
as in the Well North programme) or by industry sector (e.g. the Industrial Strategy).   

2. a scenario often described as an ‘innovation fund’, where competitive proposals are invited 
to deliver an intervention, again within broad parameters, with an emphasis on innovation.   

Such scenarios give rise to some particular evaluation issues.  An important question is to decide 
on the balance of importance between evaluation of the overall intervention, and of the specific 
projects.   

Typically, in the first scenario, there will be a strong interest in evaluating the overall net impact 
of the intervention, and the process of allowing a degree of autonomy.  There is also likely to be 
interest in what can be learned from the individual implementations, but not necessarily in 
evaluating each one separately. Depending on the specific circumstances, techniques, such as 
Qualitative Comparative Analysis (see Annex A: Analytical evaluation methods, section 1.1), 
could be useful in understanding in broad terms how the more successful projects varied from 
those that were less so.  It may be useful to select some more detailed case studies, based on an 
assessment of, for example, which ones are particularly successful, or which seem particularly 
innovative. 

In the second scenario, where the purpose of the overall intervention is likely to be to identify 
promising approaches, there will be a much stronger emphasis on evaluating individual 
projects.  Typically, a net impact estimate for each will be desirable, and as far as possible, an 
assessment of the potential generalisability of the intervention.  It must be kept in mind that this 
will only be a broad assessment.  To estimate reliably what might happen if any particular 
intervention were delivered more widely would require further testing.  At the overall level, a key 
question is likely to be the extent to which the intervention design encouraged useful 
innovation.  

Common to both scenarios is the need to agree and comply with common measures across all 
projects (as far as possible).  (The qualification ‘as far as possible’ reflects the fact that different 
projects within the same programme might be seeking to influence different outcomes, and use 
different processes, in which case it will not be possible to have a single set of measures.)  It can 
be particularly advantageous if some of these measures can be derived from administrative 
systems, ensuring comparability.  If survey measures are needed, using a common research 
instrument across all projects is necessary.  Particular care needs to be taken when requiring 
individual projects to collect specific data.  As well as setting out clear and detailed instructions 
on what to collect, the importance of keeping to these instructions will need to be explained.  
Some degree of compliance checking may be advisable. 

In such programmes, it is likely that interventions will be evolving during the programme, and 
consideration should be given to a closer relationship between the projects and the evaluation 
team, such as in Developmental Evaluation (see Emerging_approaches section). 

 

 

https://wellnorthenterprises.co.uk/wp-content/uploads/2019/05/Well-North-Legacy-Report-2019-FINAL.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/664563/industrial-strategy-white-paper-web-ready-version.pdf
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Table 2.2: Evaluation questions and types of evaluation21 

Process evaluation questions: What can be learned from 
how the intervention was delivered? 

Impact evaluation questions:  What difference did the 
intervention make? 

Value-for-money evaluation questions: Was this a 
good use of resources? 

Was the intervention delivered as intended?  

• Were there enough resources?  
• Were there any unexpected or unintended issues 

in the delivery of the intervention? 
• To what extent has the intervention reached all the 

people that it was intended to? 

What worked well, or less well, for whom and why?  

What could be improved? 

What can be learned from the delivery methods used?  

• Could the intervention have been procured and 
delivered for less cost? 

How has the context influenced delivery? 

• How did external factors influence the delivery and 
functioning of interventions?  

• How did external factors influence the attitudes 
and behaviours of target groups?  

Did the intervention achieve the expected outcomes? 

• To what extent? 

Did the intervention cause the difference? 

• To what extent can the outcomes be attributed to the 
intervention?  How confident can we be that the 
intervention caused the observed changes? 

• What causal factors resulted in the observed impacts? 
• How much can be attributed to external factors? 
• What would have happened anyway? 

How has the context influenced outcomes?  

• Has the intervention resulted in any unintended 
outcomes?  

• Have the outcomes been influenced by any other 
external factors?  

To what extent have different groups been impacted in different 
ways, how and why?  

Can the intervention be reproduced? 

What generalisable lessons have we learned about impact? 

How cost-effective was the intervention? 

• Cost per unit (outcome, participant, etc.) 
• What were the costs of delivering the 

intervention? 
• Has the intervention been cost-effective 

(compared to alternatives and compared to 
doing nothing)?  

• What is the most cost-effective option?  

What was the value-for-money of the intervention? 

• What are the benefits?  
• What are the costs?  
• Do the benefits outweigh the costs? 
• What is the ratio of costs to benefits?  

Is the intervention the best use of resources?  

• How does the ratio of costs to benefits 
compare to that of alternative interventions? 

 

Future Learning.  The different types of evaluation can together help answer questions used for future learning:  
• Are the intervention’s goals relevant, in different contexts?  
• Can the policy be expected to work in other contexts? 
• Is the intervention sustainable from financial, economic, social and environmental perspectives? 
• What has been learned about how to intervene in this intervention space that can be transferred to other initiatives and future appraisals? 

                                                                                                                                                                                                                                 

21 Adapted from Stern, E. (2015). Impact evaluation: a guide for commissioners and managers. [pdf]. London. Bond. Available at 
https://assets.publishing.service.gov.uk/media/57a0896de5274a31e000009c/60899_Impact_Evaluation_Guide_0515.pdf  [Accessed 5th November 2019] 

https://assets.publishing.service.gov.uk/media/57a0896de5274a31e000009c/60899_Impact_Evaluation_Guide_0515.pdf
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2.2.4. Understanding impact evaluation approaches 
In choosing the most suitable evaluation approach(es), an evaluator must consider the type of 
evaluation and question(s) to be answered, alongside an understanding of the intervention 
itself, the context in which it is being implemented and information/data available. 

Impact evaluations can be particularly challenging to design and implement.  Impact 
evaluations aim to assess what changes have occurred and the scale of those changes. They also 
assess the extent to which the changes can be attributed to the intervention, over and above 
what would have happened had the intervention not taken place.  This is complicated because 
there will be other influences that must be understood in order to claim that the intervention 
has had an effect (Figure 2.3 below).   

Figure 2.3: What influences the outcome?22  

 

 

No one evaluation approach can appropriately evaluate all types of intervention – each design 
has its advantages and disadvantages – and often approaches may need to be combined.  
Selecting the impact evaluation approach is an early decision that will influence all subsequent 
steps.  The remainder of this chapter will focus on this choice.  

Figure 2.4 below provides a decision-tree on the most appropriate impact evaluation approach.   

 

                                                                                                                                                  

22 Stern, E., Stame, N.,  Mayne, J., Forss, K., Davies, R., Befani, B.(2012). Broadening The Range of Designs And 
Methods For Impact Evaluations [pdf]. Department for International Development. Available at: 
https://www.oecd.org/derec/50399683.pdf [Accessed 5th November 2019] 
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Figure 2.4. Selecting the approach for impact evaluation, based on the evaluation questions to be answered 1 

                                                                                                                                                                                                                                      

1 Reproduced from: Hills, D. and Junge, K. (2010). Guidance for transport impact evaluations: Choosing an evaluation approach to achieve better attribution. [pdf]. The Tavistock 
Institute in consultation with AECOM. Available at: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/525806/transport-impact-
evaluations.pdf [Accessed 5th November 2019] 
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Experimental and quasi-experimental approaches to impact evaluation 
Experimental and quasi-experimental approaches are designed to achieve a robust 
estimate of the average impact of a policy.  There are a number of experimental and 
quasi-experimental methods, summarised in section 
3.5,Experimental_quasiexperimental_methods, with further detail in Annex A. 

Experimental and quasi-experimental approaches infer the impact of an intervention 
through statistical comparison to a group or time period unaffected by the 
intervention.  This unaffected group acts as a proxy for what would have happened 
to the affected group in the absence of the policy and is commonly called the 
counterfactual.   

When measuring the counterfactual it is essential that: 

• data is of sufficient quality and quantity to support the analysis; 

• the counterfactual is genuinely comparable to the intervention group; 

• the intervention effect is sufficiently large to be distinguished from expected 
‘noise’ in the data. 

To meet these requirements often requires building the evaluation design into the 
intervention design through creating control groups and ensuring data is collected 
in both the intervention and the control group.  Table 2.3 below shows where an 
experimental approach is more feasible. 
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Table 2.3: Choosing an experimental or quasi-experimental approach to impact 
evaluation 

 MORE FEASIBLE IF: LESS FEASIBLE IF: 

 • The intervention is discrete (can 
be disentangled from other 
programme interventions) and is 
stable 

• The system the intervention is 
being applied to is relatively 
stable and unchanging 

 

• The intervention is difficult to 
define or disentangle from other 
programme interventions or local 
context 

• The intervention adapts over 
time. 

• The intervention is being applied 
to a complex and emergent 
system (see Supplementary 
Guidance on evaluating 
Complexity for more detail) 

 

 

 

 
 

• There is a direct, linear 
relationship between the 
expected outcome and the 
intervention 

• A large effect relative to other 
changes is expected 

• The effect is realised within a 
short time period (and does not 
vanish immediately thereafter) 

• There is a complex1 or distant 
relationship between the 
expected outcome and the 
intervention, with many potential 
confounding factors  

• A small effect is expected 

• The effect builds up gradually 
over an extended time period 

• The exact nature of the impact is 
unknown 

 

 
 

 

 

 

 

 
 

 

• The intervention involves a 
distinct change in practice with 
respect to identifiable participants 
(individuals, groups, institutions 
or areas) 

• Data is available on the 
participants of the intervention 

• Data is available on precise time 
periods 

• Data to support the evaluation 
collected before and during the 
intervention 

• Data can be collected from 
samples of sufficient size 

• The intervention involves a 
consolidation of existing good 
practice or is poorly differentiated 
between participants 

• Data is only available as coarsely 
aggregated totals  

• There is uncertainty over timing 
of implementation (requires 
aggregation over time) 

• Data to support evaluation is not 
sought until the policy is already 
established, or is unavailable for 
non-participants 

• Sample sizes are too small 

 
 

 

 

 

 
 

• Intervention is built into policy 
design, and so comparison 
groups are allocated and data 
collected from both  

• There is a phased start  

• Random allocation is possible 

• Other objective allocation is 
possible, for example, using a 
cut-off score 

• Intervention is not built into 
policy design, or data is available 
only for the pilot areas themselves 

• There is a simultaneous launch 
nationwide 

• There is subjective allocation, so 
the comparison and target group 
are different from the outset 

                                                                                                                                 

1 See Magenta Book Supplementary Guidance on Handling Complexity in Evaluation 

Nature of 
impact 

Data 
availability: 
what was 
done 
where, 
when, to 
whom 

Potential 
comparis
on 
groups 

Nature of 
interventi
on 
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• ‘Natural’ comparison groups are 
available 

• No equivalent comparison group 
is possible (e.g. for a major 
infrastructure scheme) 

Experimental and quasi-experimental approaches tend to be most suitable where: 

• there is a focus on accountability. These approaches typically produce the 
most defendable quantitative evidence on impact; 

• the expected outcomes are known and measurable; 

• the intervention affects large numbers of people/groups, but not the whole 
population; 

• the intervention does not involve a number of different activities or a varied 
implementation; 

• the intervention is expected to work in the same way for different groups. 
Typically, experimental approaches are not strong in identifying different 
impacts on particular sub-groups. 

Experimental and quasi-experimental approaches are selected with the primary aim 
of assessing the net impact of an intervention.  But this in itself will not produce 
insights about how any measured change comes about, or whether the same 
outcome would occur if the intervention is tried in another context or at a different 
scale2.  Combining experimental/quasi-experimental approaches with theory-based 
approaches or supplementing with process evaluation evidence can provide this 
often essential insight. 

Theory-based approach to impact evaluation 
Theory-based impact evaluations draw conclusions about an intervention’s impact 
through rigorous testing of whether the causal chains thought to bring about 
change are supported by sufficiently strong evidence and that alternative 
explanations can be ruled out.  Theory-based evaluation is explicitly concerned with 
both the extent of the change and why change occurs; it tries to get inside the 
black-box of what happens between inputs and outcomes, and how that is affected 
by wider contexts.   

Theory-based evaluations are centred on a well-defined Theory of Change, which 
includes theories about alternative explanations for the outcomes.  Once a theory is 
established, the theory is tested through multiple evidence sources.   

When conducting a theory-based approach, it is important to keep an open mind 
about what evidence can be used.  External literature, expert opinions, public 
statements, mixed-method research with a range of stakeholders and modelling 
private cost/benefit trade-offs can all be used.  There can be efficiency in data 
collection, by focussing effort on collecting evidence that is impact-orientated. 

Rigour in theory-based methods comes from:  

• coherence of the theories; 

                                                                                                                                 

2Terms often used are: internal validity, which refers to the robustness of the estimate of the particular 
policy evaluated; and external validity, which refers to whether the estimate is a valid representation 
of what might happen under non-experimental conditions when the intervention is scaled up or 
rolled out.  External validity can be developed in two ways, through testing a broad number of 
contexts in a pilot and/or understanding how something has worked and inferring if the evidence 
would therefore suggest it could work elsewhere. 
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• evidence that is specific enough to test the theories; 

• triangulation of multiple sources; 

• ruling out of alternative causes in order to claim impact; 

• critical reflection and opening up to peer review and external scrutiny. 

Figure 2.5: Process followed using a theory-based approach 

 

 

Theory-based impact evaluation methods are particularly suited where one or more 
of the characteristics below are true:  

• there is a complicated policy landscape with a combination of interventions; 
• the intervention is designed to make a change in a complex system or where 

there is adaptive management/changing of an intervention3; 
• outcomes are emergent and cannot be predicted at the outset; 
• there is no ability to develop a suitable counterfactual; 
• there is a requirement to understand if the same results would be achieved 

in a different place or context. 

Typically, these approaches do not produce a single numeric estimate of impact, 
although quantification of impact may be possible, given the appropriate methods 
chosen (see Chapter 3).   

Emerging approaches 
Newer approaches to evaluation are being developed to provide more tools for use 
in the evaluation of complexity, including participatory approaches.  An increasingly 

                                                                                                                                 

3 See Magenta Book Supplementary Guidance on Handling Complexity in Evaluation for further 
information. 
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common approach is developmental evaluation (Patton, 20064), which is premised 
on dealing with uncertain or emerging outcomes and is intended to be part of a 
continuous loop of programme development and iteration.   

Developmental evaluation approaches are often applied to innovation contexts, 
where it may help to frame thinking, surface issues, and provide rapid feedback on 
the implementation of interventions. 

There are a number of other emerging alternate approaches for handling 
complexity.  See the Magenta Book Supplementary Guidance on Evaluating 
Complexity for further information.  

Direct observation of impact 
In some very simple cases, the way in which the intervention creates change may be 
sufficiently transparent that the impact can be observed directly, or through a 
process evaluation, without the need to take account of other influences.  For 
example, with a project to supply water to a village in a developing country, any 
observed decreases in the average time household members spend collecting water 
can be attributed to the project without the need for a comparison group5.  This 
approach should only be used when there is confidence that if the intervention had 
not taken place nothing else would have changed.   

2.3. Designing an evaluation 
Designing an evaluation involves taking the conclusions of the scoping stage and 
agreeing the evaluation design and how the evaluation will be conducted.  It 
involves making pragmatic decisions on evidence priorities in light of timelines, 
resources and feasibility of methods.  An evaluation design should be guided by the 
principles outlined in Chapter 1, i.e. usefulness, credibility, robustness and 
proportionality.   

Designing an evaluation is an iterative process; decisions on methods will impact on 
earlier decisions on which questions can and cannot be answered.  With each 
iteration the design gets more detailed.  An initial evaluation design should give 
enough detail to make decisions about which evaluation questions are feasible to 
answer and which methods would be needed to do this.  A formal evaluation 
feasibility assessment is a common interim design stage, sometimes called an 
‘evaluability assessment’.   

A final evaluation design is specific about how the evaluation methods, research and 
analysis will answer the evaluation questions, test the intervention logic and report 
on a timeline to support the identified decision-points.   

These details are usually set out in an evaluation ’plan’ or ’strategy’, which cover 
information such as: 

                                                                                                                                 

4 Patton, M.Q. (2006). Evaluation for the Way We Work.  The Nonprofit Quarterly. Vol. 13 (1): 28-33. 
Available at: https://nonprofitquarterly.org/evaluation-for-the-way-we-work/ [Accessed 5th November 
2019] 

5 White, H. (2009). Some Reflections on Current Debates in Impact Evaluation. [pdf]. New Delhi: 
International Initiative for Impact Evaluation (3ie). Available at: https://www.3ieimpact.org/evidence-
hub/publications/working-papers/some-reflections-current-debates-impact-evaluation  [Accessed 5th 
November 2019] 

https://nonprofitquarterly.org/evaluation-for-the-way-we-work/
https://www.3ieimpact.org/evidence-hub/publications/working-papers/some-reflections-current-debates-impact-evaluation
https://www.3ieimpact.org/evidence-hub/publications/working-papers/some-reflections-current-debates-impact-evaluation
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• the objectives of the intervention;  

• the Theory of Change; 

• a plan for any literature review / synthesis required; 

• the evaluation questions and by when and from whom the evidence is 
needed; 

• how outcomes of interest will be identified and measured; 

• how unintended outcomes will be detected; 

• how wider contextual factors will be accounted for; 

• detail on the methods to be used / how they answer the evaluation 
questions; 

• detail on the data required, how it will be collected and by whom; 

• resource (funding, staff, skills) requirements; 

• an overview of how and when the evaluation evidence will be disseminated 
and used to inform policy making. 

As the evaluation plan develops, decisions will need to be made on the methods 
and data collection required to answer the evaluation questions.  Evaluation 
methods are covered in Chapter 3, and data collection in Chapter 4. 

 

Sources of further information  

Stern, E., Stame, N., Mayne, J., Forss, K., Davies, R., Befani, B. (2012). Broadening 
the Range of Designs and Methods for Impact Evaluations [pdf]. Department for 
International Development. Available at: https://www.oecd.org/derec/50399683.pdf 
[Accessed 5th November 2019] 

White, H. (2009). Some Reflections on Current Debates in Impact Evaluation. [pdf]. 
New Delhi: International Initiative for Impact Evaluation (3ie). Available at: 
https://www.3ieimpact.org/evidence-hub/publications/working-papers/some-
reflections-current-debates-impact-evaluation [Accessed 5th November 2019] 

  

https://www.oecd.org/derec/50399683.pdf
https://www.3ieimpact.org/evidence-hub/publications/working-papers/some-reflections-current-debates-impact-evaluation
https://www.3ieimpact.org/evidence-hub/publications/working-papers/some-reflections-current-debates-impact-evaluation
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Chapter 3 
Evaluation methods 
Summary 

There are a wide range of evaluation methods.  This chapter summarises the main 
analytical methods used in government and their key pros and cons.  Further details 
are contained in Annex A. 

First, generic quantitative and qualitative research methods that are commonly used 
for both process and impact evaluations are summarised. 

Next, evaluation methods are set out and are grouped into:  

a. Theory-based impact evaluation methods 
b. Experimental and quasi-experimental impact evaluation methods 
c. Value-for-money methods. 

Some guidance on how to select appropriate methods for addressing causal 
questions is provided.  Selection of methods should always be considered carefully 
and in context.  Stakeholder involvement is strongly recommended as the choice of 
method affects the questions that can be answered (choice of method may depend 
on which assumptions are most plausible and stakeholders may have a better 
perspective than government analysts on this). 

Methods for the synthesis of evaluation evidence are also summarised.  These 
methods are used to combine findings from a range of studies into a common 
understanding of the impact and/or delivery of an intervention. 

3.1. Introduction 
This chapter covers the considerations required to complete the evaluation design; 
that is, the selection of the analytical evaluation methods that best answer the 
evaluation questions (in contrast to the data collection evaluation methods 
discussed in Chapter 4).  Alongside the evaluation questions, three further 
considerations are important: the proportionality of the effort and resources 
required to answer them; the availability of data; and the timing of decision points.   

As stated in the previous chapter, iteration will be required to refine what is possible 
and practical.  This might require a change to the scope, timing or resources, or 
even modification of the evaluation questions.  Different methods will have different 
resource implications.  Any deprioritising of evaluation questions should be 
communicated clearly and the solution agreed with stakeholders. 

Some methods will be able to answer more questions than others and some will be 
more cost-effective and easier to implement; all have their pros and cons.   

Detail on each of the methods summarised in this chapter can be found in Annex A.  
Methods that are particularly appropriate for evaluations in complex situations can 
be found in the Supplementary Guidance, ‘Evaluating Complexity’.  Data collection 
methods are covered in Chapter 4. 



41 

3.2. Choosing the appropriate methods 
The selection and implementation of analytical methods for evaluation should be 
informed by the Theory of Change and the uncertainties and assumptions that it 
identifies.   

It is important to note that various stakeholders may have different needs and 
prioritise different outcomes.  These outcomes should be reflected in the Theory of 
Change and stakeholders should be engaged in the selection of the evaluation 
methods in order to agree priorities, manage expectations and accept the 
implications. 

There should be alignment between the evaluation questions, the evaluation 
approach and the methods used.  In practice, most evaluation designs involve mixed 
methods, combining both qualitative and quantitative methods to answer the 
impact, process and value-for-money questions (Chapter 2).  No individual method 
can provide answers to all evaluation questions.  If time and resources are limited, 
questions and methods will have to be prioritised and trade-offs between methods 
will be needed6.  Iteration will be necessary.   

It is important to consider both the feasibility and appropriateness of a proposed 
method.  The cost, timing, respondent burden, ethics, likely response rate, and the 
potential effect the data collect itself might have on the intervention should all be 
considered (see Chapter 4 on data collection).   

The populations to be studied and the evaluation questions to be answered should 
be clear from the scoping stage.  Clear definitions should be developed around the 
individuals/groups, places and time periods associated with the evaluation questions 
to ensure the most appropriate methods are identified.  Clear definitions can also 
help clarify the extent to which the findings can be generalised.   

The timing of data collection needs to be carefully considered in line with when 
events are likely to occur and the decision points identified during the scoping phase 
(see Table 2.1: Table_of_key_evaluation_uses). 

3.3. Research methods used in both process and 
impact evaluations 

The research methods summarised in this section are commonly used in process and 
impact evaluations (and are widely used in non-evaluative research).  When used in 
impact evaluation, consistent data must also be collected for any control / 
comparison group. 

Research methods commonly used for evaluation are outlined in Table 3.1 below, 
with more detail in Annex A.  The data collection aspects of these methods are 
covered in Chapter 4.  Detailed guidance on process evaluation and its methods can 
be found elsewhere7.  Guidance on quality is provided in the Supplementary 
Guidance, ‘Quality in Qualitative Evaluation’. 

                                                                                                                                 

6 Bond.org.uk. (2016). Choosing appropriate evaluation methods tool. [online] Available at: 
https://www.bond.org.uk/resources/evaluation-methods-tool [Accessed 13th November 2019] 

7 For example: Moore, G., Audrey, S., Barker, M., Bond, L., Bonell, C., Hardeman, W., Moore, L., 
O’Cathain, A., Tinati, T.,Wight, D.and Baird, J. (undated). Process evaluation of complex interventions 

https://www.bond.org.uk/resources/evaluation-methods-tool
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Table 3.1 Quick guide to research methods commonly used for evaluation 

                                                                                                                                 

[pdf]. Available at: https://mrc.ukri.org/documents/pdf/mrc-phsrn-process-evaluation-guidance-final/ 
[Accessed 13th November 2019] 

Evaluation 
Methods Description Pros and Cons 

Interviews 
and focus 
groups 

Interviews enable in-depth 
exploration of the intervention with 
participants.  Focus groups are 
useful to elicit views from a group 
of people rather than an individual. 

Can be used to elicit views of individuals 
involved in an intervention. 
Can be used to collected in-depth insight about 
an intervention and shed light on patterns 
emerging in other pieces of evidence collected 
(such as quantitative monitoring data). 
Can be resource intensive; requires time to 
conduct and analyse; does not provide 
numerical estimates; there may be risk of bias in 
the views collected. 

Case studies In-depth investigation of a person, 
group or event within its real-world 
context.  Subjects are often 
purposively selected because they 
are unusual and reveal information.  
Often uses multiple sources of 
evidence and data collection 
methods.  Can be descriptive, 
exploratory or explanatory. 

Can capture real-life situations in depth and 
detail and help understand complex 
phenomena.  
Works well in combination with or 
supplementing other methods, such as surveys. 
Can be helpful for communicating to 
stakeholders what interventions have worked for 
particular organisations in certain contexts. 
It is difficult to generalise findings to different 
contexts, situations or phenomena. 

Surveys Commonly used to collect data 
from a number of individuals, such 
as beneficiaries, or a large 
organisation with numerous 
members of staff.  They can be 
administered face-to-face, by post, 
online, by telephone or as a 
handout.  

An effective method of obtaining information 
from a large number of participants.  Provides 
data suitable for statistical analysis that, if 
properly designed and conducted, can be 
generalised to the whole population of interest.   
Less useful for providing in-depth insight into an 
intervention.  There can be response-rate issues 
that decrease the quality of its findings. 

Output or 
performance 
monitoring 

Continuous measurement and 
performance review of an 
intervention.  Monitoring plans are 
developed based on the Theory of 
Change to allow the tracking of the 
inputs, outputs and outcomes of 
an intervention.  
To minimise errors in the data 
collection and burden on staff it is 
advisable to design monitoring in 
collaboration with those who will 
collect data. 

Can provide a relatively low cost and rapid 
method to identify if an intervention is being 
delivered and creating outputs as intended.  
Links well to benefits management. 
Can feel onerous for both participants and the 
staff (usually delivering an intervention) who 
collect it.   

Observational 
studies 
(including 
ethnography) 
 

These involve observing and noting 
behaviour of participants (including 
intervention delivery staff).  Often 
supplemented with interviews of 
individuals within their usual 
environments to determine the 
impact that an intervention has 
had on an individual’s day-to-day 

Can allow for a deeper understanding of 
individual experience of an intervention.  
Observation may help improve accuracy of other 
data by reducing bias arising from self-reporting 
by participants. However, participants may still 
act differently if they know they are being 
observed (the ‘Hawthorn effect’), which can 
affect the accuracy of the data. 

https://mrc.ukri.org/documents/pdf/mrc-phsrn-process-evaluation-guidance-final/
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3.4. Theory-based impact evaluation methods  
Theory-based methods can be used to investigate net impacts by exploring the 
causal chains thought to bring about change by an intervention.  However, they do 
not provide precise estimates of effect sizes.  Theory-based evaluation is explicitly 
concerned with both the extent of the change and why the change occurs.  In 
addition, it often considers the context at the same time that the intervention is 
being implemented. 

Theory-based methods tend to be particularly suited for the evaluation of complex 
interventions or simple interventions in complex environments.  In these situations, 
where determining the effect size can often be difficult, theory-based methods can 
confirm whether an intervention had an effect in the desired direction.  For many of 
these methods, the aim is not to provide definitive evidence that the entirety of any 
measured change can be attributed to the intervention. Rather, they aim to explore 
whether the intervention definitively contributed to the measured change.  They can 
also explain why an intervention worked, or not, and inform translation to other 
populations, places or time periods.  

All evaluation methods can be considered and used as part of a theory-based 
approach (particularly research methods that aim to answer process evaluation 
questions), but those described below are particularly associated with this approach. 

As an example, Realist Evaluation seeks to identify the, often psychological, 
mechanisms that change human behaviour as a result of an intervention, taking into 
account the context within which the intervention occurs.  Realist Evaluation 
typically asks: “what works, for whom, in what respects, how, and under what 
circumstances?”.  It develops and tests a set of hypotheses (or theories) about the 
factors or processes that explain why an intervention has had a particular result 
(called a mechanism), and what effect the context of an intervention has on these 
mechanisms.  A mechanism can be defined as capturing ”people’s reasoning and 
their choices when faced with a policy measure”’.  This method is described in detail 
in the Supplementary Guidance, ’Realist Evaluation’.   

Simulation modelling is not formally considered a theory-based method but is 
included here as it can be used quantitatively to represent complex scenarios and 
model the Theory of Change, the impact of an intervention and unobserved 
outcomes.  Types of simulation for dynamic systems include: discrete event 
simulation, system dynamics, and agent-based modelling.  Model strength depends 
on quality of the inputs and simulation logic, which often have flaws.  Simulation 
modelling can also be used to generate virtual counterfactuals. 

Theory-based methods are specialist and typically require expert advice to help 
develop thinking and decide on the most appropriate method(s).  Useful tools and 

life.  Can support other methods by 
ensuring that other data collected 
are understood within the same 
context and are used to build 
theories relevant to this context. 

Resource-intensive and may have ethical 
implications, practical barriers and issues with 
generalisability. 



44 

guidance to inform thinking are available8,9,10.  Table 3.2 below provides an 
overview and pros and cons of the most common theory-based methods. More 
information can be found in Annex A.  
  

                                                                                                                                 

8 Bond.org.uk. (2016). Choosing appropriate evaluation methods tool. [online] Available at: 
https://www.bond.org.uk/resources/evaluation-methods-tool [Accessed 13th November 2019] 

9 Befani, B. (2016). Choosing Appropriate Evaluation Methods. [pdf]. Bond. Available at: 
https://www.bond.org.uk/sites/default/files/caem_narrative_final_14oct16.pdf [Accessed 13th 
November 2019] 

10 Stern, E. (2015). Impact Evaluation: A Guide for Commissioners and Managers [pdf]. Bond. 
Available at: https://www.bond.org.uk/sites/default/files/resource-
documents/impact_evaluation_guide_0515.pdf [Accessed 13th November 2019] 

https://www.bond.org.uk/resources/evaluation-methods-tool
https://www.bond.org.uk/sites/default/files/caem_narrative_final_14oct16.pdf
https://www.bond.org.uk/sites/default/files/resource-documents/impact_evaluation_guide_0515.pdf
https://www.bond.org.uk/sites/default/files/resource-documents/impact_evaluation_guide_0515.pdf
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Table 3.2 Quick guide to common theory-based impact evaluation methods 

Evaluation 
Method Description Pros and Cons 

Realist 
evaluation 

Specific, hypothesised causal ‘mechanisms’ 
for an ‘outcome’ are articulated in ‘context’ 
and evidence gathered for each.  The 
‘mechanism’ explains why participants may 
take advantage of an opportunity or not 
depending on the ‘context’, and their 
understanding is key to causal inference.  

Refines theory can identify causal 
mechanisms.  Can inform impact if a 
counterfactual is not feasible.     
Time consuming, resource intensive and 
needs subject-matter expertise.  Often 
difficult to communicate/interpret due to 
complexity.  Does not often provide a 
quantitative effect size. 

Contribution 
analysis 

Step-by-step process used to examine if an 
intervention has contributed to an observed 
outcome by exploring a range of evidence 
for the Theory of Change.  It gives an 
evidenced line of reasoning rather than 
definitive proof. 

The contribution claim depends on the 
quality of thinking about the attribution 
problem and Theory of Change.  
Works on average effects – not to be used 
if there is large variability in 
implementation or outcomes. 

Process 
tracing 

A structured method examining a single 
case of change to test whether a 
hypothesised causal mechanism, such as 
that proposed by the Theory of Change, 
explains the outcome. 

Can test causal hypotheses post-hoc.  
Must be used with rigour to prevent 
inferential errors; alternative explanations 
must be carefully considered.  Support for 
one causal mechanism may not preclude 
others.   

Bayesian 
updating 

Added to other theory-based methods to 
more rigorously assess whether evidence 
supports contribution claims.  Probabilities 
of a small number of contribution claims 
are estimated prior to observation then 
tested. 

Requires highly-skilled facilitation.  
    

Contribution 
tracing 

Participatory mixed-method to establish the 
validity of contribution claims with explicit 
criteria to guide evaluators in data 
collection and Bayesian updating to 
quantify the level of confidence in a claim. 
Includes a contribution ‘trial’ with all 
stakeholders to establish what will 
prove/disprove the claim.  

Efficiently focuses on evidence that can 
increase confidence in a claim. Minimises 
confirmation bias using ‘critical friends’ in 
a testing phase.  
Intervention needs time to have 
detectable effects.  Must explore other 
potential causes.  Not for comparing 
interventions.   

Qualitative 
Comparative 
Analysis 

Used to compare multiple cases and 
systematically understand patterns of 
characteristics associated with desired or 
undesired outcomes based on qualitative 
knowledge.  Can account for both complex 
causation (combinations of factors) and 
‘equifinality’ (multiple causes of outcomes). 

Can identify groups of causal factors in 
post-hoc evaluation.  Systematically 
analyses case study evidence.  Works best 
with 10-50 cases.  
Needs consistent data about how those 
factors affect outcomes and assessment 
of which are the more successful across 
case studies. 

Outcome 
harvesting 

Collects evidence of change and then works 
back to assess contribution to the change.  
Encourages participation of stakeholders in 
real-time for ongoing monitoring.   

Useful where participation is easy and 
stakeholders are disparate as it helps 
provide clarity to all.  
It is resource intensive. 

Most-
significant 
change 

Participatory method for impact evaluation 
of complex interventions.  Involves 
collection of significant change stories from 
the field and systematic selection of the 
most significant by panels of stakeholders.  
Interventions are often participatory too. 

Useful when it is not possible to predict 
outcomes or when prioritisation of 
outcomes cannot be agreed.  Builds 
understanding across stakeholders.  
Is time consuming and resource intensive 
and needs robust facilitation. 
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Note:  These all allow attribution of causality, but none give precise estimates of effect sizes. 

3.5. Experimental and quasi-experimental impact 
evaluation methods 

Experimental and quasi-experimental evaluation methods are used to measure 
impact.  As introduced in Chapter 2, the core principle of these methods is that 
there is a ‘counterfactual’: observed outcomes from a ‘control’ group that did not 
receive the intervention, which can be compared to outcomes from the intervention 
group.  The intervention and control groups are either effectively identical (typically, 
through randomisation in an experimental design), or differ in known ways that can 
be accounted for analytically (in quasi-experimental designs).  The groups consist of 
participants, which might be individual people, or other units, such as schools, 
businesses, houses, or spatial areas.  Mixing between groups should be minimal to 
limit bias from ‘contamination’. 

Collecting and analysing comparable data from the intervention and control enables 
evaluators to confidently attribute any measured change to the intervention (subject 
to assumptions specific to the method).  These impact evaluation methods are 
favoured when we need to know the average additional or net change caused by an 
intervention or how much of the observed outcome(s) could be attributed to the 
intervention11.  However, the precise method to be used depends on: whether 
participants in an intervention can be randomised; the expected effect size; the 
availability of data; and the availability of potential control groups.  A simple, but 
effective, way to help plan or review experimental methods is the PICOT12 
framework, which considers the population, intervention, control group, outcome 
and time period. 

Randomised Controlled Trials (RCTs) prospectively and randomly allocate participants 
to either intervention or control groups.  RCTs can robustly evaluate the impact of 
interventions because they account for both known and unknown factors because 
allocation to the treatment is random.  Measured differences between groups can, 
therefore, be considered to be the result of the intervention alone.  However, the 
need to ensure rigid implementation of an intervention (high fidelity with the 
protocol) can reduce its external validity. 

There are a number of variations of RCTs for various needs and situations: factorial 
RCTs independently randomise participants to multiple interventions; cluster RCTs 
randomise groups of participants rather than individuals; and stepped-wedge RCTs 
apply an intervention sequentially and at random to groups of participants.  
Methods, such as Sequential Multiple Assignment Randomized Trial (SMART) and 
Multiphase Optimisation Strategy (MOST), have been developed for optimisation of 
interventions and may be particularly appropriate to develop more potent digital 
interventions.  

Quasi-experimental methods (see Figure 3.1 below) use a counterfactual, but not 
one achieved through randomisation.  In addition, some methods account for 
known differences between the intervention and control groups in the analysis.  

                                                                                                                                 

11 Befani, B. (2016). Choosing Appropriate Evaluation Methods. [pdf]. Bond. Available at: 
https://www.bond.org.uk/sites/default/files/caem_narrative_final_14oct16.pdf [Accessed 13th 
November 2019] 

12 Sackett D, Richardson WS, Rosenburg W, Haynes RB. (1997). How to practice and teach evidence-
based medicine. 2nd ed. Churchill Livingstone. 

https://www.bond.org.uk/sites/default/files/caem_narrative_final_14oct16.pdf
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Selection of a method usually depends on: the nature of the allocation into 
intervention and control groups (for example, it can be controlled by the evaluator 
or result from an external shock); the nature of the control group (it can be 
concurrent or historic); the format of the available data (such as discrete or trends); 
and the volume of the available data (see Figure 3.1 below). 

A set of questions are provided in Figure 3.1 below to help consider which of these 
experimental and quasi-experimental methods are likely to be most appropriate.  

Figure 3.1. Selecting experimental and quasi-experimental methods 
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Table 3.3. Quick guide to common experimental and quasi-experimental impact 
evaluation methods 

Evaluation 
Method Description Pros and Cons 

Randomised 
Controlled 
Trials (RCT) 

Prospective method to compare the 
effect of an intervention to what would 
have happened without the 
intervention.  Randomisation allocates 
participants to receive the intervention 
or not.  

Prospective nature minimises bias. 
Randomisation accounts for known and 
unknown biases.  
It is not always possible to randomise or to 
be confident that the control group is 
unaffected.   

Interrupted 
time series 
analysis and 
difference-in-
difference  

Uses time-series data to test for a causal 
change in the trend of outcomes 
following intervention.  Assumes trends 
would continue in the absence of the 
intervention.  Difference-in-difference 
strengthens this through comparison to 
trends in a control group. 

Strong design when randomisation is not 
possible.  The control group minimises 
assumptions of continuing trends.  
Difficult if no clear timing of the 
intervention. Requires time trends before 
and after with careful consideration of the 
period to use. Control group can be hard to 
identify. 

Regression 
Discontinuity 
Design 

A selection variable is designed into the 
intervention so that eligibility depends 
on whether an individual is above or 
below a set threshold (or inside/outside 
of a boundary); other known and 
unknown variables of individuals close 
to the threshold are expected to be 
randomly distributed. 

Considered causal if observations either side 
of the threshold/boundary are plausibly 
random.  
Needs substantial observations and 
sensitivity analysis of bandwidth around the 
threshold.  Conclusions may not apply to 
those further from the threshold / 
boundary. 

Propensity 
Score Matching 

Statistical technique to create a 
comparison group that matches the 
intervention group on all known 
relevant factors (those which affect both 
participation and outcomes).  

Needs rich data on participants and non-
participants to be confident of controlling 
for all known relevant factors.  
Bias arises if unobserved characteristics 
might affect participation and outcomes. 

Synthetic 
control 
methods 

Use of historical data to construct a 
‘synthetic clone’ of a group receiving a 
particular intervention.  Differences 
between the performance of the actual 
group and its synthetic clone may be 
used as evidence that the intervention 
has had an effect.  Most commonly 
applied to interventions applied at an 
area level. 

Offers a relevant comparison when no 
other comparators exist.  Suitable when 
large volumes of secondary data are already 
available.  Can be used on small sample 
sizes.  
Only viable when it can be demonstrated 
that there was a relationship between the 
behaviour of the treatment and control 
groups in the period before the 
intervention. 

Instrumental 
variables or  
natural 
experiments 

Needs a factor / instrument that 
influences selection for an intervention 
but has no impact on the outcome. 
Estimates marginal impacts depending 
on the value of the instrument. 

Finding a valid instrument is difficult as 
many factors will have some association 
with outcomes.  
Natural experiments cannot be planned but 
sometimes can be prepared for.  

Timing of 
events 

Estimates the net impact of an 
intervention by jointly modelling the 
time when an individual engages in an 
intervention, and when their outcome 
changes.  Explicitly assumes that timings 
depend on both observed and 
unobserved factors. 

A substantial advantage is that this allows 
for unobserved factors that affect selection.  
Assumes no anticipation effects (outcomes 
affected by awareness of an intervention 
before it takes place).  Tends to be complex 
and computationally intensive, and 
estimations do not always converge. 
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Note: All of these methods yield estimates of net impact, which can be attributed to the 
intervention, but vary in whether they apply to all participants or a subset. The precision of 
the estimates will naturally depend on the size of the samples analysed. 

3.6. Value-for-Money evaluation methods 

Value-for-money evaluation methods compare benefits to the costs of interventions, 
including adverse and unintended aspects.  Two widely-used methods are social 
cost-effectiveness analysis and social cost-benefit analysis, both of which allow for 
comparison of two or more alternative options (interventions). 

The primary differences between these two types of evaluations are: 

• social cost-effectiveness analysis compares the costs of alternative ways of 
producing the same or similar outputs.  

• social cost-benefit analysis goes further to assess the impact of different 
interventions on social welfare with all relevant costs and benefits valued in 
monetary terms (where proportionate and possible). 

Quantified estimates of the outputs or impacts of alternative interventions are 
usually derived from experimental, quasi-experimental or synthesis methods.  
Without a quantified estimate of the net effect, theory-based methods can be used 
to assess whether the impact is likely to be of the size consistent with breaking even.  

The costs of the alternative interventions under consideration must be explored in 
detail to demonstrate which will provide greater return-on-investment.  These costs 
should include social value and social costs, such as employment, health, wellbeing 
and productivity where possible.  Distribution analysis should be used to consider 
costs and benefits on different population groups.   

Table 3.4. Quick guide to common value-for-money evaluation methods 

Evaluation 
Method Description Pros and Cons 

Social cost 
effectiveness 
analysis 

Supports the selection of intervention 
options that have the same measure of 
outcome by comparing their costs and 
effect sizes.   

Enables comparison where benefits 
cannot be converted into monetary 
units or the cost to do so is 
prohibitive. Systematically provides 
comparability of options.   
The lack of benefits in monetary 
metrics limits its value compared to 
cost-benefit analysis. 

Social cost-
benefit 
analysis 

Quantifying and monetising both the costs 
and benefits of interventions enables 
comparison between them, even when they 
have different outcome measures.  Can be 
used to forecast using predicted costs and 
benefits or used post-intervention in an 
evaluation using outcome data.  It enables 
a holistic view of intervention options, 
including broad financial, environmental 
and social impacts.  

Can capture short- and long-term 
impacts systematically.   
Quality of results relies heavily on 
available data and ability to monetise 
the impacts.   
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Note: Further details on value–for-money methodologies, including methodologies to 
monetise benefits, are available in the Green Book guidance13 and the Supplementary ‘Cost-
Benefit Analysis Guidance for Local Partnerships’14.  

3.7. Synthesis methods 

Synthesis methods entail combining findings from a range of studies into a common 
understanding of the impact and/or delivery of a policy.   

Post-evaluation synthesis is used to bring together the outputs of the various 
methods used in the evaluation in a clear and systematic way to answer the original 
evaluation questions.  The component methods can be quantitative or qualitative or 
mixed-methods and focus on impact or process evaluation questions. 

To synthesise, evaluation findings are integrated around each of the questions 
(rather than simply reporting the findings from each method), typically called 
‘triangulation’.  Ideally, this provides a consensus of evidence with greater certainty 
than each of the component parts.  However, if there is conflicting evidence, 
findings should be examined carefully, explanations considered, and additional 
evidence sought where appropriate.   

Synthesis methods can also be used prior to initiating the development of an 
intervention to determine what is already known on a subject. 

Meta-evaluation and synthesis are formal synthesis methods designed to bring 
together findings from a number of different studies on the same subject.  Methods 
of synthesis and meta-analysis bring together existing evaluation evidence in a 
structured way to produce a coherent narrative.  These ‘secondary research’ 
methods tend to start with a clearly stated set of objectives and inclusion/exclusion 
criteria.  They then use explicit protocols and pre-defined criteria to assess the 
quality of source studies, extract key findings from those studies, and analyse the 
results to provide an integrated account of the source literature.  

The main limitation of evaluation synthesis is its reliance on a sufficient body of 
previously acquired data.  The quality of the evidence synthesis depends on the 
quality of the original studies, and validity depends on which original studies are 
included.  Hence, the importance of inclusion criteria and quality assessment in the 
process. 

As an example, Systematic Reviews and Rapid Evidence Assessments integrate 
literature evidence to produce a narrative summary.  Systematic reviews often take 
months and therefore, Rapid Evidence Assessments can be used if less rigour can be 
tolerated.  These methods often focus on quantitative data, but other frameworks 

                                                                                                                                 

13 HM Treasury. (2018). The Green Book: Central Government Guidance on Appraisal and Evaluation. 
[pdf]  London.  Crown Copyright.  Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/6859
03/The_Green_Book.pdfGreen Book 2018. CENTRAL GOVERNMENT GUIDANCE ON APPRAISALAND 
EVALUATION [Accessed 5th November 2019] 

14 HM Treasury. (2014). Supporting public service transformation: cost-benefit analysis guidance for 
local partnerships . [pdf]  London.  Crown Copyright.  Available at: 
https://www.gov.uk/government/publications/supporting-public-service-transformation-cost-benefit-
analysis-guidance-for-local-partnerships [Accessed 5th November 2019] 

 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://www.gov.uk/government/publications/the-green-book-appraisal-and-evaluation-in-central-governent
https://www.gov.uk/government/publications/the-green-book-appraisal-and-evaluation-in-central-governent
https://www.gov.uk/government/publications/supporting-public-service-transformation-cost-benefit-analysis-guidance-for-local-partnerships
https://www.gov.uk/government/publications/supporting-public-service-transformation-cost-benefit-analysis-guidance-for-local-partnerships
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can be used to systematically integrate qualitative information.  Guidance on Rapid 
Evidence Assessments15 and databases of systematic reviews are available16,17. 

A set of questions is provided below in Figure 3.2 to help consider which of these 
evidence synthesis methods are likely to be the most appropriate.  Table 3.5:  
Table_of_evidence_synethsis_methods provides an overview and pros and cons of 
the most common evidence synthesis methods.  More detailed information can be 
found in Annex A. 

Figure 3.2. Selecting evidence synthesis methods  

 

  

                                                                                                                                 

15 
https://webarchive.nationalarchives.gov.uk/20140402164155/http://www.civilservice.gov.uk/network
s/gsr/resources-and-guidance/rapid-evidence-assessment  

16 cochranelibrary.com (2019). Cochrane Database of Systematic Reviews [online]. Available at: 
https://www.cochranelibrary.com/ [Accessed 5th November 2019] 

17 campbellcollaboration.org. (2019). Better evidence for a better world [online]. Available at: 
https://campbellcollaboration.org/library.html [Accessed 5th November 2019] 

https://webarchive.nationalarchives.gov.uk/20140402164155/http:/www.civilservice.gov.uk/networks/gsr/resources-and-guidance/rapid-evidence-assessment
https://webarchive.nationalarchives.gov.uk/20140402164155/http:/www.civilservice.gov.uk/networks/gsr/resources-and-guidance/rapid-evidence-assessment
https://www.cochranelibrary.com/
https://campbellcollaboration.org/library.html
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Table 3.5. Quick guide to common evidence synthesis methods 

  

Evaluation 
Method Description Pros and Cons 

Rapid 
evidence 
assessment 

Rapid Evidence Assessments are 
systematic but pragmatically relatively 
quick literature reviews.  They may use 
interviews with experts to facilitate 
targeted searches of the literature.  The 
focus tends to be relatively narrow. 

Useful for relatively quick (approx. 3 months) 
scoping out of existing evidence but require 
a number of good quality studies to draw 
from.  

They are less effective where research 
questions do not easily map on to the 
existing body of evidence.  Transparency is 
key.  They are subject to greater bias than a 
systematic review. 

Systematic 
reviews 

A systematic method of identifying, 
assessing, extracting and integrating 
evidence from multiple studies.  The 
focus should provide a methodical 
approach to reviewing all data to 
answer a clearly defined research 
question.  The aim is to reduce bias and 
provide a comprehensive overview of 
studies through use of five key steps.   

Provides a comprehensive assessment of 
available evidence.  Has a rigorous approach 
to assessing and referencing studies.  

Can be resource intensive and take a long 
time (six months plus).  They need a 
substantial body of evidence to review, so 
may be less effective when used in fields with 
limited evidence. 

Meta-
analysis 

Meta-analyses strengthen the evidence 
of the impact (or lack of impact) of an 
individual intervention. They statistically 
integrate quantitative results from 
primary studies to provide reproducible 
summary estimates, such as the average 
effect size of an intervention. They can 
be based on a pooling of the individual 
observations or the average effect sizes 
from the original studies. 

Interventions analysed may differ in 
content or delivery and the studies of 
them may vary in their methodology but 
these may be addressed in analysis.  

Can improve estimates of the size of effect of 
an intervention or resolve uncertainty 
between studies of similar interventions. 
The quality of the meta-analysis is dependent 
on the quality of the individual experimental 
studies. 

Quantitative source data must be equivalent 
and sufficiently consistent. 
Validity of the method depends on the 
inclusion criteria.  Meta-analyses of quasi-
experimental studies may not account for 
bias and confounding factors. 

Meta-
ethnography 

Meta-ethnography brings together 
multiple individual lived experiences.  
Evaluators select, analyse and interpret 
narrative accounts within studies to 
identify new concepts and insights 
across studies.  

Allow evaluators to either evolve overall 
concepts, explain conflicting differences in 
stories, or build a picture of the study subject 
from a number of different narrative 
accounts.  
Quality depends on quality of original studies 
and validity depends on inclusion criteria. 

Realist 
synthesis 

This integrates Systematic Review 
methods with Realist Evaluation theory 
to explain outcomes from an 
intervention through literature review.   
It is often used to assess complex 
policies based in complex environments 
as it is a structured method to 
understand the underlying Context-
Mechanism-Outcome relationships in an 
intervention. 

Accounts for differences between study 
contexts and study designs.   

The broad concepts to the method are 
specific to the intervention and context and 
therefore cannot easily be reproduced or 
standardised.   

Requires researcher knowledge of the 
intervention context and understanding of 
implementation.    
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Chapter 4 
Data collection, data access 
and data linking 
Summary 

The collection of data required for an evaluation should be planned alongside the 
development of the intervention; where this does not occur, an evaluation may be 
impossible, severely limited, or unnecessarily expensive. 

In planning data collection, the following should be considered: the evaluation 
questions to be answered; who can provide relevant data; and data access 
constraints. 

Existing data from administrative and monitoring systems, or large-scale (long-term) 
surveys, are important sources for evaluation.  They can be particularly valuable for 
providing longer-term trend information that pre-dates the evaluation. 

Typically, new data collection and research is also required.   

Maximising data quality can be achieved through minimising bias, testing data 
collection processes in advance, and building in pre-planned data quality checks. 

Data must be handled appropriately; data access protocols must ensure compliance 
with data protection regulations. 

Linking different data can create richer datasets, improve the quality of data and 
avoid duplication of data collection. However, doing this presents data 
management, ethical and analytical challenges. 

4.1. Introduction 
Data collection is an essential component of any evaluation and needs to be 
planned in advance.  Planning data collection alongside an intervention’s 
development ensures that data collection and data access are built into the policy’s 
design and related legislation.   

It is important to note that baseline data – data collected before the intervention – 
will need to be collected early; and that comparison data – data from groups 
unaffected by the intervention – will need to be negotiated.  Without appropriate 
planning of data collection or data access an evaluation may be impossible, severely 
limited, or unnecessarily expensive.  If the data collection is poorly designed, this 
may result in inaccurate data being collected and false inferences being drawn from 
the evaluation. 

The Theory of Change (see section 2.2.1, Understand_the_theory_of_change), can 
be used to identify data needs and gaps.  A combination of the collection of existing 
and new data may often provide the most complete understanding and tracking of 
the Theory of Change and effectiveness of the intervention.  
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Collecting data using several methods, such as monitoring data and bespoke 
surveys, builds confidence in the findings and the robustness to the evaluation; this 
is known as triangulation.  

In many cases, data relates to individual people but can relate to other units, e.g. 
schools, businesses, and geographical areas. Similar considerations apply in all cases. 

4.2. Deciding what data is required 
The choices are not straightforward in determining the data required to answer the 
evaluation questions; input should be sought from those with relevant expertise.  
Table 4.1 below outlines the key questions to consider on data collection when 
planning an evaluation.  

Table 4.1: Deciding what data is required 

Key Question Considerations 

What type of data will be 
required to answer each 
evaluation question? 

What is needed to answer the evaluation questions identified during the 
scoping stage.  Types of data include: 
• Numerical data  
• Documentary data (data or information that has already been 

collected) 
• Observational data 
• Descriptions of people’s experiences, opinions, and views  
• A combination / triangulation of the above evidence. 

Who or what can provide 
this data?  

• Intervention participants 
• Service providers 
• Stakeholders 
• Databases 
• Existing surveys 
• Bespoke surveys 

Are there any issues with 
accessing or collecting 
the data? 

• Data access issues (e.g. legal issues, internal procedures, identifying 
the target group(s), collecting comparator data) 

• Data sensitivities/ethical issues (e.g. researching sensitive 
populations, data access issues) 

• The availability of necessary sampling frames 
• The potential for ‘data burden’ on respondents: is it proportionate to 

ask people to provide the data? 
• Who is responsible for data collection?   
• Is the data collection task proportionate to its value?  
• Are other methods possible? 
• Could the act of collecting the data from individuals influence their 

behaviour? 

What section of the 
population of interest 
should data be collected 
from? 

There are a number of ways to collect data from the population of interest.  
It is important to consider what is proportionate to answer the evaluation 
questions.  Options include: 
• A census of all available data/populations of interest   
• A representative sample of the data available/population  
• A subset of the population of interest, purposively selected to cover a 

range of contexts but not statistically representative.   
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How will the proposed 
data analysis method 
influence the data 
required? 

The type of analysis that will be applied to the data will typically dictate the 
nature and quantity of the data required.  For example: 
• The required degree of precision  
• The sub-populations of interest (and therefore, the sample size 

required) 
• The nature of the method to be used and therefore, the data 

requirements 
• Whether baseline or control group data is necessary.   

4.3. Sources of data 
There are many different sources to consider when seeking to collect data for an 
evaluation.  These include: 

a) Existing administrative and monitoring data: data gathered either for the 
operation of an intervention, or for other functions.  

b) Existing large-scale survey data: long term, large scale survey data, often 
managed by central governments, the Office for National Statistics or 
research funding bodies, such as UKRI (e.g. data from the Labour Force 
Survey or Crime Survey for England and Wales). 

c) New sources of data designed specifically for the evaluation: such data are 
typically obtained through methods such as surveys, qualitative methods 
(interviews, observation, focus groups), web-scraping. 

d) Social media data: this is a relatively new source of data, but potentially very 
rich in terms of gauging an unprompted reaction to an intervention.   

Where possible, existing administrative or other data should be used as this will be 
cost-effective and often covers the whole population of interest.  However, new 
data are often required to answer specific questions, in particular those not essential 
for performance management of a programme.   

A wide range of both quantitative and qualitative data collection methods can be 
used.  Each data collection method will now be described in turn covering its 
purpose, application and considerations in an evaluation.    

4.3.1. Administrative/monitoring data 

Administrative data 

Administrative data is collected, stored and used primarily for administrative (non-
research) purposes.  Administrative data is typically collected on registrations, 
transactions and record keeping, usually during the delivery of a service (for 
example: the National Pupil Database held by DfE; the Police National Computer 
held by MoJ; and records from service providers on their customers and the services 
provided).  Administrative datasets are commonly used to form the basis of Official 
Statistics’ publications.   

The availability of administrative data or data from an existing long-term survey 
should always be considered at the design stage of an evaluation.  Both types of 
data can serve as important sources of background or explanatory data that pre-
date the intervention giving excellent trend information.  Where possible, the use of 
existing data reduces both the financial costs of the evaluation and the burden on 
respondents. 
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However, care needs to be taken when using this data for evaluation purposes as 
the data might not focus on the specific questions of interest nor be collected 
regularly enough to provide useful evidence against the evaluation questions.   

In some cases, administrative data measure concepts that are related, but not 
identical, to the measures of interest. For example, while administrative data can tell 
us with great precision and accuracy who is in receipt of benefits, measuring the 
most widely accepted definition of ‘unemployment’ requires survey data. Although 
these two concepts are closely related, they are not the same.  

Monitoring data 
Monitoring data or performance-management data are collected throughout an 
intervention to provide answers to a number of policy, research and performance 
questions.   

Monitoring data typically cover all aspects of an intervention’s operation; for 
example, information about those who are accessing a service, as well as the 
project’s inputs, processes, outputs and outcomes (see Table 4.2 below on how 
monitoring data can be used in evaluation).  Monitoring data is frequently 
administrative and quantitative, and often not generated primarily for evaluation 
purposes.  It is generally used to help track progress of an intervention’s delivery; or 
to identify where an intervention is not being implemented as expected and what 
further action is required to ensure it can achieve its objectives.  Monitoring data 
can, if suitably defined and collected, be used to measure benefits as part of a 
formal benefits management process.  Guidance on effective benefits management 
is available from the Infrastructure and Projects Authority18 and other sources19.  

Table 4.2: How monitoring data can be used in an evaluation  

Monitoring 
Data 

Example How this can be used to evaluate 

People accessing a 
service 

Numbers and 
characteristics 

Used to assess whether an intervention is 
reaching its target population and to what 
extent, features of that population and whether 
non-target groups are also being affected 
touched. 

Inputs Funding, resources, 
staff numbers 

Assesses whether the inputs required met 
expectations. 

Used to inform cost-benefit analysis and 
determine whether assumptions about the policy 
implementation, such as cost and time, were 
correct. 

Processes/activities Referrals, waiting 
times 

Used to determine whether the policy is being 
implemented as planned or whether there are 
any unintended consequences. 

                                                                                                                                 

18 Infrastructure and Projects Authority. (2017). Guide for Effective Benefits Management in Major 
Projects [pdf]. Crown Copyright. Available at: https://www.gov.uk/government/publications/guide-
for-effective-benefits-management-in-major-projects  [Accessed 5th November 2019] 

19Jenner, S. (2014) Managing Benefits. 2nd Edition. The Stationery Office. 

https://www.gov.uk/government/publications/guide-for-effective-benefits-management-in-major-projects
https://www.gov.uk/government/publications/guide-for-effective-benefits-management-in-major-projects
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Monitoring 
Data 

Example How this can be used to evaluate 

Outputs Numbers going 
through a programme/ 
applications processed 

Used to inform an assessment of whether the 
programme has delivered the target outputs to 
the anticipated quality. 

Outcomes Employment rates, 
wages 

Used to measure the benefits of delivering the 
outputs. 

Figure 4.1: Developing a monitoring system 

What data needs to be gathered to give reliable and consistent measurement at each stage 
of the Theory of Change (and if necessary evaluate impact)? 
1.  Identify key indicators that can be clearly defined and used to monitor progress against 

the Theory of Change.  Targets and target dates can be set but are not essential.   
2.  Identify the data required to measure inputs, outputs, outcomes and impacts. 
3.  Identify data needed to create a comparison group (if needed for an impact evaluation). 
4.  Identify whether this data is already available. 

 

What new data should be collected to fill gaps in measurement? 
The following data should be considered: 
1.  Stakeholder perceptions/attitudes towards the intervention/behavioural change 
2.  Financial data relating to the intervention’s expenditure 
3.  Process data to assess whether the intervention has been implemented as intended 
4.  Data to track the outcomes and impact of an intervention 

 

Who will have responsibility for gathering the data? 
1.  Identify the most appropriate individuals to gather the data, e.g. programme/project 

delivery team, an existing performance monitoring team, evaluators, etc. 
2.  What resources are required?  Do those responsible have the time and skills? 

 

When will the data be gathered? 
1.  How often should administrative/monitoring data be gathered? (e.g. monthly, 

quarterly, annually).  Can this be aligned with the auditing/reviewing process of the 
funding body?  

2.  What is the timetable for the collection of new data and is this aligned with the 
reporting schedule for the evaluation? 

 

How will the data be gathered and stored? 
1.  What format should the system use?  Can it be aligned with existing monitoring 

systems?  
2.  Data protection protocols are needed to meet security and data sharing requirements.  
3.  Likewise, ethical considerations need to be taken into account (e.g. informed consent). 
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4.  Where will the data be stored? 

 

How will the data be verified to ensure accuracy and consistency with requirements? 
1.  Who are the most appropriate individuals to verify the data, e.g. analyst, 

programme/project lead at the funding body, independent evaluators, etc.?  
2.  What resources are required to undertake the task? 

 

Design and implement the monitoring system 

Monitoring data can play a key part in the evaluation of an intervention by providing 
useful data throughout the life of a policy, and by providing the data with which to 
conduct some of the analytical methods discussed in Chapter 3.  The quality of 
monitoring data is often a function of the value that those responsible for collecting 
the data can see from the task.  If it is seen purely as an administrative burden, the 
incentive to ensure data quality is typically low; if it is used directly by the service 
providers, the incentive to ensure quality is strong.  Data quality is considered 
further in section 4.4, Data_quality . 

Key questions and considerations need to be taken into account to inform the 
design of an effective monitoring system.  An effective monitoring system needs to 
be designed before activity starts on the ground, ensuring that necessary data are 
collected (e.g. baseline data), and should be linked to the Theory of Change for the 
intervention.  Figure 4.1 above illustrates these key questions and considerations. 

4.3.2. Survey data 
Large-scale survey data is often collected by government departments and research 
agencies for statistical and research purposes.  Examples of these include: the 
Childcare and Early Years Providers Survey by DfE; the HMRC Customer Survey20; and 
Understanding Society by the Economic Social Research Council (ESRC)21. 

Large-scale survey data typically have large representative samples, which provide 
robust estimates.  Using these surveys can be cheaper than collecting new data.  
However, there are potential downsides: 

• the purpose for the data collection will be different to the purpose of the 
evaluation; 

• they are unlikely to give the detail required; that is, answers to specific 
questions or information about the populations of interest (for example, the 
total survey sample may be large, but the number of people in the sample 
targeted by the intervention may be small and it may not be possible to 
accurately identify them); 

• the timing of the surveys will be fixed and might not suit the evaluation’s 
purposes.   

                                                                                                                                 

20 Gov.uk. (2019). Gov.uk Official Website. [online] Available at: https://www.gov.uk [Accessed 8th 
November 2019] 

21 understandingsociety.ac.uk. (2019). Understanding Society official Website. [online] Available at 
https://www.understandingsociety.ac.uk/ [Accessed 8th November 2019] 

https://www.gov.uk/
https://www.understandingsociety.ac.uk/
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They are, however, often excellent sources of background or exploratory data; for 
example, providing the prevalence of specific activities / behaviours / attitudes in the 
general population, which can be useful in framing the problem or explaining the 
context. 

New quantitative data collection usually involves surveying a sample of the 
population to make estimates about the broader population.  It may be appropriate 
to conduct a census of the entire population; or in some instances, responding may 
be made mandatory as part of the conditions of taking part in an intervention. In 
these instances, there will be less likelihood of non-response bias.    

Sampling 
Sampling methods fall under two broad categories: probability sampling and non-
probability sampling.  

Most surveys used in evaluations will be based on probability sampling methods, 
which involve selecting respondents at random from a sampling frame (i.e.  a list of 
all respondents in the population of interest).  The main methods for deriving 
probability samples are:   

• Simple random sampling: Involves using a random method, typically 
computer-generated, to select individuals, with all individuals having an 
equal probability of selection. 

• Stratified sampling: Dividing a population into groups then selecting a 
probability sample from each group, e.g. on the basis of geographical 
location.  The probability of selection can vary between groups to ensure 
that there is a sufficiently large sample from each. 

• Cluster sampling: Clusters are selected using a probability method and only 
individuals within clusters are selected.  This can help to reduce fieldwork 
costs, primarily in face-to-face surveys where the clusters are typically 
geographic areas but does increase the uncertainty of estimates derived 
from the data. 

• Multi-stage sampling: Involves using a combination of sampling methods.  

Providing there is not a problem with non-response (more on this at the end of this 
section), this type of sampling will ensure that estimates derived from the survey are 
representative of the population as a whole (or can be weighted to make it so), and 
that the sampling error of those estimates can be calculated. 

Non-probability approaches can be convenient and less costly but should be used 
with great caution as it is not possible to infer with any confidence anything about 
the population as a whole from the survey results.  

Quota sampling is a widely used non-probability approach, which involves setting 
‘quotas’ for different types of respondents. This allows for greater control over the 
sample composition, such as ensuring adequate representation of different groups, 
or over-sampling of minority groups who are not necessarily identified in the 
sampling frame. Well-designed quota samples are a valid alternative to probability 
sampling. The strongest quota sample designs start with a sample that is drawn at 
random from a representative sampling frame and then set quotas for the number 
of interviews to be achieved with particular groups. It should have fieldwork 
procedures which mitigate the risk of only including those respondents who are 
easiest to get a response from. Weaker designs can involve ‘convenience samples’ of 
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individuals who are easy to contact, or ‘snowball samples’. Further government 
guidance on quota sampling is available22.  

All survey designs will need to give careful consideration to how to maximise 
response rates and minimise non-response bias, such as through fieldwork protocols 
that specify the number of attempts that should be made to contact people.  If 
levels of non-response are not evenly distributed in a probability sample, other than 
as related to characteristics observed in the sampling frame, this may lead to biased 
results, and the confidence in inferences about the wider population will be 
reduced.   

Survey questions 
Survey questions can be used to collect different types of information; these are 
covered in Table 4.3 below.  

Table 4.3: Types of survey questions 

Types of questions Type of information collected 

Factual questions  

 

Surveys often offer the only practical and affordable way of 
collecting such information, and in some cases, there is no 
other source or way of measuring the attribute of interest.  This 
can include both objective and subjective measures. 

Knowledge questions Assess what respondents know about a particular topic and 
their awareness of the intervention being evaluated. 

Attitudinal questions Measures respondents' opinions, beliefs, values and feelings 
which cannot be verified by observation or external data 
sources. 

Behavioural questions Measures what people do, or intend to do, and how that has 
changed as a consequence of the intervention.  A risk here is 
respondents giving socially acceptable answers (although, good 
survey design and experienced interviewers can minimise this).  
Triangulating with observed behaviour can be useful. 

Preference questions Respondents provide preferences for different possible options 
and outcomes, including trade-offs between competing policy 
objectives. These can be used to elicit monetary values for 
different outcomes, including those not readily possessing 
market prices (e.g. changes in air quality, health status) for use 
in cost-benefit analyses. 

 

When designing surveys there are four rules that are useful to consider: 

1) Can the respondents understand the question? and do they understand it in 
the same way that you do? 

2) Are respondents able to answer the question? 
3) Are they willing to answer the question? 

                                                                                                                                 

22 https://gss.civilservice.gov.uk/wp-content/uploads/2018/03/Quota-sampling-guidance-4.pdf 

 

https://gss.civilservice.gov.uk/wp-content/uploads/2018/03/Quota-sampling-guidance-4.pdf
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4) Will the question produce a reliable and useful response? 

Most data collection tools and their associated materials (e.g. show cards) will 
require development, possibly involving cognitive testing – researching how people 
understand and respond to interview questions – or pilots to ensure the questions 
are fit-for-purpose.  Where possible, using the same questions used in other surveys 
can reduce the need for testing, allow for comparison between surveys and help 
build the wider evidence base.  

Standard formats for questions include: 

• Harmonised questions:  The Office for National Statistics (ONS) 
‘Harmonisation’ programme has been working towards harmonised 
questions23 in areas such as age, gender and ethnic origin. 

• Validated questionnaires:  Using validated questionnaires – e.g. the GHQ-12 
set of questions measuring mental well-being and the EG-5D questions 
measuring health status – enables comparisons with other studies and 
ensures the results of the evaluation can be correctly interpreted. 

• Question Bank:  The UK Data Archive24 maintain the Question Bank which 
catalogues questions that have been used in previous surveys.   

• Maintaining consistency between surveys:  Repeating surveys at the same 
time of year, in the same geographical areas, or using the same sampling 
frame ensures the results between surveys are comparable and not subject 
to seasonal variation or other factors not related to the intervention.   

There should be a presumption from the outset that all survey data should be 
archived if possible, commonly through the UK Data Service25.  This will typically 
require additional work to anonymise the dataset, which should be built into any 
contract for commissioned survey work.   

If there are plans to retain personal information to enable future follow-up, 
informed consent and data management processes need to be built in to the survey 
to allow this.  Contracts should also consider copyright of intellectual property, 
including the questionnaire and datasets. 26  Legal requirements that need to be met 
for the processing of personal data under General Data Protection Regulations 
(GDPR) are discussed in section 4.5. 27  

                                                                                                                                 

23  Ons.gov.uk. (2019). Harmonisation with the GSS. [online]. Available at: 
https://www.ons.gov.uk/methodology/classificationsandstandards/harmonisationwithinthegss 
[Accessed 8th November 2019] 

24 UKdataservice.ac.uk. (2019). Question banks. [online]. Available at: 
https://www.ukdataservice.ac.uk/get-data/other-providers/question-banks.aspx . [Accessed 8th November 
2019] 

25 UKdataservice.ac.uk. (2019). UK Data Service Official Website. [online] Available at: 
https://www.ukdataservice.ac.uk/ [Accessed 8th November 2019] 

26 There are also Government Statistical Service protocols on data management, documentation and 
preservation. Statisticsauthority.gov.uk. (2019). Code of Practice for Statistics. [online]. Available at: 
https://www.statisticsauthority.gov.uk/monitoring-and-assessment/code-of-practice/ [Accessed 8th November 
2019] 

27 Gov.uk. (2018). Guide to the General Data Protection Regulation. [online]. Available at: 
https://www.gov.uk/government/publications/guide-to-the-general-data-protection-regulation 
[Accessed 8th November 2019] 

https://www.ons.gov.uk/methodology/classificationsandstandards/harmonisationwithinthegss
https://www.ukdataservice.ac.uk/get-data/other-providers/question-banks.aspx
https://www.ukdataservice.ac.uk/
https://www.statisticsauthority.gov.uk/monitoring-and-assessment/code-of-practice/
https://www.gov.uk/government/publications/guide-to-the-general-data-protection-regulation
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4.3.3. Qualitative data  
Qualitative data collection methods provide an in-depth understanding of 
behaviours, perceptions and underlying reasons for social phenomena.  While 
quantitative methods are usually used to measure the ‘what’, qualitative methods 
are most often used to explore the ‘how’ and ‘why’.  

Common qualitative data collection methods include: 

• In-depth interviews: These are used for collecting data on individuals’ 
personal histories, perspectives, and experiences, particularly when sensitive 
topics are being explored, or the issue being discussed is not well 
understood.  Questions tend to be ‘open’ allowing for detailed responses.  
In-depth interviews are typically face-to-face or by telephone. 

• Focus groups: Focus group participants are encouraged to discuss and 
debate openly to understand views and experiences, allowing for a range of 
views to be explored.  These can be used effectively for action planning and 
developing or improving products and services.  

• Case studies:  These are in-depth, possibly longer-term, investigations of a 
single issue or a small number of people, events, contexts, areas, 
organisations or policies. 

• Observation:  A process of watching research subjects (with their agreement 
and knowledge) to observe their behaviour without questioning them.  Can 
be used effectively when piloting new procedures or processes to gauge 
respondents’ actions and behaviours.   

• Ethnography:  This includes observation, but also participation.  
Ethnography seeks to understand people and how they live in their cultural 
and physical environment.  Ethnographic interviews will differ from more 
traditional in-depth interviews as the researcher would usually have shared 
time and built relationships and trust with the interviewees. Film 
ethnography is one example of how this approach is being used by Policy 
Lab and Government28. 

Selecting respondents 
For qualitative data collection, the selection of respondents aims to ensure the data 
captures the richness of views and opinions in the population of interest; or by 
illustrating through very in-depth exploration specific stories or contexts.  It is 
important to consider which viewpoints should be included in the evaluation as this 
will impact on the sample size.   

There are no agreed rules of thumb for how many respondents should be selected.  
The objective is not to be able to produce findings that are statistically representative 
of the population, but to understand the range of views on a particular topic, and 
to provide deeper insights into social phenomena.  Reaching saturation point - the 
point at which the addition of new data doesn’t add anything new to the findings – 

                                                                                                                                 

28 Andrews, B. (2018). Positive engagement – our user-centred approach. [blog] Policy Lab. Available 
at:  
 https://openpolicy.blog.gov.uk/2018/07/25/positive-engagement-user-centred-
approach/.  [Accessed 5th November 2019] 

https://openpolicy.blog.gov.uk/2018/07/25/positive-engagement-user-centred-approach/
https://openpolicy.blog.gov.uk/2018/07/25/positive-engagement-user-centred-approach/
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is a good indication that the breadth of views and opinions has been captured and 
additional interviews are unlikely to add value.   

There are additional sources of information that can assist in selecting a qualitative 
sample, such as that published by the National Centre for Research Methods 
(NCRM).29 

4.3.4. Social media data 
The use of social media as a source of data for evaluation has been increasing in 
recent years, both for qualitative and quantitative analysis.  How social media is used 
as a data source is determined by the types of behaviour being researched and the 
platforms that are used as source material.  The development of automated tools 
(web-scraping) allows for large volumes of data to be collected, cleaned, stored and 
analysed quickly.  The use of social media data presents special challenges as 
samples, while very large, are self-selected, and it is not always easy to assess the 
reliability likely accuracy of the data. 

Further guidance on the use of social media data is available from GSR30. 

4.4. Data quality 
Data quality is of prime importance to producing robust findings that can be clearly 
and appropriately interpreted by decision-makers.  The quality of existing data 
should be assessed at the outset; poor quality or partial data will affect the scope 
and scale of the data’s contribution to an evaluation.  Transparency is key to this 
and is discussed further in section 6.6.  Quality checks should be built into the 
evaluation design and this is discussed in section 5.8. 

Data quality will depend on the type of question(s) asked and the type of data 
collection tool used.   

Data about potentially sensitive issues, such as sexual orientation or disability, where 
different people can interpret the question in different ways, are often more reliable 
when collected as part of a research exercise than through monitoring systems.   

On the other hand, administrative or monitoring data will be of higher quality when 
examining issues such as exact dates of joining or leaving a programme. Such data is 
more likely to be recorded accurately on monitoring systems rather than be recalled 
by a participant in an interview.  In some cases, usually when used directly as part of 
a payment system, data are subject to formal auditing and are therefore, particularly 
reliable. 

                                                                                                                                 

29 Baker, S. (2012).How many qualitative interviews is enough? Expert voices and early career 
reflections on sampling and cases in qualitative research. [pdf]. Available at: 
http://eprints.ncrm.ac.uk/2273/4/how_many_interviews.pdf  [Accessed 5th November 2019] 
30  Social Media Research Group. (2016). Using social media for social research: An introduction [pdf]. 

Government Social Research. Available at:  
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/524750/GSR_Social_
Media_Research_Guidance_-_Using_social_media_for_social_research.pdf  [Accessed 5th November 
2019] 

http://eprints.ncrm.ac.uk/2273/4/how_many_interviews.pdf
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/524750/GSR_Social_Media_Research_Guidance_-_Using_social_media_for_social_research.pdf
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/524750/GSR_Social_Media_Research_Guidance_-_Using_social_media_for_social_research.pdf
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The Aqua Book31 and the Green Book32, provide further guidance on producing 
quality analysis for government.  Additional guidance on quality in qualitative 
evaluation is outlined in Annex B.  

4.5. Data handling 
All data must be appropriately collected, handled and accessed.  Everyone handling 
data must be suitably trained to understand how to do this.  There are special 
considerations under GDPR33  where personal data34 is concerned. 

All data used in an evaluation, regardless of its source, must be collected, 
transferred, stored, processed and deleted in accordance with GDPR, and any 
specific departmental security processes.  This holds for external organisations, such 
as research contractors, collecting data on a department’s behalf.  Data access 
protocols should cover issues, such as: how to authorise access to data by different 
groups; remote access; Wi-Fi access; data handling and security training; and 
masking/encrypting data. 

Data can be stored in many different formats, such as in a database, dataset, 
spread-sheet or data warehouse.  Ensuring appropriate data access – those able to 
read, write, store and change data – is critical and should be restricted to those who 
have legal entitlement and a work-requirement. 

Data handling risks are serious and include: criminal data breach; individuals or 
groups suffering severe harm or embarrassment; unjustified intrusion; loss of 
privacy; data loss or compromise; legal challenge; and reputational damage at 
department, Civil Service and wider Government levels. 

Data should be anonymised at the first opportunity – that is, direct identifiers, such 
as names and addresses, should be removed from the analytical file.  If it is 
necessary to retain these, at least temporarily, they should be stored separately with 
strictly controlled access.  Even so, in most cases the data is likely to remain personal 
data and should be carefully protected.  Implications for the informed consent 
process are discussed in section 5.9.  

At the end of a project, if possible, data should be fully anonymised; a process that 
is likely to include, for example, replacing precise date of birth with month and year 
of birth, or exact postcode with a broader geographic coding.  If this is not possible, 
and it is deemed necessary or desirable to retain personal data beyond the life of the 
project, appropriate safeguards must be taken. 

                                                                                                                                 

31 HM Treasury. (2015). The Aqua Book: guidance on producing quality analysis for government. [pdf] 
Crown Copyright. Available at:  
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/41
6478/aqua_book_final_web.pdf  [Accessed 5th November 2019] 

32 HM Treasury. (2018). The Green Book.  [pdf] Crown Copyright. Available at:  
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/68
5903/The_Green_Book.pdf  [Accessed 5th November 2019] 

33 Information Commissioner Office. (2018). Guide to the General Data Protection Regulation. [pdf]. 
Available at:  https://www.gov.uk/government/publications/guide-to-the-general-data-protection-
regulation [Accessed 5th November 2019] 

34 GDPR defines ‘personal data’ as any information relating to an identifiable person who can be 
directly or indirectly identified in particular by reference to an identifier. 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/416478/aqua_book_final_web.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/416478/aqua_book_final_web.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://www.gov.uk/government/publications/guide-to-the-general-data-protection-regulation
https://www.gov.uk/government/publications/guide-to-the-general-data-protection-regulation
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4.6. Data linking 
Linking different data can create much richer datasets, enhance analysis, improve 
the quality of data, and avoid duplication of data collection.  It can allow evaluators 
to answer complex questions in a cost-effective way.  However, the process of 
linking datasets is not straightforward and creates data management, ethical and 
analytical challenges.  

Data linkage combines different sets of data that have been collected for different 
purposes.  It can be the combination of two or several datasets and link survey data 
with operational or administrative data.  Data linkage does not necessarily involve 
public administration data and can also be performed with data collected by private 
sector or academic organisations. 

In the current ’big data’ and ’open policy making data’ context, the potentials of 
linking data have expanded.  Recent developments, including the introduction of the 
Digital Economy Act and the establishment of Administrative Data Research UK, 
should make data linking more feasible than it has been in the past. These are 
discussed below. 

4.6.1. How data linkage works 
For datasets to be linked, it is necessary that they include identifiers that will allow 
records to be paired.  Some datasets will include unique identifiers, such as National 
Insurance Numbers or NHS numbers.  Firms can also be linked by VAT registration 
by using data from Companies House.  In these cases, linkage can be 
straightforward.  

In the absence of unique identifiers, linkage can happen by using information, such 
as name, date of birth and postcode.  As these can be imperfect and use different 
formats, ‘fuzzy matching’ is typically used to maximise the number of links made.  
Inevitably, there will be a proportion of false positives (records that correspond to 
the same person fail to link) and false negatives (unrelated records linked by 
mistake).  Careful thought needs to be given to the matching protocols to achieve 
an appropriate balance of these, and to the implications for the analysis of the 
linked data. 

It is important to ensure datasets are capturing the same cases in an accurate way 
and are consistently recording identifiers to ensure data quality.  For example, 
research on data linkage of medical records found that a number of relevant patient 
or population factors may be associated with incomplete data linkage resulting in 
systematic bias in reported clinical outcomes.35 

4.6.2. The legal framework in the UK 
Data linkage raises issues around access to personal data, data protection, consent 
and ethics, especially when the data to be linked is collected and held by 
Government. 

To facilitate access to linked government data by researchers while ensuring 
individuals’ privacy is protected, many countries have created data linkage research 
centres and initiatives.  The model is of a ’trusted third party’ as these centres allow 

                                                                                                                                 

35 Bohensky, M.A., Jolley, D., Sundararajan, V. et al. (2010). Data Linkage: A powerful research tool 
with potential problems. BMC Health Services Research 10(346) doi:10.1186/1472-6963-10-346 
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researchers to access de-identified linked data in a secure environment.   In the UK, 
the Digital Economy Act (2017) introduced powers to authorise Data Processors to 
receive, link and enable research access to administrative data.   These powers, 
including the accreditation of Data Processors, Researchers and Research Projects are 
managed by the UK Statistics Authority, working with data-owning departments.   

The ESRC has established Admin Data Research UK36, a partnership between a 
number of Data Processors (including ONS), to facilitate and promote access to 
government-owned data. The partnership has a particular focus on supporting 
research that is aligned with strategic priorities across Government while aiming to 
minimise the burden on departments.  

                                                                                                                                 

36 Adruk.org (2019). ADRUK Official Website. [online] Available at: https://www.adruk.org [Accessed 
8th November 2019] 

http://www.adruk.org/
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Figure 4.2: Data linking case study 

 

 

Troubled Families Programme (Ministry of Housing Communities and Local Government, 
MHCLG) 

The evaluation of the second Troubled Families Programme (which runs from 2015-2020) uses individual 
level data from nationally-held administrative datasets linked together to measure the impact of the 
programme (National Impact Study, NIS).  The diagram below illustrates the data linking process.  

NIS Data Linking 

Personal identifiers (names, D.O.B, addresses, gender) are collected from local authorities (LAs) and used 
to link to administrative data held by other government departments (OGDs).  

 

Local authorities were asked to supply the Office for National Statistics (ONS), acting as a Data Processor 
on behalf of MHCLG, with personal information (names, addresses, dates of birth and gender), including 
the local authority ID number, of all individuals eligible for the programme.  This included all families 
participating in the programme, as well as a comparison group in each area.  

The ONS replaced the local authority ID number with an ONS ID number, cleaned the data and prepared a 
dataset of ONS ID numbers and personal information for each government department providing data for 
the evaluation.  Each department used the personal information provided to identify individuals within 
their administrative datasets and create a pseudonymised dataset (a dataset of matched data that only  
included the ONS ID, i.e. no personal information).  The pseudonymised data was returned to ONS. The 
ONS used the raw matched data to create a dataset of derived variables ready for analysis.  This was sent 
to MHCLG analysts and used to carry out individual-level and family-level analysis on the anomymised 
data, as well as estimate the impact of the programme on a range of outcomes. All published findings 
from the research were based on aggregate statistics and presented in a way that did not allow 
individuals or families to be identified. 

The data linking is governed by Data Sharing Agreements with each local authority and Memorandums of 
Understanding (MOUs) agreed with each of the government departments (Ministry of Justice for Police 
National Computer data; Department for Education for National Pupil Database; and Department for 
Work and Pensions/Her Majesty’s Revenue and Customs for Work and Pensions Longitudinal Study data).  
A Data Privacy Impact Assessment (DPIA) was prepared.  Lawyers and data security experts were involved 
in drawing up these documents and advice on how to meet the requirements of the data protection 
legislation was provided by the Information Commissioner’s Office (ICO).   

To get MOUs in place took two years of negotiation with key partners, including local authorities and 
government departments.  The MOUs allow data retention for two and a half years after the programme 
has ended to facilitate a longitudinal study to look at whether outcomes are sustained.  These 
negotiations included consideration of the legal gateways for sharing data, ethical concerns (privacy 
notices were issued rather than relying on informed consent), and data security measures for each part of 
the project data flows.  Data security measures had to meet pan-government security standards. 
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Chapter 5 
Managing an evaluation 
Summary 

It is crucial to set up effective governance structures at the beginning of an evaluation to 
ensure the evaluation is fit-for-purpose, can adapt to changing situations, has quality 
assurance and stakeholder buy-in, and can influence decision-making. 

Resource requirements, both financial and human, should not be under-estimated.. Managing 
an evaluation requires both specialist evaluation skills and general project-management skills.   

Different routes to conducting an evaluation are available: external, in-house or a combination 
of the two. 

Regardless of the route chosen, the specification is critical to ensuring the quality of any 
evaluation.  Specifications may be tightly or loosely defined; there are advantages and 
disadvantages to both approaches. 

Flexibility in the evaluation is often required and must be built into the specification and 
management processes. 

Ethical issues need to be considered throughout. 

5.1. Introduction 
This chapter provides guidance on different aspects of managing an evaluation, 
including: governance; linking to the intervention design; specifying and 
commissioning; managing; and assuring the quality of the evaluation alongside 
wider issues, such as ethics and resources.   

5.2. Establishing the evaluation 
The best environment in which to plan an evaluation is one in which there is an 
expectation for all interventions and policies to be evaluated.  When this is not the 
case, ensuring a commitment to an evaluation should be achieved as early as 
possible in the process.  As set out in Chapter 2, evaluation should be explicitly 
considered at all stages of business planning, and resources built into the business 
case to cover both internal expertise and external spend.   

Evaluation can require substantial resources; both financial and from analysts and 
policy-makers.  Chapter 7 describes in more detail the capabilities required.  The 
main resources and the considerations that should be made are described below in 
Table 5.1.   
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Table 5.1: Resources required in an evaluation 

Resource Considerations 

Financial  There is no standard proportion of a policy’s value that should be dedicated to 
evaluation; although, the scale of the evaluation is generally proportionate to the 
scale and ambition of the policy.  

Pilots, trials and other new policies will spend more (proportionately) on evaluation 
than routine, well-established policies.   
Collecting new data often accounts for a large proportion of the cost of an 
evaluation.  Building data requirements into routine monitoring activities can 
therefore, substantially reduce costs. 

Management  Within government departments, evaluations require a project manager to be 
responsible for planning, commissioning, day-to-day management and issues 
resolution.   
This is most efficient when the project manager has appropriate analytical skills to 
quality assure and resolve technical issues.  Government project managers should also 
ensure that those designing or conducting the evaluation remain independent and 
unbiased and do not allow unacknowledged assumptions about the intervention to 
interfere with their work. 
It is useful for the project manager to work closely with the policy or delivery team to 
ensure the evaluation is of maximum value. 

Analytical 
(including 
external 
researchers 
conducting 
the 
evaluation) 

Evaluation is a multi-disciplinary activity and can typically require a range of specialists 
to advise on its design and outputs, including evaluation specialists, social researchers, 
statisticians, operational researchers and economists.   

The value of an evaluation specialist should not be underestimated, particularly for 
large or complex evaluations.  The design and execution of an evaluation is often a 
complex and technical task. 

Multi-disciplinary support is also useful to steer and quality assure the evaluation.  
External peer reviews are typically commissioned, and therefore, need to be resourced 
and given a lead-in time. 
Often, external researchers who specialise in evaluation will undertake the evaluation. 
It is important that they fully understand the requirements of the evaluation, but in 
some cases, it can be useful for them to maintain a degree of independence from 
commissioners so as to produce confidence in the evaluation findings. 

Policy  Engaging with the evaluation is essential for the policy or delivery team responsible 
for the intervention, and they should allocate resource accordingly.  This will include 
day-to-day engagement to ensure the evaluation is focused and the findings are 
useful, and through discussions at policy / programme boards where appropriate (see 
Governance).   

Delivery 
bodies 

A successful evaluation will often depend on the engagement and cooperation of the 
organisations and individuals involved in delivering the intervention.  It will be 
important to gain their commitment and be clear about what input will be required 
from them.  Often, evaluation fieldwork needs to be built around the  delivery body’s 
capacity to take part and the time commitment that will be required. 

Wider 
stakeholders 

Other stakeholders are often involved; for example, those directly or indirectly affected 
by the policy.  Engagement of this group can be made through inviting them onto 
the steering group, informing them about the evaluation or including them as 
participants in the research. 
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Resource Considerations 

Post-delivery 
resource 

Evaluations typically commence before an intervention has been implemented and 
continue post-delivery in order to answer the evaluation questions posed.  This can be 
after the end of the resourcing for the main policy and delivery teams.  It is essential 
that the financial, management and analytical resources are maintained until the end 
of the evaluation. This ensures that learning is achieved and evidence is synthesised 
and published to inform in future interventions.   

Sufficient time and expertise need to be dedicated to the management of the 
evaluation to ensure it delivers on time and within budget, is of a sufficient quality, 
and meets the needs of the policy and delivery team responsible for the intervention.   

Dedicating time to oversee and manage the project will also ensure that any issues 
are raised and dealt with quickly.  There will commonly be issues, such as changes to 
the intervention design or execution, or problems with data collection, that require 
speedy changes to the evaluation design.  Likewise, emerging findings can change 
the focus of interest and require changes to the evaluation design.  Close 
management and collaboration ensure that data collection remains relevant to the 
learning needs of those running the evaluation and maximises the impact of useful 
findings.  The evaluation manager does not necessarily need to be an evaluation 
specialist (although this is more efficient) but specialist input will be required.   

5.3. Governance 
It is crucial to set up effective governance structures at the beginning of an 
evaluation.  This will help in the scoping stage (Chapter 2), commissioning the 
evaluation, and steering the evaluation through to delivery.  It is particularly 
important where a more flexible evaluation design is required, and when evaluation 
plans need to evolve over time.  It can also be advantageous for key stakeholders to 
be aware and bought into an evaluation and to have early sight of its emerging 
findings. 

Typically, evaluation is designed and managed by analytical specialists: evaluators, 
social researchers, economists, operational researchers or statisticians.  Evaluations 
are most successful if the design is closely aligned with the needs of stakeholders 
who will ultimately use the findings (see section 1.10, Evaluation_stakeholders).  
With agreed governance processes in place, the roles, responsibilities, expectations 
and potential conflicts between stakeholders can be clarified and managed.   

Governance arrangements usually involve the following: 

• Policy programme/project board.  For evaluations of government 
interventions, buy-in from decision-makers, and their use of the findings, is 
essential.  This can be achieved through ensuring the policy team formally 
owns the evaluation and that the evaluation team sit on / regularly report 
progress to the policy board.  This can allow the policy board to: 

o help shape and steer the direction of the evaluation; 
o agree resources; 
o clearly understand what the evaluation will, and will not, deliver;  
o ensure the evaluation adapts to changing circumstances (e.g. the 

dates of key decision points); 
o be aware of emerging findings;  
o use emerging findings.  
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• Evaluation steering group.  A steering group is focused solely on ensuring 
the evaluation meets its objectives and responds appropriately to emerging 
issues.  It should include all the main stakeholder voices: the evaluators, the 
commissioners and representatives of the intervention policy team.  Ideally, it 
should also include those responsible for the intervention delivery, 
participants and, for larger projects, independent expert scrutiny and advice.   
The steering group should meet throughout the evaluation, from design 
stage onwards37, continuously communicating and engaging with the 
evaluation team, so that it can genuinely steer progress and address any 
unforeseen issues. Its tasks are to: 

o advise on the evaluation design and whether it is likely to meet the 
intended goals of the evaluation; 

o consider whether the methods proposed are feasible; 
o provide guidance to ensure delivery of a high quality and policy-relevant 

evaluation;  
o provide advice on how to proceed if circumstances change;  
o facilitate the work of external evaluators;  
o provide access to information and contacts;  
o quality assure the evaluation design, questions, methods and research 

tools;  
o advise and quality assure the analysis and interpretation of the evidence.  

• Expert peer review.  Expert peer review is useful at all stages of an evaluation 
although it is most common at design and reporting stages.  Peer review 
allows experts independent of the intervention and its evaluation to assess 
whether the questions, design, execution and findings are fit-for-purpose 
and meet the stated objectives. It also allows an assessment of and 
compliance with ethical, legal and commercial processes.  Peer review can be 
conducted internally by individuals unconnected to the evaluation, or 
externally by evaluation or subject experts.   
External peer review is typically conducted by notable experts in the 
evaluation approach or method used, or in the subject area studied.  They 
offer high-quality scrutiny and challenge and their expertise and 
independence can enhance the credibility of the evaluation and bring a 
wider range of expertise and points of view.  Care needs to be taken when 
seeking external advice to avoid conflicts of interest.   

5.4. Linking evaluation to the intervention design 
As described in Chapter 2, the evidence requirements from the evaluation can 
usefully influence the design of the intervention to enhance the quality of the 
evidence generated and the resulting learning that can be achieved.  The plan for 
the evaluation should therefore, be designed in tandem with that of the 
intervention.   

                                                                                                                                 

37  A steering group should ideally be formed before the evaluation is designed to ensure all 
stakeholders are able to contribute and agree the overarching evaluation questions, scope and 
design.  A steering group member who does not agree with the fundamental elements of the 
evaluation is unlikely to be content with the evaluation as it progresses.   
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Key ways the intervention can support the evaluation include: 

o Building evaluation data requirements into monitoring data collection.  
Simple adjustments to the collection of monitoring data can provide rich 
data that can be used by the evaluation.  This is a cost-effective way of 
collecting information, and can make a survey of participants either 
unnecessary or shorter.   

o Collecting contact details and consent.  Alongside informed consent from 
participants agreeing to participate in the research, it is also necessary to 
obtain consent for any proposed data linking or for contact details to be 
held and used for follow-up research (see section 5.9 on Ethics).  In such 
cases, advice from GDPR experts should be obtained (see section 4.5, 
Data_handling).  

o Conducting a census of participants.  A cost-effective way to collect data can 
be through a census or automatic survey of all participants.  This could mean 
that: 

o all participants are contacted and invited to take part in the survey; 
o taking part in the survey is a mandatory requirement of the 

intervention (e.g. applicants for a grant are required to complete a 
survey).  In this case, the requirement needs to be built into the 
intervention and clearly explained in any advertising.   

o Piloting/testing.  Piloting and testing allow an intervention to be tried out on 
a smaller scale to understand (a) if it works (b) whether it can be modified to 
improve it and (c) how it is best delivered.  This is essential if there is any 
uncertainty around the likely success of an intervention.  

o Targeted implementation to create comparison groups.  As discussed in 
Chapter 3, some evaluation methods require both an intervention and 
comparison group to measure the impact of the intervention.  The method 
of assigning individuals or groups to the intervention or comparison group is 
best built into the intervention design itself.  Two of the most common ways 
to achieve this are: 

o Randomised Control Trials (RCTs).  Randomly assigning individuals or 
groups to the treatment or control group.  This needs to be done as 
part of the intervention design. 

o Phased implementation.  One group is subject to the intervention 
before another to allow for a comparison between the two groups.  
This approach can work if it is expected that outcomes for the first 
group can be observed in the short term, before the second group 
receives the intervention. 

It should be borne in mind that some data access or data collection can require 
legislation; for example, the automatic collection of specific details about 
participants in a national scheme.  If this is the case, the data requirements need to 
be identified early and built into the intervention’s legislation.  Without such data, 
identifying participants and obtaining data from them can be very difficult.   

5.5. Specifying an evaluation 
Evaluations can be conducted in-house by departmental analytical specialists or 
contracted out to specialist teams.  Even when conducted in-house, it is often 
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necessary to externally commission certain parts of the evaluation (e.g. collection of 
new primary data).  The decision as to which route to take will depend on: 

o The capacity and capability of the in-house analytical team. Evaluations can 
be resource intensive, especially if research fieldwork is involved, and can use 
a number of sophisticated techniques that require expertise, as well as 
specialised software or hardware. 

o The need to demonstrate independence. This can improve the credibility and 
trust put in the findings. 

o The timeframes involved. Evaluations can often be long-term projects and 
internal resources may change. Over-reliance on specific individuals can 
cause problems. 

Regardless of the commissioning route, a robust specification is essential.  
Specifications can be very tight, setting out exactly what is expected to happen and 
when; or loose, setting out the objectives of the work and timescales, but asking 
those bidding for the work to suggest appropriate methods.  There are pros and 
cons to both approaches.  The advantages of a very tight specification are that the 
commissioner knows exactly what to expect, can set standards, and can compare 
bids based on price, as exactly the same methods will be proposed in each bid.  The 
disadvantages are that it can miss creative ideas from external experts and might 
discourage those who are keen to ‘problem solve’ and be innovative in their 
evaluation design. 

Typically, specifications take a middle ground by specifying the evaluation questions 
to be answered, the suggested approach to be taken and the kind of methods that 
might be used, but leaving bidders open to propose creative solutions. 

There is no set practice around whether to specify the budget in the specification of 
externally-commissioned work. However, a broad price range can be useful in 
loosely-specified work to help bidders assess the scale of the work and ensure that 
bids do not come in over budget.   

When specifying an evaluation, it is important to include: 

o the purpose and intended use of the evaluation evidence; 
o the timing of any decisions that will be informed by the evaluation;  
o the recommended evaluation approach and/or methods where these exist; 
o the data that already exist (the intervention’s own monitoring data or other 

available and relevant data); 
o any specific essential evaluation activities; 
o an indicative publication strategy that sets out what will be published and 

when. 
It is useful to request bidders to provide a synthesis strategy: the plan for how the 
various research and data streams from the evaluation will be brought together into 
a clear narrative that answers the evaluation questions (see Chapter 3)  

The quality of the specification of the work will determine the quality of the ultimate 
evaluation.  Time and expertise dedicated to preparing a well-thought through, clear 
and precise specification will be well spent.  For complex evaluations, more 
information on specifications for commissioning can be found in the Supplementary 
Guidance on ‘Evaluating Complexity’.  
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5.6. Commissioning an evaluation 
Commissioning an evaluation to external experts is common, especially if new 
fieldwork is necessary.  The precise commissioning route will vary between 
departments; evaluation project managers should seek advice from departmental 
commercial experts as to the most appropriate route for them.  The most common 
routes are: via a departmental framework contract; through a cross-government 
framework; through the Crown Commercial Service research marketplace; or 
through open competition.   

There is benefit in maintaining a wide range of potential external evaluators to work 
with to ensure a constant supply of fresh ideas and to keep competition between 
suppliers.  It can also be useful to invite bidders to form consortia to ensure the full 
range of skills required for an evaluation are brought together into one bid.  
‘Supplier Days’, where potential bidders are brought together to hear more about 
the intervention and the evaluation requirements can be a useful way to encourage 
interest in an evaluation and to bring together potential consortia partners. 

Assessing bids will be conducted by the project manager and at least two other 
assessors.  These can be members of the steering group, members of the 
intervention design or delivery team, or other evaluation or analytical experts.  The 
assessment criteria must be clear in the specification published in the Invitation to 
Tender and there should be agreement between the assessors of what ‘good’ looks 
like before bids are received.  Typically, cost information is separated from bids so 
that bid assessment is conducted on quality alone. Cost is considered afterwards to 
differentiate between bids that are deemed to be of sufficient quality.   

It is important to note that Intellectual Property (IP) rights rest with individual 
bidders.  It is not possible to take ideas from one bid and suggest it to another 
bidder.   

In all cases, sufficient time should be given for the commissioning process.  The 
steps involved – gaining clearance for the specification from all stakeholders; gaining 
procurement sign-off; providing sufficient time for bidders to respond; allowing 
time for bid assessment and agreement; and contract awarding – can take a 
number of months.   

5.7. Flexibility and consistency 
There is often a balance to be struck between consistency and flexibility in designing 
and managing an evaluation.  Experimental and quasi-experimental approaches suit 
consistency. This has clear advantages in enabling comparisons to be made between 
the intervention and the control group, or between ’before’ and ’after’ samples, but 
requires both the intervention and the evaluation to remain unaltered throughout 
delivery.  However, interventions can often be complicated and complex.  Decision-
makers are often keen to tweak and make ‘in-flight adjustments’ to maximise the 
anticipated benefits.  Likewise, it may be difficult to know in advance which of the 
evaluation methods used are most likely to yield useful results.   

Building in flexibility at the earliest stages will allow the evaluation to adapt to 
changes in requirements in the intervention design, delivery mechanisms and data 
collection.  This is especially important in evaluations of new or innovative 
interventions, where the Theory of Change has not been tested and aspects of the 
intervention design are uncertain.  Flexibility will enable evaluators to adapt to 
respond to emerging findings – to ‘dig deeper’ or refocus attention – and to 
respond to the need to report findings at a different point in time.  



75 

Communication between the evaluators and stakeholders is key in ensuring that all 
parties agree changes to the evaluation design and understand its implications.  A 
clear audit trail of changes and decisions must be maintained.  Governance 
processes can help with this. 

5.8. Quality assurance 
Quality assurance is fundamental to all evaluations.  Independent scrutiny is often 
useful, especially from a range of analytical perspectives, but even without this the 
project manager must take proportionate steps to ensure the design, execution and 
findings are of a suitable standard. 

Quality assurance is an ongoing task and needs to be planned from the outset.  This 
is to ensure that all aspects of an evaluation – design, execution (including all 
fieldwork), analysis and reporting – are conducted to appropriate standards and are 
fit-for-purpose.   

At each stage, quality assurance may be conducted through internal expert / in-
house peer review, steering group review or external expert peer review.  It is usually 
a mix of all three.   

At the reporting stage, quality assurance ensures the findings are based on an 
objective and defensible interpretation of the results, and relate to the original 
objectives of the evaluation.  The limitations and caveats of the analysis should be 
clearly communicated, and inclusion of a technical methods annex can also 
strengthen confidence and aid replicability. 

Wherever possible, all reported numbers should be checked.  Further checks might 
include observing data collection (e.g. listening to telephone interviews or observing 
focus groups), reviewing the analytical framework, or checking a sample of 
analytical results to ensure they can be reproduced from the raw data using the 
documentation provided by the contractor.  Note that data anonymisation and 
other ethical considerations may be required here. 

5.9. Ethics 
Ethical consideration is an active process and should occur throughout evaluation 
design, delivery and reporting.  Evaluation, as with social research, often raises 
questions of ethics that might influence the evaluation methods, fieldwork and 
reporting.  There are few pre-determined ’right’ or ’wrong’ answers, and decisions 
often involve weighing up competing obligations.  Table 5.2 below sets out four 
groups of stakeholders and the ethical considerations associated with each.   

Table 5.2: Stakeholders and ethical considerations 

Stakeholder Examples of ethical considerations 

Participants 
• Protecting confidentiality 
• Avoiding harm (consider where it might be justifiable to break 

confidentiality because of concerns over respondents’ wellbeing) 
• Minimising respondent burden and avoiding intrusion 
• Avoiding manipulation or deception 
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Colleagues/  
partner 
agencies 

• Reporting of controversial or potentially damaging findings (e.g. 
reputational) 

• Additional burden created through collection and sharing of data  
• Authorship and appropriate credit 

Funders, 
employers 
and 
researchers 

• Tendering rules and procedures 
• Contractual clarity and division of responsibilities 
• Rules/norms of publication 
• Protecting fieldworkers 
• Whistle-blowing 

Wider society 
• Protecting the vulnerable 
• Publishing publicly-funded research 
• Being honest about the limitations of research 

5.9.1. Ethical principles 
There are a number of sources of guidance on research ethics, including the Social 
Research Association38, the Economic and Social Research Council39 and the UK 
Evaluation Society40.  In government, the Government Social Research (GSR) service 
has guidance on ethics41, which is applicable to evaluation.  It has five principles: 

1:  Sound application and conduct of social research methods, and 
interpretation of the findings 

All methods, analysis and reporting should be fit-for-purpose and able to 
withstand robust external scrutiny and meet a real unmet need. 

2:  Participation based on informed consent 

Informed consent must be obtained from research participants to allow the 
collection, analysis, transfer, storage and linking of data.  Informed consent 
is an ongoing agreement by a person to participate in the evaluation on the 
basis that they understand: 

o the purpose of the research; 
o their role in the study; 
o how data about them will be managed; 
o how data about them will be used in the future; 
o that their participation is voluntary / they can withdraw at any time. 
Informed consent raises a number of legal issues that are outlined in: 

                                                                                                                                 

38 sra.org.uk. (undated) The Social Research Association Official Website [online]. Available at:  
http://the-sra.org.uk/ [Accessed 5th November 2019] 

39 ESRC.UKRI.uk. (2019). Economic and Social Research Council Official Website [online]. Available at: 
https://esrc.ukri.org/ [Accessed 5th November 2019] 

40 Evaluation.org.uk. (2019). Good Practice Guidelines. [online]. Available at: 
https://www.evaluation.org.uk/professional-development/good-practice-guideline/. [Accessed 5th 
November 2019] 

41 Civil Service Government Social Research Unit. (2011). GSR Professional Guidance - Ethical 
Assurance for Social Research in Government. [pdf]. Available at:  
 https://www.gov.uk/government/publications/ethical-assurance-guidance-for-social-research-in-

government  [Accessed 5th November 2019] 

http://the-sra.org.uk/
https://esrc.ukri.org/
https://www.evaluation.org.uk/professional-development/good-practice-guideline/
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/515296/ethics_guidance_tcm6-5782.pdf
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/515296/ethics_guidance_tcm6-5782.pdf
https://www.gov.uk/government/publications/ethical-assurance-guidance-for-social-research-in-government
https://www.gov.uk/government/publications/ethical-assurance-guidance-for-social-research-in-government
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o the Data Protection Act (2018) (DPA)42, which sets out regulations for 
the processing of information relating to individuals, and what 
information individuals can request about themselves; 

o the General Data Protection Regulations (2018) (GDPR)43, which sets out 
rules on controlling and processing personally identifiable information; 

o the Equality Act (2010)44, which requires public bodies to ensure their 
work supports equality by treating people from different groups fairly 
and equally.  Therefore, evaluations should be conducted in a way that 
enables people from different groups to participate; 

o the Mental Health Act45, which stipulates that research should only 
involve those lacking mental capacity under certain conditions; 

o the Freedom of Information Act (2000)46, which provides a right of 
access to information held by a public authority, including research 
information.   

3:  Enabling participation 

It is against the law to discriminate against anyone on the basis of ‘protected 
characteristics’, such as age, disability, sex, sexual orientation or race (see 
Public Sector Equality Duty47).  Potential barriers to consider include 
geographical, cultural, financial and communication.  The evaluation should 
consider issues likely to act as a barrier to participation (e.g. people with 
disabilities, people living in excluded communities where interviewers are 
unwilling to travel, people whose first language is not English, or people 
without a permanent address) and outline reasonable steps taken to address 
them.  

The pros and cons of taking steps to reach potentially excluded sections of 
the population need to be weighed up for each individual research tool, and 
inclusion strategies should be developed at the design stage. 

4:  Avoidance of personal and social harm  

Individual research participants (including those who drop out), the wider 
social groups or organisations to which they belong, and researchers should 
have their physical, social and psychological well-being protected at all 
stages of the research process.  

                                                                                                                                 

42 Gov.uk. (2018). Data Protection Act 2018. [online]. Available at:  
https://www.gov.uk/government/collections/data-protection-act-2018. [Accessed 5th November 
2019] 

43 Information Commissioners Office. (2018). Guide to the General Data Protection Regulation.  [pdf]. 
Available at: https://www.gov.uk/government/publications/guide-to-the-general-data-protection-
regulation  [Accessed 5th November 2019] 

44 Gov.uk. (2013). Equality Act 2010 guidance.  [online]. Available at: 
https://www.gov.uk/guidance/equality-act-2010-guidance [Accessed 5th November 2019] 

45 Legislation.gov.uk. (2007). Mental Health Act 2007. [online] . Available at: 
https://www.legislation.gov.uk/ukpga/2007/12/contents [Accessed 5th November 2019] 

46 Legislation.gov.uk. (2000). Freedom of Information Act 2000. [online] . Available at: 
https://www.legislation.gov.uk/ukpga/2000/36/contents [Accessed 5th November 2019] 

47 Gov.uk. (2012). Public sector equality duty . [online]. Available at: 
https://www.gov.uk/government/publications/public-sector-equality-duty [Accessed 5th November 
2019] 

https://www.gov.uk/government/collections/data-protection-act-2018
https://www.gov.uk/government/publications/guide-to-the-general-data-protection-regulation
https://www.gov.uk/government/publications/guide-to-the-general-data-protection-regulation
https://www.gov.uk/guidance/equality-act-2010-guidance
https://www.legislation.gov.uk/ukpga/2007/12/contents
https://www.legislation.gov.uk/ukpga/2000/36/contents
https://www.gov.uk/government/publications/public-sector-equality-duty
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Intrusion caused by the collection of data for an evaluation should be 
avoided and the privacy of respondents should be respected.  In some cases, 
participants may find the process of sharing information upsetting or 
traumatic (for example, some people may find talking about illness and/or 
loss of a job difficult).   

GSR recommends that where there is ‘more than minimal’ risk to 
participants, a formal risk assessment may be appropriate, especially where 
research involves vulnerable groups (e.g. children, offenders or disabled 
people) and/or deals with a socially sensitive issue, such as  mental health.. 

5:  Non-disclosure of identity 

The identity of, and data belonging to, participants and potential 
participants (including information about the decision whether or not to 
participate), should be protected throughout the research process, including 
respondent recruitment, data collection, data storage, analysis and 
reporting.  

5.9.2. Ethics in social media research  
The use of social media in research and evaluation is still developing, and ethical 
principles cannot always be applied in the same way as in more traditional research 
methods.  The government’s Social Media Research Group has developed 
guidelines48 based on the GSR’s five key principles, set out in Table 5.3.  
 
Table 5.3: Ethical principles for social media research 

Principle Key considerations 

1: Sound application and 
conduct of social research 
methods and 
interpretation of the 
findings 

• Are social media techniques the most appropriate method? 
• Are methods being used professionally? 
• Is appropriate quality assurance in place? 
• Are details of the project publicly available, including the 

research purpose and the data being used? 

2: Participation based on 
informed consent 

• Do the terms and conditions users have signed up to cover 
the collection, analysis and use of their data?  

• If individual informed consent is required, how will 
participants be contacted?  

• If data is posted to a social media platform and then 
deleted does previously given consent remain valid?  

3: Enabling participation • Are any groups being inappropriately excluded given the 
nature of the research questions and/or platforms used? 

4: Avoidance of personal 
and social harm 

• Are the data public or private?  Any research involving 
private content should only be conducted with explicit 
informed consent from the user.  

• How will the collection of unnecessary personal data be 
minimised?  

                                                                                                                                 

48 Social media Research Group.  (2016). Using social med ia for social research:  An introduction. 
[pdf]. Government Social Research. Available at: 
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/524750/GSR_Social_
Media_Research_Guidance_-_Using_social_media_for_social_research.pdf  [Accessed 5th November 
2019] 

https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/524750/GSR_Social_Media_Research_Guidance_-_Using_social_media_for_social_research.pdf
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/524750/GSR_Social_Media_Research_Guidance_-_Using_social_media_for_social_research.pdf
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5: Non-disclosure of 
identity 

• How will the identity of users be protected? (There can be 
no guarantee of full anonymity with social media research.  
If researchers wish to include verbatim content, they 
should consider contacting social media users to ask them 
if they would be happy for their content to be cited.)   
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Chapter 6 
The use and dissemination of 
evaluation findings 
Summary 

The value of an evaluation comes through its use and influence.  Planning for this in 
advance will enhance the usability and use of evaluation outputs. 

An explicit use and dissemination plan will ensure that all users and uses are 
captured, and that the outputs will be framed to maximise impact with these 
groups. 

Regular reporting can ensure the findings are available to use in decision-making 
throughout the course of an evaluation.   

The GSR Publication Protocol is a useful framework to use when considering the 
publication of findings. 

There should be a presumption towards openness for all evaluation findings and 
materials.  This includes underlying data and research instruments. 

6.1. Introduction 
An evaluation’s value comes through its use and influence.  This should be 
considered at the planning stage and continually revisited throughout the 
evaluation’s execution.   

The users of an evaluation can be direct or indirect. 

• Direct: those designing and implementing an intervention use the findings to 
improve the intervention’s design or implementation and to maximise the 
chance of achieving the intended outcomes.  Those scrutinising government 
performance use evaluation findings to assess the performance and 
outcomes of policies.   

• Indirect: those who use the findings to answer other, related questions, 
design future policies in the same or similar areas, or capture learning about 
the use of public funds.   

Evaluation outputs need to be carefully designed to meet the needs of the various 
users. Evaluations with clear and evidenced implications for future decision-making 
are only of value if the findings are accessible and usable by the relevant decision-
makers at the right time.  Likewise, scrutiny bodies and the wider public should be 
able to easily access, understand and use the findings to assess the design, 
implementation and outcomes of government policies.  The challenges of achieving 
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use and influence are common to all organisations seeking to extract maximum 
value from their research.49 50  

6.2. Developing an evaluation use and dissemination 
plan 

There is no fixed way to develop an evaluation use and dissemination plan.  The key 
is considering the four questions below:  

• Which groups?  A list of potential stakeholders can be found in section 1.10.  It 
is worth considering all potential users individually as it is easy to miss key 
stakeholders who might have very different needs from the evaluation.  A 
stakeholder mapping exercise can be useful.   

• What information?  Knowing what information is needed by each group should 
inform the evaluation questions posed.   

• Which point in time?  There will be decision-points throughout the 
implementation and delivery of any intervention (see table 2.1: 
Table_of_key_evaluation_uses for examples).  Knowing these points can allow 
the various data collection plans in place to be designed to meet these 
requirements.  Note: the evidence need often comes before the final decision-
point to inform thinking. 

• For what purpose?  Evaluation evidence can be used for various purposes, which 
will impact on the type of evidence generated and how it is used and 
disseminated.  This is particularly important for interim decision-points.  When 
the decision is small (for example, a review of staffing numbers to support the 
intervention), emerging monitoring data may suffice.  However, if the decision is 
large (for example, whether to roll out an intervention nationally), the evidence 
needs will be much greater and call for a much higher level of robustness.   

Identifying these requirements at the evaluation design stage enables discussion, 
negotiation on timetabling and management of expectations from the outset. 

The plan should cover what will be published, when it will be published and which 
communication tools will be used (e.g. print publication, hard publication, social 
media, or seminars and conference presentations).  It should include the decision-
points and what evidence will be available when.  All outputs to be published 
should be covered, including the reports, the underlying data and the research tools.   

Detailing the ‘influence objectives’ in the use and dissemination plan can be useful.  
Influence objectives specify the desired impact of the evaluation.  For example, an 
evaluation could be conducted to identify good practice in prison rehabilitation 
schemes. The influence objective could be using the evaluation findings to positively 
change the way that rehabilitation programmes are implemented.  Once the 

                                                                                                                                 

49 Department for International Development and UK Aid (2014).  DFID Evaluation Strategy 2014 to 
2019. [pdf]. Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/38
0435/Evaluation-Strategy-June2014a.pdf  [Accessed 5th November 2019] 

50 Nesta.org.uk. (2019). Using Research Evidence: A Practical Guide. [online].  Available at: 
https://www.nesta.org.uk/toolkit/using-research-evidence-practice-guide/ [Accessed 5th November 
2019] 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/380435/Evaluation-Strategy-June2014a.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/380435/Evaluation-Strategy-June2014a.pdf
https://www.nesta.org.uk/toolkit/using-research-evidence-practice-guide/
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influence objectives are clear, the evaluation outputs can be tailored to meet this 
goal. 

To gain buy-in, it is good practice to agree the use and dissemination plan with as 
wide a range of stakeholders as possible; this is typically covered by the programme 
board and steering group.  This early engagement can also help prioritise and 
manage expectations as it is unlikely that all questions posed can be answered.   

Two additional groups that can usefully be approached when developing the use 
and dissemination plan are departmental press offices (to agree the general 
principles in the plan and the broad approach to be used) and ministers’ offices (to 
gain their buy-in and agreement to publication plans up-front).  This is good 
practice to avoid the perception that publication decisions are unduly influenced by 
the nature of the findings.   

Once the different audiences and their evidence needs are known and prioritised, 
reporting and communications should be tailored to meet these needs.  The value of 
tailoring communications in this way cannot be underestimated.  Improving the 
usability of the findings by helping specific audiences understand how findings 
directly relate to their areas of interest can be invaluable in ensuring the findings are 
used.  

Improving the use of the findings involves considering which groups have capacity 
to act on the findings, in what ways and the constraints they may be under.   

6.3. Disseminating evaluation findings 
It is essential to identify and use the most appropriate outputs and communication 
channels to maximise the reach to, and impact on, the evaluation’s various 
stakeholder groups.   

While a final evaluation report is an important document in an evaluation study, it is 
rarely the best way to ensure impact and influence.  For example, front line delivery 
staff and ministers will have very different information needs and preferred 
communication styles.  Being able to input emerging findings into programme 
board discussions can be invaluable to the group’s deliberations.   

Alternative modes of communication include one-page summaries, video outputs, 
infographics, data sharing, newsletters, social media posts, conference presentations 
and seminars.  Discussing evidence needs with stakeholders can help identify the 
most effective communication channels for that group.  It should be noted that it is 
not appropriate to discuss findings in public before they have been published in 
some form.  However, ensuring stakeholders, such as steering groups and 
policy/delivery leads, are on board with the messages prior to publication can be 
useful, particularly in the handling of negative findings.  

Publication can be resource intensive for government evaluation managers as it 
requires quality assurance, editing, ministerial clearance and press office input.  
Where appropriate, an option can be to publish regular, short, outputs to ensure 
findings are released and can be openly used in a timely fashion.   

Academic contractors may seek to publish evaluation outputs in academic journals, 
which has the advantage of exposing the work to a wider range of people, 
providing further assurance of quality and the spreading of knowledge.  
Encouraging this at the start of a project also has the potential to attract a wider 
range of academics to participate in evaluation activities.  
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6.4. Building an evaluation culture  

To understand evaluation as an embedded practice means that it should not operate 
as a separate and independent function but more as an integrated part of an 
organisation’s culture and operational structure.  This means that evaluative and 
reflective practice is part of the ‘way we do things around here’ where all colleagues 
seek, learn and think critically about the evidence that underpins their actions.  
Embedding this way of thinking rarely happens by accident.  It implies a shift away 
from seeing evaluation as a necessary evil or a ritualistic necessity, to one in which 
attributing value to the implementation of policy is built in as a core dimension of 
good policy practice.  It strongly implies ‘using’ evaluations to guide future actions 
and ‘next steps’ and is particularly relevant to working in complex environments (see 
the Supplementary Guidance on ‘Evaluating Complexity’). In day-to-day terms, it 
means heads of departments or specific initiatives need to emphasise the 
expectation that an evaluative dimension is required at the policy design stage.  
Colleagues should be actively encouraged to consider how the value of a policy will 
be established as a matter of course. 

6.5. Publication 
The GSR Publication Protocol51 provides cross-government advice on the publication 
of research, including evaluation.  It covers all aspects of publication through the 
following five principles.   

• Principle 1: The products of government social research and analysis will be 
made publicly available.  

This establishes a presumption that all outputs will be published.   

• Principle 2: There will be prompt release of all government social research 
and analysis.  

This sets a 12-week maximum from agreement of a final output to 
publication.   

• Principle 3: Research and analysis must be released in a way that promotes 
public trust.  

This establishes the features of a robust study, clear of ministerial 
interference.   

• Principle 4: Clear communication plans should be developed for all social 
research and analysis produced by government. 

This suggests that departments should publicly announce what research 
projects have been commissioned and that communication plans should be 
drawn up for all projects as part of project management principles.  

• Principle 5: Responsibility for the release of research and analysis produced 
by government must be clear.  

                                                                                                                                 

51 Government Social Research. (2015). Publishing Research and Analysis in Government. Government 
Social Research Protocol. [pdf]. Available at: 
https://www.gov.uk/government/publications/government-social-research-publication-protocols 
[Accessed 5th November 2019] 
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There should be a named person in each department who is responsible for 
ensuring the protocol is adhered to. 

6.6. Openness and transparency 
The presumption should be for maximum openness and transparency to allow 
others to critique the methods used, as well as learn from and replicate them.  
Publishing the communications plan, so external observers are aware of what will be 
published when, is also good practice. 

While the direct users of a lot of evaluation outputs will often not need to know the 
details of how the outputs have been generated, this information is still an 
important part of the full record.  Technical annexes, data tables, peer review 
comments, etc., are important ways to ensure more detailed methodological 
information is available for transparency and for readers who need it.  

Archiving data should be considered where further public value can be gained from 
its exploitation by others, subject to the costs of doing this being proportionate.  
Sometimes, evaluations that are designed to answer particular questions can provide 
insight into a wider set of issues, thus increasing the value of the data collection 
costs. 



85 

  

Chapter 7 
Evaluation capabilities 

Summary 

Evaluation managers need to have capabilities in four areas: scoping, leading and 
managing, methods, and use and dissemination. 

Scoping capabilities include understanding the rationale for evaluation; constructing 
an intervention's Theory of Change; identifying the right evaluation approach; and 
producing a proportionate evaluation plan.  

Leading and managing capabilities include demonstrating leadership to maintain 
momentum and impact; working collaboratively and influencing stakeholders; 
adapting to changing circumstances; and displaying integrity and resilience. 

Methods capabilities include awareness of how to use monitoring and 
administrative data; methods of primary research and analysis; and methods for 
impact evaluation (experimental, quasi-experimental and theory-based), process 
evaluation, value-for-money evaluation and research synthesis. 

Use and dissemination capabilities include reporting and presenting data; 
considering policy implications; and disseminating evaluation evidence. 

An Evaluation Capabilities Framework provides further information (see 
Supplementary Guidance, ‘Government Analytical Evaluation Capabilities 
Framework’).  A self-assessment tool is available for evaluation managers to use.  

7.1. Introduction 
Drawing on previous chapters, this chapter brings together and summarises the 
knowledge and skills required by evaluation managers to design and deliver 
evaluations in government.  

The focus of this chapter (and accompanying annexes) is on the government 
evaluation project manager, typically an analyst from one of the main analytical 
professions, and the knowledge and skills they are likely to need.  An Evaluation 
Capabilities Framework (see Supplementary Guidance, ‘Government Analytical 
Evaluation Capabilities Framework’) provides further information and contains a self-
assessment tool for an evaluation manager to use.  

7.2. Scoping 
At the start of the evaluation journey the evaluation manager will need to: 

• Understand and communicate the rationale for evaluation.  Evaluation 
managers need to be able to clarify with stakeholders the purpose and 
requirements of the evaluation. They also need to be able to champion the 
value of the evaluation and how it can support accountability, measuring 
impact, learning, and programme development.  
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• Understand the intervention and construct a Theory of Change.  Working 
with stakeholders, the evaluation manager needs to be able to develop the 
Theory of Change, linking factors within the evaluation to observable 
outcomes.  They need to ensure the evaluation and the theoretical 
framework captures and aligns with the programme’s objectives in the 
business case, the approach to benefits mapping for the intervention and 
the assumptions in the appraisal.  

• Identify the appropriate evaluation type and approach.  The evaluation 
manager needs to understand the range of evaluation approaches that can 
be used and determine the most appropriate approach and method for a 
particular situation.  They need to be able to devise appropriate evaluation 
questions - refined to meet policy needs - and assess the extent that the 
questions can be answered reliably and credibly (assessing evaluability52).  
Where relevant, they also need to ensure arrangements are in place to access 
and use monitoring data for the scheme.  

• Produce a proportionate and appropriate evaluation plan.  Evaluation 
managers need to be able to design evaluations for in-house work or 
commissioned projects and to procure external evaluations where 
appropriate.  As part of this, they need to understand the trade-offs 
between timeframes for observing impacts and policy timeframes. They also 
need to ensure that the aims and objectives of evaluation work are 
considered alongside available resources in order to develop realistic and 
deliverable proposals.  

7.3. Leading and managing  
Delivering evaluations, in often challenging and changing policy contexts, requires 
strong leadership and collaboration skills.  The evaluation manager will need to 
show these skills and behaviours in the following ways: 

• demonstrate leadership and champion evaluation to maintain momentum and 
impact; 

• work collaboratively, manage relationships and support others (e.g. contractors 
and colleagues); 

• proactively influence stakeholders and ensure buy-in from less engaged 
evaluation users; 

• be aware of, and adapt to, changing circumstances, feeding this into evaluation 
delivery; 

• display integrity and resilience and maintain standards when challenged; 
• build a culture of evaluation, learning and transparency into the policy and 

analytical teams they work in; 
• work effectively across analytical disciplines; 
• be aware of key departmental procurement / commissioning procedures; 
• identify and set up appropriate governance structures for input and quality 

assurance of evaluation products; 

                                                                                                                                 

52 Davies, R. (2015). Evaluability Assessment. [online] BetterEvaluation. Available 
at:  http://betterevaluation.org/themes/evaluability_assessment [accessed 8th Nov 2019] 

http://betterevaluation.org/themes/evaluability_assessment
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•  ensure all parties are fully aware of their responsibilities and key goals/deadlines 
are met. 

•  consider and implement relevant government guidance that impacts on 
evaluations (including equality, transparency and ethics); 

•  be prepared to invest time and energy in personal development and be willing 
to work with new methodologies to meet particular challenges. 

In addition to these management characteristics, recent writing on new directions in 
evaluation underscores the need to encourage ‘Evaluative Thinking’.  Vo et al53 , in 
their review of the literature, list some of the key features of Evaluative Thinking. In 
particular: 

• the investigation of one’s own (the evaluator’s), as well as others’, assumptions, 
motivations, and biases; 

• understanding the relevance of context dependency;  
• the ability to navigate uncertainty (e.g. of outcomes), ambiguity (e.g. in data 

and evidence), and complexity. 

7.4. Methods  
The effective design, management and delivery of evaluations requires a range of 
data collection and analysis skills.  Individuals from different analytical disciplines 
may have strengths in different areas, and the evaluation manager may want to 
bring other experts in to complement their strengths as the evaluation requires.  

The data collection and evaluation methods required are detailed in Chapter 3 and 
Chapter_4.  In summary, the requirements for a government evaluation project 
manager are: 

• Use of monitoring and administrative data.  To understand the benefits of 
using monitoring data in an evaluation, when and how to use it.  This 
includes an awareness of the legal, ethical and practical issues in ensuring 
programme monitoring data is collected and used effectively.  It requires the 
ability to identify sources and weigh up strengths and weaknesses of data 
and key metrics to help answer key evaluation questions, especially at the 
design stage.  

• Methods of primary research and analysis.  A key skill required is a 
knowledge of qualitative and quantitative data collection and data analysis 
methodologies, and the ability to demonstrate practical application of these 
(i.e. knowing how to design and apply specific methods).  An evaluation 
project manager also needs to ensure the necessary quality assurance 
processes are built into data collection and analysis methods at appropriate 
stages.  

• Process evaluation.  It is important to understand the value and role of 
process evaluation, and its link to monitoring and to impact evaluation, to 
understand how a programme is working and why.  Project managers need 
to establish key process evaluation questions from the Theory of Change and 

                                                                                                                                 

53 Vo, A., Schreiber, J., and Martin, A. (2018). Toward a conceptual understanding of evaluative 
thinking. In A. Vo, and T. Archibald, .Ed., Evaluative Thinking. New Directions for Evaluation.158,. 
Jossey-Bass and the American Evaluation Association. pp29–47 
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identify stakeholder groups from which to collect data.  They need to be able 
to time process evaluation deliverables to coincide with opportunities to 
have impact and to identify and create suitable interim evaluation products. 

• Theory-based approach to impact evaluation.  An evaluation project 
manager needs to be familiar with theory-based evaluation and theory-
based methods, their appropriateness for addressing different evaluation 
questions, and when to use a theory-based approach.  They need to be able 
to identify and use appropriate tests and techniques to assess causation.  

• Experimental approach to impact evaluation.  An evaluation project manager 
needs to appreciate the importance of counterfactual and control groups in 
determining attribution and be able to apply experimental or quasi-
experimental methods to attributing impacts.  They need to understand 
when and how to apply RCTs and what robust delivery looks like depending 
on the assumptions and conditions required for each method. 

• Value for money evaluation.  This requires a good understanding of the HMT 
Green Book guidance on economic appraisal and cost-benefit analysis54.  It is 
also important that the evaluation manager can use economic techniques to 
help improve assumptions and methods in cost-benefit analysis being 
developed for other impact assessments / appraisals.  

• Research synthesis.  To bring evaluation evidence together effectively and 
clearly requires an evaluation project manager to understand a range of 
methods for synthesis and meta-analysis and the role of triangulation of 
evidence. 

Further detail can be found in the Supplementary Guidance on ‘Capabilities’.   

7.5. Use and dissemination   
Skills required to deliver fit-for-purpose reporting, use and dissemination include: 

• Reporting and presenting data.  An evaluation project manager needs 
knowledge of reporting formats and styles. This includes staying up-to-date 
with new and innovative approaches to be able to report evaluation findings 
clearly and effectively, both orally and in writing.  They need to make use of 
regular reporting where possible to enable ‘real-time learning’.  They also 
need to be clear about any limits of the evaluation and to be able to 
communicate these.  

• Considering policy implications and sharing the findings.  An evaluation 
manager will need to understand the policy landscape and build 
relationships, identifying stakeholders and decision-points in order to 
maximise the value and use of the findings.  This means knowing which 
groups require what information at which point in time and for what 

                                                                                                                                 

54 HM Treasury (2018). The Green Book: Central Government Guidance on Appraisal and Evaluation. 
[pdf] London.: Crown Copyright.  Available at: 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/6859
03/The_Green_Book.pdf  [Accessed 5th November 2019] 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
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purpose and developing a use and dissemination plan from the start to meet 
these needs.  

The evaluation manager needs to be able to tailor the reporting and 
communication of findings to meet the needs of different audiences.  
Demonstrating how the findings relate to specific audiences’ areas of 
interest can improve the usability of findings.  Knowledge of a variety of 
communication modes and tools will allow them to maximise impact (see 
Chapter 6, ‘Use and dissemination’).  

Evaluation managers need to be able to take forward publications of outputs 
beyond the report, including datasets, technical annexes, and research tools.   

7.6. Further detail 
The above list of skills and knowledge are a summary of what an evaluation 
manager will need.  A more detailed list can be found in the Supplementary 
Guidance, ‘Government Analytical Evaluation Capabilities Framework’, which 
provides a fuller description of these skills and knowledge.  A self-assessment tool is 
also available for evaluation managers to self-assess themselves against.  

The UK Evaluation Society also has a ‘Framework of Evaluation Capabilities’.55 

 
 

 

 

                                                                                                                                 

55 Evaluation.org. (2012). Framework of Evaluation Capabilities. [online]. Available at: 
https://www.evaluation.org.uk/professional-development/framework-of-evaluation-capabilities/ 
[Accessed 8th November 2019] 
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