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Lord Evans

Good morning and welcome.  Thank you very much indeed for being here this morning; we recognise everybody that around the table is extremely busy.  We are therefore very grateful to everybody for taking part in this second roundtable which we, as the Committee on Standards in Public Life, have been taking forward as part of our concurrent review.  I am Jonathan Evans; I am the chairman of the Committee.  I am particularly grateful to Professor Nick Jennings, who is vice‑provost at Imperial and has very kindly arranged for us to use Imperial territory and is also going to chair the main discussion.  

Just a tiny bit by way of background: the Committee on Standards in Public Life is an independent advisory body sponsored by the Cabinet Office.  We advise the Prime Minister on ethical standards across public life, but we are not a regulator and we do not do individual casework which, at a personal level, I am very grateful for, because all the people who write to me, I can send it somebody else.  What we are concerned about is ensuring that ethical standards, and particularly the seven principles of public life, are implemented as effectively as possible across the whole of the public service.  We have an advisory role in support of that.  

The particular report that we are working on at the moment relates to the impact of artificial intelligence (AI) on the public sector.  The thought behind this is that over the next five to 10 years, an increasing proportion of public service delivery of all sorts and in a wide range of different parts of the public sector is likely to be assisted by or done through artificial intelligence.  At a relatively early stage, we therefore wanted to assure ourselves that standards issues, particularly those relating to the seven principles of public life, are being thought through at this stage in the implementation.  We want to confirm where and how AI is actually being used in public service and to be as confident as we could that, if in 10 or 15 years, as a public official, you are wanting to ensure that you are living up to the standards that public service adheres to, the implementation of artificial intelligence had helped you rather than hindering you.  That is our aim.  It is a slightly unusual piece of work for our committee.  We are therefore very much dependent, particularly on the technical side, for the generous assistance that people have been giving us so far and will continue, I hope, to do so through this process and others.  

In order to help us think this through, we have devised what we are calling ‘six standards challenges’ that we think might come from the adoption of AI, which I believe were in the papers that were sent out in advance of this meeting.  The conversation today will focus on those.  I might just introduce the other members of the Committee: Mark Philp, who is the chair of our Research Advisory Board; Jane Ramsey, who is a member of the Committee; Monisha Shah, who is a member of the Committee.  We have also got a number of Committee staff colleagues, which is valuable.  That is all we are really going to do by introductions.  We could go round the table but I think everyone has had the chance to read things in advance; if we go around the table, we will use a great deal of the time available so we thought it would be better to just crack on.  

We are going to do a transcription of the conversation.  That will then be sent around to individual participants so that you can check that it is accurate as far as you are concerned.  We are also tweeting it under #AIpubliclife.  Wi-Fi is available; if you have a problem, ask one of the staff colleagues.  I think that is all I need to say and I can now hand over to Nick.  Nick, thank you.  

Professor Nick Jennings

Thanks, Jonathan.  I am just going to say a few words about Imperial and the AI research that we do at Imperial, just for context and as a scene‑setter.  I am the Vice‑Provost for Research here, but I also happen to be a professor of AI so it is even a topic of the many research streams that we do at Imperial that I know quite a lot about.  For those less familiar with it, Imperial is a world top 10 university and it is a university that focuses on science, technology, engineering and medicine.  We do not have a humanities, we do not a have a law faculty; we are focussed in what we do.  We have a number of hospitals that are part of the college: St Mary’s, Chelsea and Westminster, Hammersmith.  We are spread around London and our big new endeavour is that we are building a campus around this size – 25 acres – at White City, on the old BBC site for those familiar with it.  

In terms of AI, we have around 600 staff and postdocs who work in the broad area of AI; that is our AI network and those come from all four faculties that we have.  Some of those are doing some of the basic science of it, so new machine learning algorithms and new ways of verifying AI systems, and some of those are deploying it in a whole variety of different applications, from business through medicine to engineering‑type applications.  That is the broader context.  

I want to briefly introduce my colleague, Mark Kennedy, who is a professor in our business school and is just going to talk specifically about some of the work that we have been doing broadly in the AI and ethics space.  I see some of you have got some train reading material or wherever else you want to read it; this is a rough outline of some of the AI work going on at Imperial.  Mark.  

Mark Kennedy, Associate Professor, Imperial College London Business School

Thanks, Nick.  I thought I would talk a little bit about the work that we have been doing recently, some of the implications arising from that that you might want to think about as it relates to thinking about public standards and, briefly, how I came to it.  I went to Stanford in the 1980s, did AI then, left and went to a start‑up doing pattern recognition, optimal character recognition.  I found my way into designing products because, truth be told, I am a good coder but not the person who was going to pioneer the new basic science methods that Nick was talking about.  MBA, consulting, back to PhD; I am now studying the dynamics of markets, thinking about stuff like, for example, how we understand things like the spread of the anti‑vax movement.

Now what does that have to do with AI?  Well, people are going to think what they think about AI in the same way that they are going to think what they think about vaccines.  The tools that we have with the rise of the internet give us an ability for lots more people to have a voice, including people who, frankly, do not know what they are talking about or maybe do, but are still trying to get an edge in some way.  Who knows why that would be?  

With that kind of background, which is my primary research interest, we have recently been thinking about how AI will either spread or be stalled this time around.  The thing that I am really concerned about is the tension between liquidity and markets for data‑based assets, which is essential to being able to build systems that do good things, and, on the other hand, transparency.  You think about whether you want to have accountability, transparency, liquidity; how do those things go together?  It is a little bit like that saying: ‘Software done here; fast, cheap or good.  Choose any two.’  You have a trade‑off to think about.

We have been working with world’s largest law firm on this, even though we do not have a law school and I am in the business school.  Right now, I am working with University Hospitals Birmingham on a project to do this.  I am working with a very large energy company to do this; we have been working with banks to do this.  What we are trying to do is use their job descriptions, text mine those, understand what work is being done and relate those to algorithms that are capable of doing these things.  In order to do that, we need them to want to give us some data.  As my colleague, [VK?] in our Data Science Institute is fond of saying, ‘You can’t do data science without data.’  This has us, especially here at Imperial, on a posture of engagement with people as opposed to trying to retreat into an ivory tower.  It has me thinking about these issues that I am encouraging you to think about.  This is as far as I have gotten and I am hoping you will it take it further.  

As you can tell by my funny and I just mentioned I went to school at Stanford, I am not from the UK originally.  I have been here for seven years now; I love London and I am growing to love all the parts of the UK that I have been visiting.  I really enjoy being at Imperial because it is this crazy, whacky entrepreneurial place where we do this sort of engagement thing that I was talking about.  It has given me a perspective on California and, because of my partnership with VK in our Data Science Institute, I am gaining a perspective on China. I would oversimplify this whole problem by saying there are three basic models that one could take to this.  The California model is, ‘Leave it to the markets; governments should stay the hell away and let us do whatever we can get away with.’  The Chinese model is, ‘The only markets that exist are the ones that we want and say are there,’ and that is the state that is doing the talking.  Markets do not really necessarily have a role other than what is practical.  The individual does not necessarily have much of a say, although I am not suggesting that the state does not care about individuals at all.  

In the UK, I think it is a different vibe; it is a different approach.  It is, ‘Well, probably we do not want to just leave it to the markets, because that doesn’t always work, although we do like markets.  There’s nothing terrible about that, but let’s have a conversation about how that works and pay attention to what happens with individuals.’  I think as part of the EU, which looks like it is coming to an end, the UK here we have been part of GDPR and it has been important.  It is a vibe that, I think at least on my reading, many British people would say, ‘Yeah, that’s a good thing that we’ve done that.’  This gives us sort of a different approach, which is to say, ‘If we’re going to have the sale of data that permits us to build these systems that will allow us to automate work, to augment work, to make a more productive economy…’  By the way, I am not going to go into this now, but I do not believe that robots are coming and they are going to take our jobs.  That is not going to happen.  I just do not think that is going to happen.  Very briefly, a job is a bag of tasks built up by history, culture and compromise.  You take a task out and put another one in; that bag will be topped up as quickly as possible by states and by firms because nobody likes a bunch of idle people.  That is not going to happen, despite all the furore that you hear about it.  

The question is, ‘Will we build markets that are both liquid and transparent and how do we do that?’  I would love to see London and the UK be the world’s capital for data exchanges where there are data assets that are traded in a very liquid but transparent way with a lot of accountability.  In order to be able to do that, we have to start to think about and circulate ideas to the community of people who will be actors in this space, saying, ‘What are the appropriate rules of the road that we want to put in place?  What are the institutions that we want to create, that will unlock growth, that will be productive, sustainable and something that people don’t want to overthrow in this country?’  

In particular, just as a litmus test for provoking thought about that, here is a crazy idea which I am not advocating.  This is a thought experiment: what if we said to all the data brokers and their customers, ‘You cannot any longer sell that data unless you can satisfy these one, two or three stipulations about how you procured it’?  With a certain version of that sort of rule, we could overnight shut down data brokers and it would be a great hue and cry that would arise from them, especially the digital marketing world.  What would happen?  If we did that, it would push back very hard.  They would find ways to try to get around whatever rule that was that we had written.  Eventually the data would go stale and then they would start to build the systems that fit that.  There would probably be some negotiation to soften that as well.  Again, I am not advocating that.  I think putting questions like that into the mix, discussing them with people, such as yourselves, who are better qualified than me to think about it, has a chance of building the institutions we need to create the platform, and the community, here where we can thrive and leverage the comparative advantage the UK has, in my opinion, in this economy that is emerging.  

Professor Nick Jennings

Thank you very much, Mark.  That gives you a feel for some of the thinking and some of the research that is going on at Imperial and will also, I think, feed into a number of the discussions that we are going to have.  Thank you, Mark.

For the rest of the morning, we are split into a number of sessions where we are going to deal with the key topics that the Committee have identified.  We have clumped them into two main sessions and then Mark is going to make sense of our ramblings at the end of each group of three.  That is how we are going to do it.  In the first session, we are going to talk about responsibility, bias and AI in the public interest.  Mark is going to make sense of it and then we are going to do the other three.  

Firstly, in terms of clarifying responsibility, it is clear that AI can take accountability for particular decisions and it also clear that within organisations, as they exist today, that the people are generally responsible for decisions.  That balance of what is going to emerge in a world where AI is much more dominant in terms of accountability is a really important debate, so that is where we want to start off with.  I would like to start us off with maybe the question of how responsibility for AI systems can be clarified at the point of use.  Are humans in the loop?  Where humans are very much embedded into that, is that useful when we think about accountability?  It is clear that I think we cannot abdicate responsibility here and it is a question of how we maintain that responsibility and accountability.  Thoughts?  Now is your chance to say something.

Jamie Grace

I will go first, if I may.  Thanks, folks.  

Professor Nick Jennings

Thank you, Jamie.  Someone has to break the ice.

Jamie Grace

Thank you for allowing me to.  For me, there is a dual issue within this: the lack of a human in the loop, the lack of professionals and senior staff within the public body, would create liability on a number of different legal or ethical fronts depending on the context concerned.  On the separate second question of responsibility as opposed to liability, the answer in responsibility is always organisational, so an organisation is responsible for what its staff, the humans who work for it, and its technology does in tandem.  To me, there are two dimensions to this particular standards concern or challenge.  I think we should try, where we can, to keep them separate, so what gives rise to liability in terms of a failure of accountability, but bearing in mind, for me anyway, that responsibility rests with an organisation.  That means a mixture of people and the machine or software.

Professor Nick Jennings

So you see that basic tenet as being unaffected by the adoption of any technologies.

Jamie Grace

Yes, in a sense.  Experts in the room and their views notwithstanding, we are never going to reach a stage where general AI has legal or ethical responsibility for the decisions it makes.  I just personally cannot see that happening but I am prepared to be persuaded.  The legal system would not react well and there are few ethical norms – let us be honest: no ethical norms – established to deal with general AI.  You have to retreat to, as you say, the basic tenet that organisations are liable and responsible for the technology that they use to implement their policy decision making.  

Professor Charles Raab

I like to draw a distinction between responsibility and accountability.  Responsibility, in my mind, goes with liability, that is to say who carries the can, who can get hammered; who is, in the governing structure, in charge of making certain kinds of decisions and is therefore responsible for those decisions.  Accountability I like to put back into the basic root of the term which is an ‘account’, and an account is a story.  It is a story about what you did with your responsibility and therefore you can do something and then give an account of it, which maybe varies from what you did.  The question then is how the account can be verified against the action.  I would like to draw that kind of distinction between the liability and the accountability for the action that you did.  It does not necessarily segue into the question of the explainability of AI. 

Professor Nick Jennings

Yes, which we might come onto later as well.

Professor Charles Raab

Yes, we will come onto that but it has to do with the explainability of whatever governance action you did, whatever decision you took within the organisation.  I think that is a distinction that we might want to begin to think about more clearly because it has to do with relationship to the public or to clients or customers or whatever.  

Professor Nick Jennings

And do you sort of see that balance between the liability and the accountability changing in any way as a consequence of AI?  Do you think that AI might be part of the story, but that the fundamental tenets of what is what will be unaffected by greater adoption of AI?

Professor Charles Raab

Well I think that AI tends to blur the question of who should be responsible for what and where the buck stops and so on.  It therefore has a knock‑on effect on who should give the account and what account should be given.  I think that they are both, in a sense, impacted by AI but I have not ‒
Professor Nick Jennings

But perhaps not in a fundamental way.  It might sort of shift some of the boundaries, but do you think there could really be a real change in those things as a consequence of AI?

Professor Charles Raab

It could be.  I think so, but do not press me on exactly how.

Professor Nick Jennings

That was my next question I was going to ask you.

Professor Charles Raab

Maybe in half an hour I might.  

Professor Nick Jennings

I will come back to you on that one.  

Professor Alan Brown

Can I explore a couple of pieces of the question, because I just want to see if we have any sort of consensus?  You talk about two things: one is point of use and the other is human‑in‑the‑loop.  I think part of the challenge I face when I am talking with people about these sorts of topics is their lack of understanding of what is going on.  Point of use: do you mean when the data is extracted?  Do you mean when you train the algorithm?  Do you mean when the algorithm is written?  Do you mean when the algorithm is applied?  Do you mean when it is embedded in the system?  Do you mean when it is customised through use?  Do you mean when it is extended?  You go through all of these and say, ‘What do you mean by point of use and at which point are you talking about the human in the loop, because they are in the loop in all of those places?’  

You reach this point where when something occurs, how far do you want to trace back to say, ‘So what happened?  Which people were involved when?  How were things managed, defined, secured, verified and audited?’  How do you put some boundary around this?  I think part of your answer is, ‘Have things changed?’  We always had these problems in large complex enterprise systems, but I think we are beginning to see even more layers to this, particularly when we are starting to add aspects of automation where we are finding it difficult to explain why the thing that we did down here, connected with the thing somebody else did over there, created something that neither of them intended.  I think we are adding more layers to the problem, but it is a problem we have always had.  When you look at any large issue with particularly software‑embedded systems and you are trying to say, ‘So what happened?’ and you go through this massive deconstruction, we always had those issues.  I think we are beginning to find they are even more complicated when we try to evaluate it.  I think for a lot of people who are using at the end use an AI‑based system, their lack of understanding of what is going on underneath the covers makes it even more complicated.  

Professor Nick Jennings

I think that is a very good point about how AI’s systems are in general complex but we already have complex digital software‑based systems that, in fact, have many of those characteristics about them.  It is difficult to work out what is going on because they can get inputs from many different places and might be connected in ways that were not necessarily intended.  I think that bit of understanding of what has happened just because you have complex digital systems is one thing.  That is why I was slightly pushing as to what happens when you put AI as a particular type of complex digital system on top of that and what might change.  

Alexander Babuta

On this issue of human‑in‑the‑loop, I think, from a purely dry legal perspective, GDPR gives us a very good starting point because Article 22 of GDPR sets outs a general prohibition against fully automated decision making when the decision has a legal effect or a similarly significant effect on the individual in question.  If a human being takes into account other relevant factors when making their decision, that is not fully automated decision making.  If we are talking about things like, say, predictive policing, where we are profiling individuals and making decisions on the basis of that judgment, that decision cannot purely be made by an algorithm.  A human being has to take into account other factors, but there are lots of open questions there around the nature of human discretion.  Will the user just disregard the algorithm if it does not agree with their pre‑existing judgments and the decision that they had already come to in their mind?  Will they just blindly follow the algorithm?  What is this issue of meaningful human intervention?  The law does not really specify because it leaves it deliberately ambiguous so that you can interpret it in different contexts.  I think that is where you need clear professional standards, guidelines, organisational policy, about the relationship between professional judgment, human discretion and the algorithm.    

Professor Nick Jennings

We have GDPR today and it is meant to be appropriate and suitable for today; do you think that sort of prohibition around automation will stay and be valid in the future?  

Alexander Babuta

I think that it has to be.  Whether you are talking about human rights, the Equality Act or administrative law, there are so many aspects of various different legal frameworks that rely on this whole issue of the professional decision maker, and discretion of the person in a public office, who is making a decision that affects an individual.  If you start implementing fully automated processes for those decisions that may have some kind of legal effect on the individual, you have to review so many other aspects of the law that it just would not really be workable.  I think GDPR is sufficiently tech agnostic that it will remain relevant and viable for the foreseeable future, but those sector‑specific organisational policies will need to be continuously reviewed as the technology develops.  

Professor Nick Jennings

How would you see that fitting together by something like autonomous vehicles?  At the moment, it is clear that there is a human in charge of it and has to be so, but the future or the vision for many is that this is a transient state.

Alexander Babuta

If an automated vehicle kills someone, who is responsible?  In the eyes of the law, the human being sitting in the seat must always be responsible because we have this fundamental principle of mens rea that in order to be guilty of committing a crime, there has to be some kind of human conscious awareness.  Computer scientists may argue with this but, in the eyes of the law, an AI could never pass that mens rea test so it could never be found guilty in a court of law.  

Lord Evans

Should we think about AI in the context of trying to fit in with existing legal principle in that sort of way or can one conceive that the new technology may affect the way in which law applies?  In a sense, you are saying that criminal law requires this concept therefore we have got to design everything to fit it.  That is not how law emerged in the first place.

Alexander Babuta

No, absolutely.  There are two approaches to this: either we say, ‘Right, these are the checks and balances and the structures that are needed to account for this new technology,’ or we wait for the case law to develop and we wait challenges to go through the courts to let precedent establish itself that way.  I think in Europe when you are looking at things like facial recognition or predictive policing in the cases that we are seeing going through the courts now, the current stance is very much, ‘Let’s see how these cases develop first and see whether we need to review the law.’  

Professor Charles Raab

I was just wondering whether it would help to look at not just, let us say, an automated vehicle, or any other kind of vehicle, but that as being part of a transport system, a road system, which involves other kinds of designed things, other kinds of assumptions, other kinds of behaviour.  Therefore, the question of responsibility for an automated car may not be all that different from responsibility for what happens to the ordinary car that you are driving.  If there is something wrong with road, if it has not been designed properly, if the water run‑off is not so good and so you skid and so forth, there may be other kinds of distributed liability and responsibility.  This blurs a lot of distinctions that we need to think about.  In the case of AI, one of the things that seems to me is being shaken is the distinction in the GDPR, and in other data protection laws, between the data controller and the data subject.  Where you have joint controllership, and also that is shared with the so‑called data subject for certain kinds of uses of advanced technology, who is the controller?  Who is the subject?  What are the rights and responsibilities of both?  It is not so clear in practice as it might be in the law.  

Alexandra Cardenas

Just two points from the perspective of a practitioner rather than as an academic: on the point of case law, this is an issue that had started to be considered by government and the courts.  Some of you may be familiar with the LawTech Delivery Panel which is an initiative that was set up by industry, but also so with the backing of the Ministry of Justice, to explore the ethical and legal questions around the uses of technology in legal practice and the justice system.  One of the key questions that is being explored at the moment – and there is a public consultation out – is on whether the legal and ethical framework is suitable for cases related to smart contracts, cryptoassets and distributed ledger technology .  That consultation is currently live and will result in a statement deciding whether there is for regulation and legislation or not.  That is on the Law Society website if colleagues want to refer to it and, just to point out, the Chancellor of the High Court sits in this group so this is being considered by that angle as well.

On the point of responsibility, the law society has been doing a study on the use of algorithms in the criminal justice system and our report is coming out on Tuesday.  Some of the main findings that we have identified so far on the point of responsibility and accountability is, firstly, that there is widespread variation across England and Wales, including our lack of explicit standards and openness on the use of algorithms across the country.  Secondly, that this technology is not really that novel to escape scrutiny, so it can be critically assessed against a number of parameters.  Facial recognition is not that novel, so it has to be taken into account.  Something that we have also found is that policy decisions are being outsourced on quite a scale, so this is something that has to be looked at.  Perhaps it is not only a matter of just ensuring that there is accountability or the resource to develop this technology in house, but also that capability and capacity is also in house for oversight and monitoring of the systems that are being embedded across it.  

Professor Nick Jennings

I think that chimes well with some of the other points about how we have complex systems already doing a number of these things.  There is nothing magical about AI; it is computer programming done in a particular way.  I am convinced in general that there should be things that are specific just for AI in terms of where these things have been.  

Professor Alan Brown

I was just reflecting on Charles’s comment about this blurring of boundaries.  I think this is quite an important one.  At a technological level, I think some of these boundaries are getting a little unclear.  If you think from the point of view of the expectations that people have now, a lot of the questions that I see being asked are not about, ‘What did you do?’ or, ‘What did you know?’  It is, ‘What could you have known or could you have done?’  That is a sort of shifting.  I am not a lawyer, so I do not know whether it is shifting from a legal point of view.  Just as perhaps a rather unfortunate example, on the university campus there have been students that have committed suicide.  The question is, ‘Why didn’t you know?’ not, ‘You sent them an email, said, “Are you okay?” and you know they didn’t show up for a tutorial.  They are in student accommodation.  You know everything about what is going on with their lives from the point of view of exams.  You should know what their current state of health is; you should know whether they visited the health provider.  You have all this data or access or the opportunity to have access, and you didn’t bring it together to avoid something that you could have/should have/ought to have known about.’  That shifting is quite interesting and that is a sort of cultural/moral change, I think, in our environment that we are also trying to respond to.  That is kind of complicated and I am sure, from a legal and from a policing point of view, it is enormously difficult.  

Professor Nick Jennings

It would be interesting to hear someone from a legal or policing view.  

Chief Superintendent Chris Todd

Happy to jump in there, but I am conscious that I am…

Professor Nick Jennings

Chris – is it the same point or…?

Peter Wells

It is related, but go first, Chris.  

Chief Superintendent Chris Todd

I would just echo that really; I think that is a really crucial point.  What we find in the policing world at the moment is there is a lot of narrative around the potential pitfalls of using AI, predictive policing methods and data analytics, etc.  The focus is invariably on privacy rights and such article rights.  There is an area of opinion which, to be quire crude, says, ‘Just stop; just don’t do it.’  Internationally, I think San Francisco have just ruled that the police cannot use automated facial recognition.  They have not actually started using it but they have already put in place legislation locally to prohibit that use.  That is quite an interesting and, for me, a concerning development because I think, as you say, we know that we have a lot of data, we have a lot of knowledge, which we are just not using effectively at the moment.  

I think we do have a liability to do more with what we already have access to but we are not using effectively.  The Article 2 rights will always be the most important right, which is the right to life, with Article 3, the right to the prevention of torture and inhumane treatment.  The world that we work in, we are dealing with people who are kidnapped, who are tortured, who are exploited, who are abused, and I think we have the right to protect people effectively.  The answer to some of that would be within the data and within the technological advancements that are available to us.  

Professor Nick Jennings

For which you absolutely need advanced tools to help pick out the interesting pieces of that data because you do not have the human resource to be able to do that any other way.

Chief Superintendent Chris Todd

Absolutely and at the risk of moving towards a more political position, there has been a retraction of public services and we do not have the human resource that we had in the past.  In order to overcome some of the challenges that that presents, technology is always going to be something we need to turn to.  

Peter Wells

I suppose just building on a couple of points, one on the complex enterprise systems:  it is the same problem magnified.  Just as there the people who design and build those systems or buy them have the responsibility to make sure that there was appropriate responsibility, that there was appropriate responsibility, that is the same problem.  There is an onus on technologists to build systems which comply with the standards and comply with rule of law and human rights legislation.  I think that needs to be emphasised because often that can get missed.  We say, ‘We can’t be held responsible.’  We say, ‘We have to use algorithms because we don’t have enough human resources.’  Well, sometimes the responsibility is that we need to build systems where we have enough human resources.  That might be the answer we need there.  

On the point about what is changing, the GDPR and data subjects, one of the newer things in artificial intelligence is the models that are created from the data, from the algorithms.  Who controls those models is a very interesting and subtle point.  GDPR would not give me any rights over a model if data about me had been used to create that model.  It is very hard to inspect that.  I cannot withdraw the data; that is the way it works.  How we unpick those models and responsibility around those models is probably one of the novel areas with AI.

Professor Philip Howard

I think we have been speaking so far about the responsibility that industry has to design well; I want to make a strong argument for government’s responsibility to regulate.  I think there are very few domains of innovation or product release in which industry can design something, release it on the public and do something about their designs only if people complain.  I think there is actually a very clear responsibility for public agencies to do some kind of regulation and I do not have a particular opinion about which regulator should do something.  We suspect, through a series of independent journalists and scholarly investigations, that machine learning was used in very sophisticated ways to manipulate political outcomes as early as 2016 in the world’s major democracies.  However, it has taken three years of senate, criminal, congressional and judiciary investigations across multiple contents and three years of bad press to get just the inkling that something might have happened three years ago.  I think industry has a responsibility to design well and, certainly, as consumers we are all responsible for being smart; government has a responsibility to regulate.  

Peter Wells

I just want to point out: government builds AI systems too and government builds complex enterprise systems, and its public servants have got a responsibility to design and build [inaudible].  

Jane Ramsey

I was intrigued from this bit of the discussion about how we think of the public.  We talk about the public on the Committee on Standards in Public Life, and people around this table have talked about citizens and also talked about consumers.  I think who we mean is important.  Often, citizens have rights, the public have responsibilities.  Whether the language that we use around the end user, the either doer or done to, refers to active or passive recipients is important.  I was thinking about the difference between permission to use data and active surveillance.  I do not know whether I, as a member of the public, a consumer or a citizen, am completely clear about the difference.  I am obviously a lay person; I trained as a lawyer and I now have a non‑exec portfolio, including as an independent member of this committee, but I enjoy using tech a lot in my lay person way.  I inadvertently allowed Alexa in my home via Prime Amazon subscription where, even as a lawyer, I had not read the details properly.  Obviously, the Alexa stick had to go; I do not want Alexa in my home.  

Around that, we have protection around those who sign contracts.  There is a highly developed set of rules around who can sign contracts; you cannot sign contracts for credit if you are under 16, there are things you cannot do if you are under 18.  We have not got that concept for what we can or cannot sign up to, at the moment, in AI.  If you try, as I am sure the people around this table are more adept than me, to do exclusions when you sign apps about whether your location can be tracked or not, identified, I want it for Citymapper when I am using it but I do not want it for lots of other things.  It takes ages to even manage your own iPhone in my case.  

I think that there is something around language and what were are actually talking about in terms of types of AI.  I think a citizen education programme sounds a bit big, a bit Soviet style, but there is something around that we allow companies, and corporations internationally, at the moment to intervene in this space, with a bit of government trying to catch up.  In terms of protecting citizens’ rights, I think that we are a little behind the game.

Professor Nick Jennings

That brings us nicely into the third topic of this – I will come back to the second one – which is AI in the public interest, bringing out exactly what that means and getting that balance right, I think

Alexander Babuta

So very quickly on this point on the obligation to innovate and could public sector organisations be criticised for not implementing new technology when they could have done so, historically, if you look at the Bichard inquiry set up in 2003 after the Soham murders, that found significant in the police’s handling of intelligence.  Probably the main thing that led to was the creation of the Police National Database, but the police did not have a single, unified, central place to store intelligence.  They had relevant intelligence on Ian Huntley, but there was a failure in how that had been managed.  We do not want to wait for the next Bichard enquiry.  I will talk about policing because that is the area that I have most experience with, the police do have an obligation to implement new methods that will allow them to protect the public more efficiently.  A failure to do so could be perceived as a failure to fulfil their fundamental social duties, but it should not be reactive.  It should not be in response to, ‘We’ve lost 20% of our workforce so therefore we need to somehow make up for that loss of capacity by developing an AI system to improve that efficiency by 20%.’  The business case has to exist regardless of the resourcing situation.  Otherwise, why are you doing something?  It is to put a plaster over a more systemic fundamental problem.  You have to start with a clear reason for why you are innovating in the way that you are.

On this issue of who do we mean when we say ‘the public,’ I think this is really critically important.  When you are looking at things like discrimination and bias, we know from lots of years of research looking at human rights that the people who are most adversely affected are the people who are least likely to have their opinions canvassed and to be involved in, say, public consultations.  If we are trying to understand how people are going to be adversely affected by what we are doing, you are probably not going to get the opinions of the people who are most adversely affected taken into account.  You need to have other ways of identifying that.

Professor Nick Jennings
Do you have some thoughts as to what those might be for canvassing those sorts of opinions?  

Alexander Babuta
It is a very difficult question.  I think an excellent step forward is these ethics committees which are genuinely representative of the local population.  If you are looking at ethics committees that are scrutinising the use of AI in the public sector, yes, they should include computer scientists, lawyers, legal experts and academics, but they should also include just members of the local community.  We are seeing that with, say, the West Midlands Police Ethics Committee which was very explicit that it needed to be representative of the local community.  We just need to involve a wider range of stakeholders in those discussions I think.  

Professor Nick Jennings
Chris, could you maybe just say a bit about your public engagement/public interest angle to what was said there?

Chief Superintendent Chris Todd
Yes.  I think it goes to one of the key principles of policing, which is policing by consent, maintaining legitimacy and the trust and confidence of the communities that we serve.  Jamie actually sits on our ethics committee and will have a view.  

Professor Nick Jennings
He can give his own view in a moment.

Chief Superintendent Chris Todd
Most of the people on that committee do have some footprint in the West Midlands, current or past, as well as their professional engagement, but it is about taking the public with us.  We are very conscious that just because we can do something does not mean we should do something.  We need to engage through that committee and understand the voice of the public.  We need to recognise, as Sasha says, that there are many people within our communities who do not have the opportunity or the inclination to voice their views independently and individually, but we do need to understand what the community impact will be.  We have seen the effectiveness of that.

It comes back to the human in the loop and that challenge around is the human literally in the loop or is the human outside the loop with an awareness of how the loop works?  At what point do you engage the human?  Does the autonomous vehicle actually perform better if you do not throw it over to the human at the point of criticality because the human then is not equipped to deal with what is in front of them?  The machine might actually be better equipped, but there is a recognition that there is an emotional argument and a logical argument when we are trying to retain that legitimacy that we have to recognise.  Sometimes, the public just will not accept a machine making the decision and taking full responsibility.  

We have to moderate what we can do in order to retain legitimacy so, without going into detail, we had a discussion at our inaugural meeting around one of the pieces of work and the involvement of stop and search data.  The data science was very strong around the circumstances in which it is relevant and does not eliminate the bias through the modelling, but actually the intuitive position of the public is, ‘Stop and search data is biased, therefore you shouldn’t be using it.’  We have to moderate the science in order to maintain legitimacy.  

Professor Nick Jennings
And is West Midlands distinctive in getting the public involved in that way or is that common in policing around the UK?

Chief Superintendent Chris Todd
I would not say we are distinct in that way but, equally, it is not common.  There are a few ethics committees at the moment that Charles sits on as a national group.  Forces have ethics committees dealing with very generic issues, so should a blue light professional take a free coffee from a fast food chain?  That is an ethical consideration and that is often the level that is dealt with at some of the ethics committees.  Obviously, what we are looking at here is more complex.  I think it is fair to say that those ethics committees equipped to deal with more complex issues are few and far between at the moment.  One of my roles outside of West Midlands Police is to try and bring some consistency to national policing in that respect.  

Jamie Grace
I just wanted to add a couple of points to what people have said in the last few moments really.  In his previous contribution, Chris was talking about the challenge of balancing rights and the positive obligations to prevent serious harm in the face of resources issues but with privacy advocacy going on in parallel as well.  There is a piece of good practice in Northumbria Police where they use a particular predictive model to identify a very small number of serious domestic violence perpetrators every fortnight.  The number that they predict is four, just four individuals, that they focus their resources on.  Fundamentally, they cannot predict meaningfully dozens or hundreds or thousands of dangerous people in the Northumberland area.  They make those predictions and it impacts on people’s privacy, but they cannot fundamentally work with thousands or hundreds of people every fortnight and intervene meaningfully around them.  There are some forces that have started to make very calculated and very careful interventions on the basis of predictive analytics in the policy sector; there is a lot of good work being done in that regard.  

The only other thing that I wanted to add was that Jane had mentioned the idea of citizens’ education campaign around AI in the public sector and in the way public services are delivered.  Just last week or the week before, it was the 10th of 10 recommendations of the Council of Europe in a checklist of procurement considerations and government‑level policy recommendations that the Council of Europe have made.  This obviously means it has a human rights lens and human right eye to it, but it is the 10th one of those 10, so there is definitely [competent?] wide support for that proposition.  I just wanted to mention that too.  

Professor Charles Raab
I wanted to pick up on something that Alan said a while ago.  I also think it chimes in and it brings us back to the responsibility question.  You talked about the duty of care and why we did not use the data that we had, there is also a kind of proactive or preventative edge of that: you know, ‘Why don’t we collect the data that we might need to have in order to prevent, even if we haven’t had it already stored up?’  That then raises the question of responsibility and liability and what the reasons are why people want to accept that duty of care.  Some of it has to do with avoiding the loss of reputation if things go wrong.  Now, you take a university; I am not particularising which university because I think it pertains to all of them.  I think it is now recognised that there is a duty of care because of the suicides and all of the rest.  The question then arises, ‘How far do you want to develop a surveillance capability to gather all kinds of data about what students are doing so that you can then analyse it in order to predict who is vulnerable and so forth?’  I think that a debate needs to be had about that, about the extent of the use of AI in those sorts of preventive operations. 

Professor Nick Jennings
In terms of what is acceptable to the public?

Professor Charles Raab
In terms of acceptable and what is not acceptable.  I would also like to draw a distinction between what is acceptable and what is normatively good to do or in the public interest, and I know we will come onto that later on.  There is a distinction there, but in terms of how far you go, you could develop a system that tracks every student at every moment of the day.  Many people would potentially say that that is a good exercise of the duty of care, but you have to think about what kind of university we are constructing in that case.  I think we need to have a debate about that and also a debate about how ethics committees might be developed in those sorts of circumstances in order to say what is not only the legal but also what the ethical ground rules for developing that should be.  Even though there may be an acceptance of the duty of care, an acceptance of the responsibility, a desire to avoid loss of reputation, how far do we go in thinking about safety and what the purposes of safety might be?

Professor Nick Jennings
What do you think is an appropriate forum for having those sorts of broader debates about getting the public involved in what is broadly seen as acceptable and what is broadly seen as unacceptable?  Do you have a feel for what forum or what that might look like?

Professor Charles Raab
I am attracted to the idea of citizens’ juries or citizens’ assemblies, even though one would not want to say that the answer emerging from that shall be the answer that we adopt.  It is one factor to be taken into consideration because the consensus of public opinion might be for a whole lot of stuff that should not be done on ethical grounds or on legal grounds.  I think we are moving in the direction of having some kind of greater public engagement.  We are facing this, again, in my university, in terms of our Internet of Things programme, with sensors and connected devices, and how we involve the public, who are the users of those things. 

Professor Alan Brown
Can I just add: I am quite interested in some of these illustrations or vignettes or case studies that people are using just to try to understand behaviours.  There is the obvious one about the trolley car on the track but there are some others: if I can do fully CG on the steering wheel of a car and I can tell whether you are stressed, had a drink or lots of things from the secretions of your fingers, should I allow the engine to turn on?  If I did, whose responsibility is it if you hit somebody or crash or whatever?  There are all sorts of little exercises that you can create, I think, that will gain people’s understanding and try to have the conversation around where people see the boundaries.  I think the challenge, as I say, is that the level of understanding of the question is going to be very varied and I think it is quite difficult to try to put that into context.  Just a simple thing: there is lots of technology in this room.  There is a speaker there, there is a microphone here.  There are computers over there.  Is any of it on?  Is it doing anything?  

Professor Nick Jennings
Some of it even works, I think.

Professor Alan Brown
But we do not know.  Nobody asked and you would not know.  There is so much around us right now that we are unaware of or unable to understand, I think.  

Professor Nick Jennings
So the third topic we wanted to discuss in this session was around bias in the data.  We mentioned briefly about stop and search data potentially being biased so therefore it should not be used.  The challenge around bias in data is probably one of the ones that I see most discussed when people talk about the ethics and implications of AI.  How do you counteract or deal with the perception of bias in your data?  Is there bias in your data and then what do you do about it, Chris?  

Chief Superintendent Chris Todd
If I use the example of a piece of work that we have ongoing at the moment, which is a more sophisticated version of an offender management tool, that is the first piece of work that we are pushing through our data science lab in West Midlands Police and though the ethics committee for consideration.  That drew upon a number of data sets and the data science that was applied looked at, I think, 17 models and, within each model, there were a range of parameters to optimise each particular model.  Ultimately, the study came to a conclusion that this chosen one was the most effective and most accurate model to use.  It eliminated things like ethnicity, as you would hope, as being an indicator of behaviours.  It also eliminated things like location, which is obviously a proxy indicator of ethnicity as well, so the data science seemed to be eliminating the bias itself rather than through human intervention.  The data science suggested that the stop and search encounters, when married against other data sets, were still a relevant factor to predict offender behaviour in the future.  Now in the West Midlands, I happen to have been the lead for stop and search for about four years up until this point so I have a fairly good understanding of our data sets in that respect.  I know there is bias in terms of the likelihood of someone being subject to stop and search if they are a young, black male or a young, Asian male compared to a young, white male.  That is well known publically.  It varies across the country and from one place to another at different levels, but invariably there is disproportionality across the piste.  

What is really interesting within our stop and search data is that, as a result of some of the work that we have done to try and eliminate the disproportionality, we are now in a position when you look at the positive outcomes, those people who are found to have something they should not have or to have done something they should not have, we now have the same level of outcome regardless of ethnicity.  Regardless of ethnicity, those people who are subject to a stop and search encounter are not dealt with in any different way.  The fact remains that there are more people who are subject to stop and search per head of population that are black than are white.  There is a very different question but the public are not aware of that latter point around the outcomes and the suggestion that, when we apply stop and search, we are not applying it disproportionately.  We have a disproportionate number of people, it would seem, in the West Midlands who are involved in certain types of criminality and that is a societal challenge that we need to address and not one that policing itself can address.  Just from that perspective, that shows the complexity of the data within our data sets.

Professor Nick Jennings
Who do you have to sort of convince or convey that you are not being biased in using that data?  Is it the public?  Is it an oversight body?

Chief Superintendent Chris Todd
It is ultimately the public but we use oversight bodies to assure ourselves that we have that consent from the public because, as we discussed before, we know that those people who are most likely to be adversely affected are less likely to come forward and present their views.  We use oversight bodies, scrutiny panels and independent advisory groups to, hopefully, be representative of those communities and convey their thoughts on their behalf.  The theory of the model is that we engage through them and they, in turn, engage with the communities to secure that consent for what we do.  The complexity of data science is something and this is not a criticism; I do not understand most of the science myself.  To a degree, I have trust in the people that we have recruited and apply the science on our behalf, but I am a human.  I am flawed so, ‘Is my trust valid?’ is another question.  To get the public to understand the science is nigh on impossible, so I think we just have to accept that there will be occasions when we have to moderate what we do and we have to respond to the public concern.  

Professor Nick Jennings
Peter, the ODI is a custodian of lots of open data from many different sources; how do you go about having confidence or knowing about bias or potential biases in the data sets that you offer?

Peter Wells
Unfortunately, we do not actually steward any data.  I suppose we steward the ecosystem and try to make the ecosystem accessible.  Where we approach this is we approach it from there is always bias in data.  Apart from the list of natural numbers, there is always bias because society is biased.  Data tends to represent the past so it reflects the biases of the past as well, not necessarily the biases that may exist today.  First, recognising there is bias is important.  Understanding the bias in the data you are using is important.  We are really focusing on the outcomes, as Chris said; it is actually the main thing because that is what you are trying to achieve.  What we try to teach people to understand that bias is to think about how we understand the past using data to make decisions in the present while trying to build a future.  The bit we often miss sometimes is, ‘What outcomes do we want to achieve?  What future are we trying to create?  Are we actually going to accept certain additional forms of bias to counteract that historical bias to create a different kind of future?’  Those are tricky decisions, but those are decisions humans make.  I think having honest conversations about that is quite important.  

Professor Nick Jennings
In terms of stewarding the ecosystem, how do you go about that?  Is that online education?  Is that face to face with people?  How do you get your potential users to understand those subtleties?
Peter Wells

We use a mix of techniques from public policy engagement.  People like me, even though I am a technologist by background, I try to learn how to do this.  We incubate start‑ups, we work with large businesses and governments to help them carry out projects.  Through those, we develop practical guides and training which we give away as freely and as widely available as possible, but we develop it through practical activities and then develop guides we can publish and share as widely as possible.  Whenever we do that, we try call up the limitations in those guides, so we say what we did to develop them.  We might say, ‘We developed this guide through work with six UK local authorities.  It might work in France.  Please don’t use it in sub‑Saharan Africa because your context is very different.’  We try to call up where we developed it, how we developed it and where we think it is useful and then listen to feedback.  We have got a practical tool around data ethics, which is a little compass thing but, for somebody who is building a project, it is basically, ‘Here are the questions to ask to understand potential ethical issues so you can make decisions and take accountability for it.’  We put it out, then we just keep iterating it and say to people, ‘What is useful?  How do you use it?  How can we make it better?’  We listen and we take responsibility for our guide.  

Alexandra Cardenas

From the practical side, I think we take a more pragmatic approach.  Inevitably, the use of data will have some level of bias which is embedded, can lead to oversimplification or, potentially, to decisions that are discriminatory.  To tackle that challenge then, we do believe that law reform is necessary by strengthening existing regulations or creating new different policies or regulations that can tackle this.  For instance, on data protection legislation, GDPR was already mentioned, so the transparency provisions on Articles 13 to 15 could be mirrored in Part 3 of the Data Protection Act.  Equally, beyond data protection, things like the socioeconomic equality duty, which is part of the Equality Act 2010, can also be rolled out more extensively.  Same with equality impact assessments when there is any use of consequential algorithm systems and also FOIs, thinking about whether the information commissioner, for instance, can provide guidance on how freedom of information rights could apply for uses of algorithm systems, something a bit more tangential.  

Professor Edward Harcourt

Would it be useful to introduce a distinction between bias and prejudice here, because I think sometimes the word bias is used as a code for just imperfect knowledge, which is just part of the human condition?  Sometimes it is used as a synonym for prejudice.  If you are conducting a scientific experiment and you discover that your data is skewed in a particular direction and you cannot trust your results, that is too bad but you hurry up and do something about it.  If all we have in the case of bias in data is imperfect knowledge and we are continually trying to improve, we are no worse off in the case of the world of big data than we are in the world of pre‑AI scientific research.  The worry is that biased data seems to be confirming evidence in sensitive stances on things and so we do not bother to try to overturn them.  

Peter Wells

Just building on that, I think there is a thing about the prejudices which are legal and the prejudices we all have.  We might say that some people are prejudiced towards state interventions and some people are prejudiced towards loose markets in the models that we talked about earlier.  Again, we all have a prejudice as well.  It is where it gets into illegality, it is where it gets into what society is going to reject, which will push back on what we are trying to achieve.  

Alexander Babuta

Very quickly: so just to echo this point that all data is biased and all decision making is also biased, there are instances where the use of algorithms can mitigate aspects of human decision making that are biased.  The algorithm is not affected by things like the time of day, the weather outside, when the algorithm just ate or whether the algorithm has had an argument with its spouse and so on.  

On this issue of bias versus prejudice, Google outlined principles for ethical use of AI and they distinguished between fair and unfair bias.  For instance, the offender management system that Chris is developing, which I am not familiar with, a lot of predictive systems for policing will predict that men are around 10 times more likely to violently offend than women.  That is a fair bias because we know that men are around 10 times more likely to violently offend than women, but there are other instances where building that kind of bias into your algorithm is not going to be fair, having that gender weighting in your algorithm.  It is very context specific; who decides what is a fair versus an unfair bias or what is bias versus prejudice?  That is why you need to be scrutinising every implementation of an algorithm because the same algorithm can be repurposed for many different purposes.  In one instance, that bias can be considered fair; in another instance, it can be considered unfair.  

The other key issue is where in the chain the bias is introduced.  Is it the data that is biased?  Is it the way the algorithm is weighting certain variables or is it the decision making that is made on the basis of the algorithmic prediction that is introducing bias?  Right from model design through to implementation, there are lots of different opportunities for bias.  

Professor Alan Brown

Just to state the obvious: I may be echoing Peter but there are some simple questions that need to be asked.  Where did the data come from?  How was it trained?  How was it categorised?  What use is this made in the algorithm?  How is the model derived from it?  Even knowing the questions to ask is, I think, a good starting point.  

Professor Nick Jennings

I think that is a good point to hand to feed back the clarity of our discussion to us.  

Mark Philp

It will be perfectly straightforward.  I think we started with the following question: do those who commission, implement and deliver services using AI as part of their systems know what they are doing and understand how those systems work?  Without somebody doing that, it is difficult to hold them responsible.  I think the conversation has actually moved us to quite different territory.  Alexandra raises the question of, ‘What is meaningful human intervention?’  That seems to be a central question and a question in the sense that, ‘What can you know about these systems if you are a buyer or a provider for it?’  Government is clearly going to be buying and providing lots of these kinds of systems and, if you cannot know how these systems are working and affecting the outcomes you have, can you be responsible for them?  Ought sort of implies can and it suggests that you cannot.  

What, I think, then happened is that people have said, ‘The question of what you can do might then begin to affect what responsibilities you have.’  I do not think we have altogether moved into that territory and thought about that territory.  How far should public commissioners of services and so on, because of the possibilities that exist out there, because of what we could know, have responsibilities to do things they are not currently doing?  I think those two big questions are absolutely still there.  What level of responsibility can we expect those commissioning these kinds of methods to have if they cannot know this?  What is the best way of ensuring that they have the degree of transparency that they need to have about how the methods operate and how they would affect service delivery?  

At the same time, we seem to be moving into a newer territory of, ‘Because we can know so much, actually the responsibilities of government potentially begin to increase.’  Those commissioning services have to think about what they can do and therefore what they ought to do.  That then takes us still further: if we cannot do it because we do not have the data, do we have a responsibility to collect the data in order to be able to do it?  That is still further a kind of step forward.  

All those things seem to be huge potential ethical problems and they do raise these bigger questions about how far the public will be with the government or public institutions making decisions on evidence that they do not fully understand or using systems that they do not fully understand.  They are going to have a couple of issues about levels of ethical responsibility for individuals which put blocks on the kind of data that people should collect.  That, therefore, will produce outcomes that we do not like, like suicides in universities, but which actually is just a fact about the world when you do not want to invade people’s privacy to a certain extent.  So it clearly looks like we need a place for that bigger public discussion and it is not at all clear where that place is.  

The final thing I would say is people say, ‘Look, there is less bias in a lot of this stuff and we know how to control the bias more than human judgment does in many respects.’  From the point of view of the responsibility of those making decisions about what systems we use and so on and so forth, is less bias than normal human bias still too much bias?

Professor Nick Jennings

Thank you, Mark.  So building upon that and some of the discussions that we have already touched upon, we are going to deal with a second set of issues.  As I say, we have slightly touched upon some of them already so we can build upon our own discussion.  The first of these is around algorithmic transparency, so this is the point of, when algorithms make decisions, how and when we do we have confidence in the means and mechanism by which it has come to those decisions?  I contend that this is true both for AI systems and complex computer systems in general.  I think that it is the same issue.  The second issue I wanted us to be able to talk about is preventing abuse, so we want to make sure that AI, when it is used by governments, is being used for positive purposes rather than negative purposes.  I think this comes into the discussion of what AI could and should be used for, which is tapping upon an issue that was brought up earlier.  The final one is creating an ethical culture, so where, I think, we see this as a powerful technology and we want to be clear that people using it are thinking about the associated ethics.  How do we convey this and how do we imbue a culture that is very much along those lines?  Those are the three topics that we want to deal with in this session.  

I would like to start with the transparency issue.  As I say, it, along with bias, is perhaps one of the most talked about issues when people talk about the application of AI.  What have people seen in their experiences or, in terms of positive good practice, where people have tried to make algorithmic transparency much better?

Chief Superintendent Chris Todd

I think the simple answer from a policing public service perspective would be we should not just encourage but mandate transparency around the algorithm in order to maintain legitimacy and confidence in the public services that we deliver as a result of the use of those.  Coming back to the California model that was described earlier where the markets dictate, I think the markets will not want to demonstrate transparency because there are intellectual property rights there to be protected and that is a challenge for the public sector working with the private sector.  If we look at an element of California, San Francisco and facial recognition, not only should the state stay out but actually the state is not allowed to play in that case and influence the development.  I think we potentially have essentially an obligation to encourage the development in a transparent way and that is where we, in the public sector, can be regulated in a way that the private sector perhaps cannot or would be reluctant to.  When I engage with private suppliers at the moment who come to us and say, ‘We’ve got an exciting opportunity; we think we can do something around a certain threat that you are dealing with,’ one of the questions I ask them  is, ‘Well, are you willing to expose your intellectual property and make that transparent?’  That soon filters out those people that are willing to engage and not, and I think that is quite healthy.

Professor Nick Jennings

For you then, transparency at some level is really a key requirement for systems that you are going to procure where they are taking decisions that are going to affect people’s lives?

Chief Superintendent Chris Todd

I think so.  Within the West Midlands Police, we have developed and built our own data science lab and we have recruited our own engineers and scientists so we can absolutely do that.  We are not reliant on private suppliers in that respect but, inevitably, we will want to work with private suppliers because our capacity will be limited.  There will be areas that we can work in where it makes good sense so, as I say, already some people who want to engage with us are willing to be transparent in that way and some people are not.  I think that in order to maintain that legitimacy, we need to explain what we are doing, whether the human, as I say, is in the loop or outside the loop but understands the loop.  We need to be able to explain it if we are not part of the decision making process.  

Professor Nick Jennings

Who do you demonstrate your transparency to?

Chief Superintendent Chris Todd

At the moment, it will be through the ethics committee before we sign off any of this work.  As part of our tasking process, we push things through our ethics committee until we have the satisfaction of the ethics committee, with the caveat that the chief constable retains operational primacy and decision making responsibility.  It would be brave of the chief to ignore the advice of the ethics committee, but that is who we need to convince, ultimately, before we could push on with anything.  

Lord Evans

Does your police and crime commissioner take any interest in this?  

Chief Superintendent Chris Todd

The police and crime commissioner actually established the ethics committee.  

Professor Alan Brown

I have trouble knowing where to begin and end with transparency.  Let me give a simple example.  If you use a Google browser and you type ‘brown sweater’, it comes up with a list of answers.  How did it decide that list of answers and why, when you do it on your machine and I do it on my machine, do we get different lists?  The answer is it is proprietary.  There is no answer to why you see those things.  That is a proprietary AI‑driven algorithm, surely, therefore you can never use a Google browser because it is not transparent.  Is that now something that you should not be doing because we do not know the listing is proprietary?  It is AI‑drive, surely, because it is using some algorithm about our history and the data it has gathered.  Immediately, we cannot do any browsing on commercial browsers.  Does your commissioner in your organisation say, ‘Sorry, you cannot use a Google browser because we have not got a transparent algorithm’?  How is it manipulated?  Who decides that?  I do not know where to start and stop in the conversation of transparency.  That is my challenge from the immediate.  

Professor Nick Jennings

I asked a slightly caveated version of the question or the rephrasing of the answer, which is, ‘When it affects human outcomes.’  Do we need to have transparency over every time we interact with a computer system?  

Professor Alan Brown

We cannot, right?  But I do not know where the line is.  

Professor Nick Jennings

I suspect that is an implausible position to expect.  

Professor Alan Brown

Agreed, agreed.

Professor Nick Jennings

It is then trying to identify some of those areas and situations where transparency is important.  I am sure many people shop online and many of these places will give you recommendations as to, ‘You might like to buy this,’ or, ‘Go and see this movie,’ all those sorts of things.  Actually, I personally do not feel I need to understand the transparency of those recommendation algorithms.  For me, it is a minor thing in life and so I am less fussed about it.  I wonder if there is a threshold of importance bit as a pragmatic way forward here.  

Chief Superintendent Chris Todd

Just a short point to add to that: I think it is also a question of what our choice is.  The delivery of public service is often done to us, whereas searching on Google to buy something is a personal choice.

Alexander Babuta

I think it is really important to distinguish between transparency and explainability, because you can have a legal requirement for technical transparency.  Let us say the defendant says, ‘Well, how was this decision made?’  It is like, ‘Okay, well here’s the output of the random forest forecasting model.’  Anyone who does not have a PhD in computer science is not going to be able to actually understand what that means in terms of how the decision was made, so the decision needs to be explainable as well as having technical transparency.  

One of the recommendations that we made in a report that we published last year was that when it comes to predictive policing technology, as well as having minimum standards around the technical transparency, procurement contracts may need to specify that the software provider is able to provide an expert witness who can give evidence in the court of law to actually explain in practice how the algorithm is operating.  You need to have the technical transparency buy also then the human interpretation, so you are actually explaining in plain English to an individual how that decision is made.  

Professor Nick Jennings

I think technical transparency, as in looking at the code, is, for any complex computer system, not really particularly transparent.  One can look at it but actually trying to make sense of what it is trying to do is far from an easy thing to do in practice, even if you have a PhD in computer science.  For something that has got millions and millions of lines of code, just seeing the source code is not going to help you.  

Alexander Babuta

Based on my limited knowledge, because I am not a computer scientist, as far as I understand it, progress is being made in this area.  We have no got consultancy firms that offer algorithmic auditing as a service.  You look at things like counterfactual reasoning, it is possible with certain types of supervised machine learning to retroactively deconstruct your model to see the weighing that was given to certain variables, but it is retrospective when you want to look into it.  

Professor Philip Howard

One of the logical starting points, I think, is with training data.  One of the starting points for [inaudible] transparency would be to examine where the data has come from at the earliest stages when it begins to teach an algorithm to make good decisions.  The bane of my existence and one of the organisational challenges that we have in universities is, of course, maintaining the ethics oversight that we all have to go through before we start our own little experiments with data.  The challenge for transparency and for universities, which involve tens if not hundreds of thousands of staff, is teaching everyone in the organisation some language about ethics, expectations and reporting.  It is an administrative overlay that is quite serious and certainly an organisational burden, but certainly worth it.  In many countries, it is linked to additional research funding.  If your organisation does not have a human subjects process or fails to comply with some standards, it runs the risk of losing support for more research.  I think transparency is possible, especially at the training data stage, but the challenge is teaching firms to do this ethical work without stifling their innovations. 

Professor Nick Jennings

Do you have a feel for how one can spread that ethical culture and embed it is as many of your staff as one can?

Professor Philip Howard

The answer is yes, but it is a slow process.  The social sciences have taken most of the attention for violations in ethics, and have taken most of the lead on defining how you treat subjects and imagine a research project.  At the moment, in most universities, we are teaching computer scientists to think this way.  Most computer scientists tend to play with data without evaluating its provenance, as we heard earlier.  Getting computer scientists to meet the ethical standards that social scientists have had to meet is one of the current challenges.  It is possible.

Then of course, we get into these awkward situations where the machine-learning algorithms behind facial-recognition technology may not be applied in the UK, but are licensed, leased or copied in some way by China, for managing [inaudible] in the North-West.  The innovations leak, and I think it is also possible to leak our ethics expectations, too.

Jane Ramsey

Alexander made my point about transparency and [inaudible].  Linking to that, I do not care, and I do not suppose anybody in the room cares, if you are looking at what is trending generally on Twitter, how that algorithm was decided.  You know that you decide your own algorithm, almost, by interacting, where it is what is trending for you.  Similarly, on Spotify, you can listen to anything, but it will soon learn what playlist you want to listen to.  I do not know about other citizens or members of the public, but I do not mind about that algorithm.  I neither need it to be transparent nor explainable.  It seems intuitively it is what I listen to.  

What I do mind is how I get my news, and that is an important algorithm.  Nearly all of my news is through my phone.  I certainly think that for all public services – local government, the police, the NHS and central government – I certainly want to know, if my likelihood of getting an operation depends on an algorithm, that that is, as a public service, both transparent and explainable to me as a citizen.  

I think that this leads us to how the Nolan principles apply.  As of 2012, when David Cameron was prime minister, after the debacle with the Olympics security service offered by G4S, our committee added public service providers, so the Nolan principles specifically apply.  I think that the link is pretty clear on algorithm transparency.  Everything I have heard so far in this conversation would lead us, as a committee, I think, inexorably towards openness as a very important one of the Nolan principles to be applied to commissioning, as well as delivery, through the public services provider lens.  It is an obvious way in.

Professor Charles Raab

There is an interesting development in the last few years of something called algorithmic impact assessment (AIA).  This is being written about by academics, academic lawyers and by others who are interested in AI and ethics.  It is early days yet, but I think it bears upon the question of transparency, because part of the routine questioning that AIA would involve is not just the impact of the algorithm upon Jane getting the news and so on, but also, how does the algorithm work?  What is in it?  

That brings about an interesting relationship between so-called experts who have been brought in to do that kind of inquisition and analysis, and the general public and those who are downstream, as users.  It is early days, as I mentioned, but I think it is worth bearing in mind, because taking a leaf from the page of data protection legislation, where we have had privacy impact assessment and now data protection impact assessment, the algorithmic impact assessment is specific to a particular kind of technology, but it may be generalisable to other areas of use of data in a very advanced way.  I think that that is something that holds some kind of promise, but there is a debate now in the literature on this that I think it very interesting to hinge into.

Professor Nick Jennings

Is that impact assessment done by a person or is it done by an algorithm?

Professor Charles Raab

Well, it would be done by a bunch of people.

Professor Nick Jennings

It is not an automated process?

Professor Charles Raab

No, it is very much humans.  

Professor Nick Jennings

Okay.  I was just making sure of what level of recursion we are having here.

Professor Charles Raab

It has to do with people who are knowledgeable looking at it, asking questions about, how does this algorithm work?  What does it do?  Where are its prejudices or biases?  They then say, ‘Well, if you do that impact assessment early enough, then you might have an effect upon changing how the algorithm is designed.’  It is no good having it after the horse has bolted.  That is not very good.  The nature of impact assessment, as with environmental impact assessments, is to get in there early enough so that one can affect the things that are causing the adverse outcomes, i.e. the impacts.

Jamie Grace

Philip Alston, the UN special rapporteur, who gave the UK Government a bit of a kicking over austerity just a week or two ago, said, ‘The welfare state is disappearing behind a website and algorithm.’  The problematic connection there is, there is not a lot of government websites about algorithms, as people have picked up on.  Kent constabulary use a tool very successfully, from a cost-savings perspective, to channel resources away from hard‑to‑solve crimes.  The algorithmic model they use is called EBIT.

Professor Nick Jennings

Away from hard-to-solve crimes?

Jamie Grace

Away from hard-to-solve crimes, which is the controversy.  So, as a victim of crime in Kent, if you report a crime of a certain type, an algorithm will assess the solvability of the offence that you report.

Professor Nick Jennings

Will it decide it is too difficult?

Jamie Grace

Yes, in essence, because of the lack of key pieces of information that you have supplied.  A team of police sergeants in Kent are then trained to be the humans in the loop, so there is a human oversight of that.  

The issue on this transparency-versus-explainability issue is that Kent constabulary’s website – and I keep hoping, the more times I mention it at public events like this, someone will look on their phone while I am talking, on the Kent website, and go, ‘They have it on now’ – for all I know, because it has been a while since I last checked, still does not have a webpage about EBIT.  You can find that information on HRIC’s website, so the Inspectorate of Constabulary have a piece of information about EBIT, buried in a report from late 2017.  Yet, to the best of my knowledge, Kent Constabulary still do not have anything on their website about EBIT.  If I lived in Kent, that is where I would go.  I would go to the Kent constabulary website.  I would not be looking on the Inspectorate’s website.  

We are trying to get forces around the UK to pick up the baton on this, through an organisation that Chris works for, the National Police Chiefs’ Council (NPCC).  Some researchers I have collaborated with have had part of the NPCC send out a algorithmic impact assessment checklist, and I am really pleased to report that the best part of 20 – certainly more than a dozen – police forces have started meeting with us, as a team, and trying to embed that checklist.  A key part of it is about transparency and what information you decide should be the right amount of information to put in your public-facing web presence as a force.  Obviously, West Midlands Police are leading in the area, through the work with the NPCC in the West Midlands area.  Other forces will choose different models, but the West Midlands model is head and shoulders above other forces in that transparency sense, to the best of my knowledge.

Professor Nick Jennings

Do other forces use the same bit of software for the same purpose?  I guess they would explain it as focusing on the crimes they are most likely to solve.

Jamie Grace

Yes, sure.  People love locality and localism in British policing, and it is an important value in that part of British public life.  Different forces, therefore, will get to choose which bits of software they adopt, to focus on different offence patterns and crime types.  Chris could talk at length about the need for that individualism amongst British police forces, more than I.  It does mean that you do get greater private sector involvement with one force than in the next.  There might be duplication of effort between teams of data scientists, even in neighbouring force areas, or you will get, as I recently encountered in the South-West of England, on a visit on matters related to this, a leading force in an area, and even the forces that sit as its geographic neighbours are not anywhere near as advanced.  There is more sharing of best-practice on a technical front.  You also get forces that are much more transparent about it, too.  It was really interesting to hear Alexandra’s point about the recommendations that her organisation will make very soon.  I think there is a need for more consistency, so greater legal reform, more legal reform, to encourage consistency, but I do not want to talk for you, Alexandra.

Alexandra Cardenas 

That is exactly what we are doing.

Jamie Grace

That seems to be what you were calling for, yes.

Professor Edward Harcourt

I just wanted to try and link this discussion of transparency to the discussion of liability and accountability before.  Transparency, when we distinguish it from explainability, is a question about mechanisms.  One of the striking things about the worries that we have about machines is that we do not have the same worries about people.  We are completely uninterested in which synapses and neurons were involved in reaching a particular decision.  So if transparency is a set of questions at that level, we do not ask those questions for, as it were, the paradigm case of responsible agents, namely humans.  I think we should be struck by that fact.  

In the case of explainability, you can say to a human, ‘Why did you do that?’, so what are we after when we ask some artificial intelligence to be explainable?  It seems to me that the EBIT example is a brilliant illustration of this, because it displays the fact that the AI is a tool, and really, the question that we are posing to the machine is a question for somebody who is responsible for the machine, namely, ‘What are you using it to do?’  Maybe we are using it to cut costs, because we think that hard-to-solve crimes are a misdeployment of resources.  Some other force might have a different set of priorities.  So what we really want to bring out is what we are using this thing for, in the explainability question.

Professor Nick Jennings

I think there also quite lot of literature which underpins the fact that actually humans are not very good at explaining or giving actual reasons for why they make particular decisions, so it is an area of academic study as well.

Alexander Babuta

On EBIT, there is a small handful of forces that are using similar technology.  Norfolk constabulary were reported as using what was referred to as a ‘solvability algorithm’, developed in partnership with academics at Cambridge University.  Screening out crimes is something that all forces need to do.  If someone reports their car stolen, you ask them basic questions over the phone: ‘Is there CCTV?  Was there anyone who saw the crime happen?’  This is just a more sophisticated way of doing that kind of checklist.  Other forces may just use Excel spreadsheets that add up the likelihood of the crime having an outcome.  

The question is, as Edward was saying, what do you then do on the basis of that judgement?  The algorithm gives you an insight.  If you are then choosing not to investigate a crime, because the algorithm is telling you that crimes of this type have a poor record of reaching an outcome in the past, this just means that you are going to focus on what you have historically done well and not improve working practices for investigations that historically you have not been very good at solving.  It is a very roundabout way of saying it, but you see what I am getting at.  

The same basic technology can be repurposed for so many different things.  I sent a Freedom of Information request to all 43 police forces in the UK and got some quite interesting responses back, in terms of what they were using predictive analytics for.  Avon and Somerset constabulary are using a machine-learning, predictive-forecasting model to identify members of police staff who are at risk of having a stress-related period of sickness.  Now, what do you do on the basis of that assessment?  If you have identified members who are under a lot of stress, what processes are in place to mean that they do not go off on a stress-related period of sickness?  You need to think through what the ultimate response is going to be before you get the insight.

Professor Alan Brown

I was just going to make a small point about, when is transparency bad?  I think it is quite important to have that conversation.

Professor Nick Jennings

Actually, I was going to ask that question, so thank you for bringing it up.

Professor Alan Brown

Commercial proprietary reasons – there are some things that you want to make money out of, and therefore you do not make them transparent.  Again, where do those lines lie?  One reason is about gaming the system.  Once an algorithm is transparent, people will try to find ways to overcome it, which is part of the challenge.  It may not be a reason not to make it transparent, but it is something to bear in mind.  

Obviously one reason is about security and safety.  There are certain things that you do where you cannot reveal how you did it.  I think a lot of the security implications of some of those algorithms we need to be careful of.  Some of it is just a matter of expediency, I would have thought.  Some things just have to be done, and it is not always obvious that you have the time to make it transparent and explainable, because you have to get on with it.  The window may be very short.  It might be quite interesting to think about that, and to see how you might build those in to any sort of safeguards.

Professor Nick Jennings

So those things would be some of your thoughts about where transparency is not a requirement.

Professor Alan Brown

We may want to question the need for an overall blanket of, ‘It must be transparent or you cannot use it.’

Professor Nick Jennings

Jane also gave some points about some things where perhaps you just do not care about actually figuring out how it works.

Professor Alan Brown

Is it worth taking the time and effort to explain it, for the outcome that you are achieving?

Chief Superintendent Chris Todd

Just one observation on that is that I follow all of those points and I do not disagree.  I guess, if we are not going to be transparent, there is still, perhaps, an obligation to have the ability to be transparent.  If we protect something for reasons of security, or national interest, then we should expect to be challenged at some point in the future, and find that our judgement around the need was maybe, potentially, flawed.

Professor Alan Brown

When producing commercial stuff, we used to love it when a customer would say, ‘We are going to pay you extra money so that we can have the source code in escrow.’  We would say, ‘Great.  We can barely understand it.  There is no way you will understand it.’  It was great.  It was free money.

Lord Evans
Presumably the purpose of transparency in most cases is to actually be satisfied that this really works, as opposed to being a bit of flummery nonsense, of which there are examples.  ‘This is AI and therefore you cannot have a look,’ even though it is not really, it is just nonsense.  

The second purpose is to ensure that the way is does it is ethically acceptable to whoever is commissioning it.  Therefore you need enough insight to be able to say, ‘Yes, we are sufficiently confident that we can do this without doing something which is illegal or improper, and we are also confident that it works.’  In a sense, we are using transparency almost as a term which is really those two things that we are concerned about, I guess.

Jane Ramsey

There is a high bar for transparency, from the committee’s point of view, because openness is one of the Nolan principles.  Where public services are being commissioned, just as when local authorities and central government commission services at the moment – huge services, for collecting your bins or delivering children’s social care – at the moment, the openness that is required for private-sector providers will be within the ethical framework of current legal requirements around things like, we are only going to commission a company that does not discriminate against people on the grounds of race, sex, gender or other protected characteristics, and so on.  We will not contract in the public sector with anybody in breach of modern slavery requirements.  There are a whole set of sweet things that are open to the public to know, which are basic principles of procurement.  

Similarly, the public-sector procurer will require openness, or at least assurance if something has to be secret, around some model of children’s social care and taking your children away from you because you are not looking after them properly.  Nonetheless, there will be a very high bar of openness at that procurement process, around how you make your decisions.  

In local government, you make those decisions in public.  They are publicly reported, and obviously they are freedom of information accessible to others who are interested, which is why I looked at the New Scientist article on EBIT.  They did a freedom of information request from Kent – very interesting.  

I would say there is a high bar, and I think that the lack of transparency or lack of openness will only be from companies around design, presumably, once they are satisfied with the bar from the procurers or commissioner of services.  Even then, they would only be protected if they have copyright, patent, licensing or some other legal mechanism.  I bow to other people around this table with greater knowledge on that.

Peter Wells

The other reasons people are calling for transparency, is to support accountability of [inaudible] appeal.  In the EBIT case, the FOI was probably somebody suggested they put in an FOI, so they could pull it into the public domain.  

Obviously, I think the thing that should not be lost, which reflects the conversations, is making the source code or the algorithm transparent does not necessarily help with accountability.  It might just be that we need to know what outcomes it is producing.  That is what tells us this actually needs to be something bigger.  We can get lost in looking at lines of code.  

Professor Nick Jennings

Yes, that is the point that several of us have made, that, actually, just seeing the code does not necessarily give you a clear idea as to what said programme is going to do when it is sufficiently complex.  

If I move us on from transparency to creating an ethical culture, you touched on it briefly with Philip, about how we might go about making sure that people who procure, people who use these sorts of systems, have a strong an ethical culture as we can.  Are members aware of good, positive examples in this sphere?

Professor Alan Brown

I wish you had said ‘bad examples’.  I had some things to say.

Professor Nick Jennings

I was tempted to say ‘bad examples’, but I thought I would start with the positive side of things.  Someone must have a positive example.

Alexander Babuta

This is potentially positive, depending on how you look at it.  We are seeing big tech companies increasingly publish ethical principles.  Now, you could say that was positive, or you could look at it as another example of self‑regulation, where the people who are developing and selling the technology are writing the rulebook of what is and is not acceptable.  The issue is that we have so many different ethical principles now.  I think the European Commission have their own.  Google, Microsoft, all have their own.

Professor Nick Jennings

Specifically for AI?

Alexander Babuta

Specifically for AI.  I think we need to move beyond high-level ethical principles for AI, because there is some consensus around what those should be, and look at sector-specific examples.  Let us take this high-level ethical principle – how does it actually apply in this specific context?

Professor Nick Jennings

In your work, have you seen good examples of those high-level principles actually being used in a meaningful way?

Alexander Babuta

Yes.  Jamie mentioned the Algo Care framework, which is a checklist for ethical use of algorithms for policing, which, as he mentioned, the NPCC has used as an example of good practice for all UK police forces.  You start with your high-level ethical principles, that an algorithm must be sufficiently transparent, there needs to be sufficient granularity, but then there is very specific guidance within each of those letters saying, what does this mean for you, as a police practitioner, in practice?

Professor Charles Raab

I do not think I have any examples, but I think I have something which comments upon how examples might be developed.  Sacha mentioned the European Commission.  There is now the high-level guidance on principles for trustworthy AI, promulgated by the EU.  There are also dozens and dozens of similar catechisms of principles and models and so forth.  It is very bewildering, because if you are trying to develop something that will really work, as we are trying to do in my university, what do you adapt?  Do you adapt only at the level of the high-level principles, which comes down to four, five or six, or do you try to bridge the gap between that and what will happen on the ground?  

If you are talking on the ground, you are talking about different sectors, whether it is policing, health, social care or whatever.  One might try and turn some of those things into good coinage, to see how it beds down, but what it requires, really, is a kind of buy-in by people who are going to be induced to use it on the ground in their development of AI in particular systems.  

How to bridge that gap between the high level and the procedures that you need is something that we are thinking about quite seriously.  Whether or not we will come up with a good example, or set a good example – watch this space and see.  It seems to me that it is not a very easy thing to do, because people either do not understand the need for ethics in what they are doing, or they do understand it but they do not know how to apply it to the design and implementation of what they are doing.  We have not really reached that point yet where there are very many organisations, I suppose, who are really good examples to be looked at.  I think it is something we are going to see more of, but it is how you make that translation between being beneficent and not maleficent and be fair and transparent and robust, and what should happen down on the ground.  What steps have you taken in order to do x, y and z?  That kind of nitty‑gritty is very difficult.  I think the culture is not so much a culture of philosophy as a culture of practice that needs to be inculcated.

Professor Nick Jennings

So would you contend, still, that there are companies or organisations who are using AI, or wanting to use AI, that have not really understood that there are a whole bunch of associated ethical issues to take into consideration?  Would that be your experience?

Professor Charles Raab

I think people are becoming more aware that there is something called the ethics of AI.  

Professor Nick Jennings

They may not know how to do it and what it means in their context, but I am interested.

Professor Charles Raab

They might feel very bewildered when you say, ‘Go and look at these 50 documents.’  I do not say that.  They will discover 50 documents with 50 different sets of principles and wonder, ‘How do we do this?  Where do we grab hold of it?’  I think that there is a crying need for some independent advice on this, rather than a proprietary system that is then plugged in, in a mechanical kind of way, because it is too easy to simply do a checklist and call it a culture.

Alexandra Cardenas

Perhaps an example of good practice is the emerging work that the Centre for Data Ethics and Innovation (CDEI) is doing.  At least it exists, and then its whole mandate will be precisely to look at these things, beyond the point of just self-regulation as it has previously been raised.  OECD published principles quite recently, and they are very keen to find out how these apply to different sectors.  With the Centre for Data Ethics, the problem is it is part of DCMS at the moment.  It has very little resources.  I wonder whether the next step forward is for the CDEI to have statutory footing and be an independent body that has scrutiny over different areas and sectors, and can examine and report.

Professor Nick Jennings

So at the moment it is not a statutory body, is it?

Alexandra Cardenas

No, I think so.

Alexander Babuta

It is an independent advisory body, but it sits within DCMS.  It does have an independent advisory remit.  Its chair is Roger Taylor.  They have launched two reviews into AI, one on algorithmic bias, one on online targeting, but they are looking at specific sectors, like crime and justice, financial services and local government.  Their plan is, after those reviews are complete, to put the centre onto a statutory footing.  Those are their plans.
Professor Nick Jennings

So that is being sorted out already.

Alexander Babuta

Yes, and they have explicitly and publicly said that is their long‑term plan.

Chief Superintendent Chris Todd

Just focusing on policing and my experience there, pulling in some of the points that have been made, I would advocate on behalf of my PCC, as perhaps you might think I would, but I do genuinely do this objectively.  Obviously there is a drive from the PCC’s office to ensure that what we do is ethical.  Interestingly, I am meeting with the PCC and CDEI tomorrow, so we are looking to influence there and see if we can build on what we have developed with our ethics committee there to influence national policing with the support of CDEI, to try to fill that gap that exists.  However, PCCs come from a range of different political colours and different persuasions, so I would not say that the PCCs are necessarily the answer to this; some are good, some are not so good.  

In terms of the ethical considerations around the private providers, my experience, again, is that, yes, some people have come to us with well-intentioned models where the outcome would inherently be a good outcome, but they have had access to data sets from other commercial providers which, if we shared with the public, would be seen to be unethical, but that was not on their radar until we talked this through with some of the providers.  I think there is a lot to be done in that space.  

My view is that it would be beautiful if we could generate a culture of ethical consideration across public and private, and everybody just did the right thing, but realistically that is unlikely to happen, and I think we do have to have some kind of regulation in place in order to force those that are unlikely to go there of their own volition to consider these issues.  

Within policing, we have the Inspectorate, so interestingly, as EBIT was exposed by HMIC and not by the force, if HMIC were to say to the forces, ‘You must do this,’ then I suspect forces would do that, because they would want to be reported on favourably by HMIC.  There would be other bodies in other sectors that may be able to draw upon that kind of influence as well.  That is the way that I see things developing with policing at the moment, and particularly in a climate where we are unlikely to see any legislative change for a long time to come.  

Professor Edward Harcourt

This is just a suggestion, but there is a big literature on the ethnography of research teams and what the culture of a research team is.  I can see that there might be huge questions about confidentiality and so on, but if you were to say, ‘What would you do, to try to promote the embedding of ethical standards within public-sector organisations?’ I would conduct some ethnographic studies of particular public-sector organisations, compare what they said they were doing, in terms of trying to internalise ethical standards with the conversations that took place over lunch and so forth to see what people were actually saying, and then use that as a learning tool – as a self-reflective tool – so that the organisation could measure the difference between what it was doing and what it was signed up to.

Professor Nick Jennings

Do you have examples of where that has been done?

Professor Edward Harcourt

No, I have no idea.

Professor Nick Jennings

Maybe in other areas, not particularly AI?  As a methodology, I mean.

Professor Edward Harcourt

I mean, there are ethnographies of psychiatric units in hospital, for example, to see how standards of patient care get reflected in the discussions that the clinicians have in the pub after a meeting and that kind of thing.  I am sure there are examples of this in other services as well.

Mark Philp

We found some stuff on Malawi and the International Development Office as well, done by Gerhardt Anders at Edinburgh and Jean-Pierre Olivier de Sardan, which looked at how people in Malawi and other African countries practiced – just what they did – and then contrasted it with what they said.  I think one of the big problems with a lot of this stuff this you really have to start with what people are doing on the ground, in order to know how you get the ethical principles into place.  We had evidence for another enquiry from somebody who teaches medical ethics, and who was in complete despair because the students just wanted an A.  That is what the culture is about.  

Professor Nick Jennings

I guess one of the challenges in this is that with many ethnographic studies you can observe and you can see clearly what is going on.  I think in this space it is harder to directly observe, slightly from a distance, what the actual behaviour is, in terms of how things are being programmed and used.

Professor Edward Harcourt

That raises a question of who you would study, ethnographically.  If you were studying a tech company that was developing a particular piece of software that they hoped was going to be procured by the public sector, that would be one kind of ethnographic study.  Another would be studying a particular public service who had adopted a technology and were using it in certain ways.  I think it would be interesting to do both, actually.

Peter Wells

Just taking it a bit further, there have been some ethnographic studies on private-sector companies with AI principles.  What is starting to emerge from those studies is that principles are not changing behaviour.  They are not creating the culture, because they have started at the top, rather than starting with the people doing the actual work.

Professor Nick Jennings

So they are actually exactly what Edward was suggesting, in sort of doing the reality match between what we say we do and actually what people are doing.

Peter Wells

Yes, there have been two papers out in the last six or seven months.  I will send them through to the secretary.  The UK public sector published a Data Science Ethical Framework three or four years ago now.  One of the things we have been pushing for is, how has that been used?  What is the learning from that?  For me, that is where the Centre for Data Ethics and Innovation probably should have started, as one of its studies, to say, ‘How has that changed behaviour?  What have we learned from that?  How do we iterate that and improve that to deliver what we are hoping to achieve?’  That would be a good thing to drive these things forward.

Professor Nick Jennings

What was that called?

Peter Wells

It is called the Data Science Ethical Framework.

Alexander Babuta

It was originally published by the Cabinet Office in 2013, and the DCMS published an updated one last year, which is much improved.

Peter Wells

It is much improved, and my conversations on the ground with public-sector staff show that they are using it and they are learning from it.  They are getting some decent results, but there is nothing external that would convince the public.  There is suspicion, which is possibly misplaced suspicion, because people are not willing to be transparent about it and have that tough conversation.

Alexander Babuta

I think it says at the outset, ‘We acknowledge that this is a living document and will need to be updated as tech develops.’  It is promising.

Professor Alan Brown

We have been doing quite a lot of work with local boroughs in London and county councils, more on the broader digitalisation, digital transformation kind of issues.  A lot of these issues come up more broadly, as well as very specifically about ethics.  A lot of it is confusion about what the digital technologies are doing to their job, in general.  It is not specifically, always, about the ethics of AI.  Of course, they are starting to do things even as simple as Googling things and trying to visualise data and understand data, and not really understanding the implications of what they are dong and how that data came to be, and what questions they should ask of the data, and how the broader sense of research occurs in a digital world.  We are seeing that with students as well; Googling something is not the same as researching something, although lots of students believe it is the same thing.  If you copy it from one thing it is plagiarism; if you copy it from three or four it is called research.  It is not quite as simple as that, but you know.  I think there is a lot of confusion in general about the space, and this is where AI and the implications of AI are making this even more complicated.  I think there is a broader challenge we have to face.

Professor Charles Raab

I did not want to wheel out that example of government policymaking thing as a bad example.  I confess to have had a hand in publicly criticising it, but also, then, I hope in helping the second version to be improved. 
I want to address the second question, about professional standards in training and education.  It seems to me that is a very long story, and maybe Imperial is streets ahead of many other universities in embedding that stuff into the curriculum for computer scientists, for example, but it is very difficult to do that, because it is not taken seriously.  It is very often not examined and nothing rides on it, as far as the student’s career is concerned.  There have been professional standards out there for many, many years, not only for people like computer scientists who are developing the technologies, but for people who will then be using them in a variety of applications.  Professional associations have these standards documents already, but so far they are not often part of the training and the education.  I think there is a lot of work that needs to be done to embed that and to give people credit for having achieved some kind of understanding.  There are no rewards.  There is nothing that rides on it at the moment, in terms of people’s careers.  I think that needs to be changed.

Professor Nick Jennings

Yes, I know here that ethics is a standard part of any BCS-accredited undergraduate degree programme, and, I think, IT as well.  Some professional bodies do embed it, and those of us with accredited courses find a way of embedding it within our courses, but I take your point.  It should not just be computer scientists that this affects.  It is a much broader population.  

Professor Charles Raab

It is always the last lecture of the semester, because I have given it.

Professor Nick Jennings

I am sure it is a very well-attended last lecture of the semester as well.

Professor Charles Raab

No.

Professor Nick Jennings

On that point, I will hand over to Mark to make sense again.

Mark Philp

There are clearly a lot of questions that we need to think about a bit more: transparency of what degree, to whom, with what parameters?  When is it bad?  Bad for whom?  When do we want to accept those costs and when do we not want to accept those costs?  We need to go away and think more about that and about the distinction between technical, transparency and explainability and so on.  It seems absolutely crucial to issues of responsibility, but working out how you match the transparency set of concepts to the responsibility set of concepts is complicated.  

I think we should be thinking a bit more about training data material and how far we can go into that kind of area.  Clearly, like many fields, people start in the middle of something and take for granted what was there when they arrived.  A number of the issues about bias and so on come from using sets of data that you inherit, and you need to get people aware of those things.  

I would quite like to hear a bit more about leaking of algorithms from one system to another, because that is something we have not really considered before.  We think, well, you have the commercial sector and their algorithms, but we could say that public services need to insist that those who are using systems should be transparent about the algorithms that they are using.  If there is a leaking process that happens within that kind of public world, then those regulations are going to have to look slightly different and may not be sufficient.

Professor Nick Jennings

By ‘leaking’, do you mean reuse?

Mark Philp

It was the suggestion that I think Philip made about the way in which we might set up boundaries for things in the West and China may, as a result of the way it uses its data, affect us.

Professor Nick Jennings

I would just say that reuse is really common in this way, and is actually a positive thing.  When you write software, if you can get software that is reused, that is in general seen as good thing rather than a bad thing.

Mark Philp

However, from the public/private divide, if we are saying to companies, ‘If you want to provide services to the government, they have to be these kinds of standards,’ and yet those who are not directly providing those services are not using those kinds of standards, then we are in trouble.  

The final set of issues about high-level principles to practice, is, I am afraid, one the committee is very aware of.  The seven principles are high-level principles and we constantly have to try to work out what they mean for particular sectors of government activity.  I think there is a bigger set of questions about what the most effective form of training is to develop cultures, and I do not think we have made much progress on that front.  I do quite like the ethnographic idea, but the trouble then is you get a better understanding of why things go wrong, without necessarily getting a better understanding of how things might go right.

Professor Nick Jennings

Thank you.  Moving to the final part of the agenda, it is a more general wrap-up.  Our discussion has been loosely structured around the six topics that were identified.  Does anyone feel at this point that there is something else relevant, another area of something that we have not really touched upon that we should have touched upon?

Mark Philp

We have not discussed intentionally bad use of AI.  

Professor Nick Jennings

You have noticed my poor chairing over there.

Mark Philp

I just wondered whether it was because people do not really think it is a problem.

Professor Alan Brown

Somewhat it is an interpretation of ‘intentionally bad’.  If you look at some of the things going on in China, they could argue it is intentionally good.  I think it becomes an interpretation, for many of those things.  Certainly exploitation, terrorism and various other things, of course, you can maybe put in a different camp, but I think we do have some challenges with interpretation, within a cultural context.

Lord Evans
I guess, for the purposes of this study, we are really interested in its use within the British public service, which is a relief because otherwise we would find ourselves even more overstretched than we are.

Professor Nick Jennings

This relates, I guess, a bit to the discussion of what could be done and whether it is acceptable to do these things, and Charles’ point about, you could perhaps get a richer pattern of life from all of our students if we found a way of tracking them 24 hours a day, but it is probably not something that us or our students would be very keen on doing.  It might be how you have that debate and how you have that discussion.

Lord Evans
At the previous roundtable there was a feeling that the standards challenge five[?], preventing abuse and three, AI in the public, in a sense, are two sides of a coin, and it might be useful to think of them as a pairing rather than as two different standalone challenges, although, for the purposes of this discussion it has not come out quite as clearly.

Alexander Babuta

One of the things that we maybe have not discussed is proportionality.  We have talked a lot about transparency and accountability.  When you are looking at the use of technology by, say law-enforcement organisations and intelligence agencies, proportionality is a key concern, and the use of AI raises all sorts of questions, because whereas in the past maybe you were able to gather detailed information about a relatively small number of people in society, now, with algorithms, you could in theory get the same kind of insights on a very, very large number of people.  Maybe it falls within the ‘preventing abuse’ challenge.

Professor Nick Jennings

You could ask, ‘Is this an appropriate thing to do?’  That is what I think of as proportional as well.

Alexander Babuta

Is it proportionate in light of the level of the threat or the risk of what could happen if we did not do this?  There a question that, again, to set AI aside, proportionality is quite subjective, and lawyers often disagree about proportionality when they are making decisions in operational contexts anyway.  That is further complicated by AI.

Monisha Shah

I had a final thought, and I wondered whether the panel felt that there should be a standards challenge around exercise of rights, and whether that should be explicit, enabling people to exercise their rights, in the context of AI and use of AI in the public sector.

Professor Nick Jennings

Did you have something specific in mind as a motivator for that?

Monisha Shah

The issues around policing, or, indeed, what has just been said about proportionality, sounds very much from the point of view of people who are making the decisions.  Looking at it in the public sector, from those who are users, consumers, citizens or the public, should there be a standards challenge that says the exercise of enabling people to exercise their rights should be at the forefront of the decision-making, in the usage of AI?

Professor Nick Jennings

Thoughts?

Jamie Grace

I know that a couple of weeks ago, Professor David Ormerod QC, who is a law commissioner, reminded us publicly that, about two years ago, the Law Commission reported to Parliament that there should be an overhaul of the criminal intelligence disclosure system, and that is still something the Law Commission, in his view, should work on in the next two to three years.  

I think, because you mentioned policing specifically, there is the training data question, really, for me, that sits behind or within the point that you make.  There is an issue about individuals being empowered properly by the law to challenge legacy data about them that is held disproportionately.  It is fundamentally a question of proportionality, in terms of data retention.  I think our legal system and certainly Parliament’s input or re‑input into that, is yet to be certain.  There is a bigger question about how much data the state holds about you.  There was the care.data issue in the health sector as well, which finally ground to a halt as a reform programme for the National Health Service, and what has become NHS Digital.  Those are fundamental data-retention questions that are as complicated, if not more so, really, than AI.  If AI is a tool, just within a data-retention framework full picture.

Peter Wells

Yes, I think the public sector could lead by example in helping build AI services that allow people to exercise their rights.  I think possibly a thing the Committee may want to consider that often those rights are seen as rights for individuals, when where the conversation is starting to move to is rights of groups and communities.  What are the issues here?  We talked about stop-and-search data potentially being discriminatory.  If you look at it, it could be discriminatory against certain ethnic groups.  What are those issues, and how can we start to get ahead of some of the regulation there, to work out what the regulation should be?  It is something that possibly needs to happen.

Professor Charles Raab

In looking at possible harmful use and possible beneficial use, one might want to look at whether there is an uneven distribution of potential beneficiaries.  It could well be that use of AI is particularly beneficial for certain kinds of people or categories, and not beneficial for many others.  I do not think we know much about the social distribution of the effects, but I think that should occupy us, otherwise we may be exacerbating existing imbalances in who is benefitted by public-sector activities or, indeed, private-sector activities.

Professor Nick Jennings

Is that something you feel is a plausible thing to try and measure or get a handle on?  I could see conceptually it would be very interesting.

Professor Charles Raab

I would not say necessarily measured in the quantitative sense, but I think one can have a descriptive set of scenarios and assumptions, which would be open to challenge and debate.

Professor Alan Brown

Two quick things.  One is, I think we are all worried about targeting of vulnerable people using data and AI technologies.  Anybody who has an elderly relative who has been scammed on the phone for financial information, which I have, will understand how people are looking for vulnerable communities and targeting them in various ways, and using digital technologies, including AI, in order to do that.  That is a major concern, I think, for all of us.  

Professor Nick Jennings

Also, I guess, whether we can use AI or advanced technologies to help that group fight back

Professor Alan Brown

It can definitely help those groups fight back, but I think there is also this implication that any new advance would be used for good and will also be used by others for bad.  We have to try and find a way of dealing with that.  There is this constant to and fro of trying to understand how we make it available for good purposes, and then find when it is being used for bad purposes and try and work our way through that.

The second one is, coming back to something Chris said right at the beginning, you mentioned some things about the financial implications of using technologies to help you with some of the financial challenges.  I think it is something all of government services are dealing with right now.  I am dealing with a lot of digital transformation programmes in government, and whether we like it or not, the financial implications are at the forefront for a lot of what is going on right now.  I think that those that, for example, choose not to participate in the digital transformation, will be disadvantaged, whether it is getting a licence, whether it is getting Universal Credit, lots of things where this digital-first mantra is part of what is going on right now.  Therefore, if you are not a digital-first person, you will be disadvantaged.  Either we will have to acknowledge that, and find a way to deal with it, or we will say, ‘No, that is not what we want to happen,’ and find a way to deal with that, both of which I think are going to have major implications for us.

Professor Nick Jennings

Thank you.  I guess the final question here is about the Nolan principle being a suitable code of ethics in this space.  I guess the whole raison d'être of this discussion, or this study of yours, Jonathan, is that there might be some doubt about that.  

Lord Evans
Well, I think we are coming at this on the assumption that the principles are the right ones, and therefore, how do we make sure that they operate in an AI environment?  It seems only sensible to just do a sense check to say, maybe they are not quite the right ones, given the way in which things are developing.  I do not assume that to be the case – probably I would rather assume the opposite – but I do think it is important to ask the question, in case we say, well, actually, it does not quite fit with this sort of world.  That is my question.

Professor Nick Jennings

Do folk have a clear idea on this?  Do the members of the panel have their particular views on this?

Peter Wells

As part of my preparation I was asking this around the office.  My white-than-me boss, Jenny, looked at the principles, and looked at what was happening on things like the [inaudible] that Jamie referred to, or the digital-first world that Alan referred to there, and said, ‘Maybe we need humanity as a stronger principle.’  It is that sense of, if the human loop is what we are missing, how do we push humanity more to the centre?

Jane Ramsey

I think I made my comments earlier.  I do think that they are an important minimum baseline.  I think if they are to be discussed it would be to expand them.  This is one of three roundtables, with lots of other evidence being taken up to the end of July, and I would think that we would be seeing a very clear place for the Nolan principles in AI for the public sector, insofar as it effects standards in public life, but that will also be around delivery of services to the public as well.

Professor Nick Jennings

Any last thoughts before I hand to Jonathan?

Professor Alan Brown

I am slightly worried about the responsibility and authority issues.  It is this thing of, ‘I am your leader.  I do what the data tells me.’  It is a bit of a conundrum.  If you go against what the data and the algorithms tell you, what position does that put you in, as a responsible individual?

Professor Charles Raab

The human in the loop.

Professor Alan Brown

It is the human in the loop issue, and I think it is going to be easy in retrospect to say, ‘Why did you not follow the data?’ when things go wrong.

Jane Ramsey

Doctors are already doing that all the time in AI.  They are using those sorts of technologies around decisions to treat and type of treatment.  Obviously there are highly-developed ethics committees in all teaching hospitals.  I think it is a real example.  When you put that on a macro system scale, like police, I would not have the answer on that, but I think there are live examples constantly at the moment around the use of algorithms and when a professional chooses, using additional evidence beside that provided by the algorithm, to make a different decision whether to treat or how to treat.  

Professor Nick Jennings

Has anyone been taken to court yet for not following algorithmic advice?

Jane Ramsey

I do not know specifically.  I know it is a matter of debate among medical circles.  It is certainly a conversation in Cambridge.  It is a conversation at UCLH.  I guess it is a conversation that you are very responsible for at Imperial.  Indeed, Jonathan invited surgeons and so on to talk about such things.  I am not aware of a particular case.  There will be.  It will be American first, America or Japan.

Lord Evans
We are talking to the Birmingham University Hospitals, who were name-checked earlier on.

Lord Evans
It is my pleasure to say thank you very much indeed for coming, because it was certainly, from our point of view, an extremely useful conversation, touching on some areas that we already identified and also some areas that we had not really kicked around before.  Therefore it was very helpful.  We are very grateful for your help.  As I said earlier, we are going to make a transcript, which will come to you, so you can check that we have that correct.  Equally, if there are any other points that you want to add or potentially subtract, please feel free to do so.  Our consultation process is still open, so if any of the organisations that you represent want to make submissions formally, we would very much welcome that.  A very big thank you to Nick, both for providing us with the facilities at Imperial and also for chairing.  We are very grateful.  Thank you so much.
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