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Executive summary

The English examination system values the use of extended response questions as valid ways of assessing important higher level skills, but these responses are harder to mark than shorter, or more constrained question types. This can impact upon the validity of the rank order of candidate work. It is therefore worth considering constructing rank orders of candidates by means other than marking, and testing them to determine whether they may be more reliable, thus supporting a valid candidate rank order.

This study looked at 2 different methods for placing AS history extended responses in a rank order and comparing these methods to ‘traditional’ marking using a mark scheme. Teams of 12 to 15 examiners per question generated rank orders for 60 responses for 3 questions taken from 3 papers using (i) paired comparative judgement and (ii) a comparative rank ordering approach. In addition, traditional marking had been carried out in a parallel exercise. The rank orders, internal reliability, predictive value of the rank orders and time efficiency of the different approaches were then compared.

One innovation in this study was the construct maps used by the expert judges to evaluate the quality of the responses in the 2 comparative approaches. The senior examiners for the papers from which these questions came devised the construct maps, which captured the elements of the response a candidate would need to demonstrate to give a good response to the question.

To further aid examiners in the rank ordering exercise, anchor responses were also used. These were responses that were clear exemplars of different levels of quality and were used in a training meeting, and the ranking task, to define the scale of quality. This approach was designed to make the task of creating a rank order of 60 responses more manageable and consistent across examiners than it might otherwise be.

The 3 methods produced rank orders that were highly consistent with each other, even though marking used the mark scheme to define response quality and the other 2 approaches used the construct maps.

When comparing the reliability of the rank ordering and marking approaches by looking at the similarity of individual examiner’s rank orders to that of the principal examiner’s rank order, there was no difference between the 2 methods. For rank ordering, there was a suggestion that more experienced examiners were more consistent with the principal examiner’s rank, although this was not statistically significant.

Because paired comparative judgement combines judgements from all the examiners into one statistical model fit giving a single rank order it is not possible to make a direct comparison of reliability to the rank ordering and marking data. However, the statistical model fitted the data well, with high internal consistency, suggesting the examiner judgements were generally consistent with each other.

In terms of time efficiency, rank ordering took a similar length of time to carry out to marking. Although the full paired comparative judgement study took much longer to complete, there is evidence that the number of judgements collected could be
reduced to take a similar time to complete as marking or ranking, whilst retaining the same predictive value as these other methods. Although this study does not definitively identify one method as more effective than the others in producing a reliable rank order, it does suggest that there is scope to further investigate alternatives to marking without risk of creating invalid rank orders. Alternative approaches such as these would need careful thinking about how they would work in practice. For example, consideration would be required as to how to scale up to a full entry size, and of how such alternative methods could have necessary features of a high stakes assessment system, such as transparency in how the rank order placing was determined for any individual candidate.
1. Introduction

Extended response questions are valued in the English qualifications system because they are seen as the most valid way to assess important skills such as synthesising material, constructing an argument or conducting an in-depth analysis of given information. They are thus likely to remain a feature of assessments in England. However, extended written responses to tasks and questions, whether in coursework, controlled assessment or examinations, are less reliably marked than responses to short answer questions, with objective questions (such as multiple choice) the most reliably marked. For open response questions, there is generally a relationship between the maximum mark (or tariff) of a question and the extent of disagreement between markers, as shown in the companion reports on marking reliability and marking metrics (Ofqual, 2018a,b; but see also Meadows and Billington, 2005 for a review). Although there may be changes to the marking process which reduce the absolute magnitude of disagreement between markers, this relationship is likely to remain. One of the fundamental aims of assessing candidates’ performance is to produce a final rank order of their work that fairly reflects the quality of the performances demonstrated. Extended response questions capture highly valid evidence of the required skills, but lower marking reliability can undermine the validity of the rank order. Although this trade-off is well known and accepted – Gove (2013) acknowledged it in setting out part of the reform agenda – consideration of alternative ways to construct rank orders that may be more reliable (and thus more valid) are of interest to Ofqual.

Awarding marks by using a mark scheme may also sometimes produce unwanted effects. Sometimes over or underused marks are apparent in mark distributions, producing ‘cliffs’ in these distributions, often where there are implicit hurdles in the descriptors for the levels of response defined in the mark scheme. It may be that many candidates are missing certain features of the response vital to access a level and so are grouped at the top of the level below, or conversely, when many responses contain a feature which lifts them into a level, but they lack all the other characteristics of that level and so are clustered at the lowest mark of that level. There may also be difficulties in balancing the different aspects of a response where, for example, the mark scheme is not clear enough on how to deal with inconsistent responses. Finally, with the pressure on results through accountability, the presence of mark schemes provides detailed guidance to teachers on what will be rewarded in examinations, and this may wash back into teaching, creating an overly narrow focus in lessons on what is needed to get marks, rather than focussing only on learning and understanding. Approaches to creating a rank order that do not require mark schemes may therefore offer some advantages, although there will always be a need to define in some way what will be rewarded.

This study compared 3 different methods of creating a rank order of candidate work on extended response questions, in this case AS history questions taken from 3 different papers. For each question, the set of responses was ordered in 3 ways:

- using the marks given under traditional marking against a mark scheme (reported in a companion report on marking consistency, Ofqual 2018a)
- rank ordering using holistic judgement of responses and comparing them to ‘anchor’ responses and to one another to define the response quality scale
This report details the 2 comparative approaches used and the training and holistic construct map of response quality that we devised in order to help the participants make their judgements using these approaches, and compares the reliability of the ranking in the three separate approaches.

1.1 Using comparative judgement to construct a rank order

Comparative judgement is a technique that involves making relative judgements between items against a chosen criteria, rather than making an absolute judgement of the item in isolation. Laming (2004) stated that there are not really any truly absolute judgements, as even these can be viewed as relative comparisons between a concrete item and an abstract internal mental standard. In the case of awarding marks with a mark scheme, the mark scheme represents the internal standard against which work is being judged. However, the principle still applies that humans are better at making comparisons between two concrete items than they are at comparing a concrete item to an abstract standard, for which Laming (ibid) provides extensive evidence.

The foundations for the comparative approach lie with Thurstone (1927), whose law of paired comparisons first suggested that people may be more consistent when making relative judgements than when making absolute judgements. This was supported by Thurstone’s investigations into ranking various sensory and psychological stimuli. Thurstone also provided the original mathematical formulation for how to place items along a scale (based on a normal distribution) constructed from a set of these paired comparisons.

Later mathematical formulations used logistic scales along which items are placed (Bradley & Terry, 1952; Rasch, 1960) but they are still based upon the collection of many individual paired comparisons between items, where judges are asked to decide in each case which of the 2 items presented better meets the chosen criteria (see Bramley, 2007, for a description of the use of paired comparison methods). The construction of a scale by fitting the mathematical model to the paired comparisons not only produces the rank order, but it allows properties of the model such as the consistency of judgements to be evaluated. Difficult to rate items (ones that have been viewed differently by different judges) can be identified and perhaps undergo additional scrutiny, and judges whose ratings diverge from the overall consensus, or are not consistent within their own judgements, can be picked out, and if necessary, excluded.

As well as this richness of data, comparative judgement offers several potential (or actual) advantages over absolute judgements, such as marking. As stated above, this is a natural psychological task that humans are good at, and this may promote greater consistency between judges. Any severity or leniency effects for particular markers are automatically eliminated due to the relative nature of the comparisons. Likewise, any reluctance on the part of examiners to use the extremes of the mark range is avoided. Most comparative judgement studies use a number of participants to make the judgements, and with modern online systems a large number of judges
can make their judgements in a distributed fashion, which has the advantage of capturing a group consensus and thus minimising the influence of idiosyncratic individuals.

In assessment, comparative judgement has a history going back to the 1990s and 2000s when it was used as a method for various comparability studies (eg D’Arcy, 1997; Fearnley, 2000). Pollitt and colleagues then began to promote the method from the early 2000s as an alternative to traditional marking (Pollitt, 2004, 2012). In more recent years there has been a growth of interest in this approach. Comparative judgement has been used in experimental studies to produce highly reliable rankings for a wide variety of item types such as design and technology portfolios (Kimbell, 2012), early years creative writing (Heldsinger and Humphry, 2010) and several types of mathematical work (eg Bisson et al, 2016; Jones & Alcock, 2014).

Several studies have looked at using comparative judgement to produce rank orders of extended responses or whole exam scripts. Raikes, Scorey & Shiell (2008) found correlations of 0.91 to 0.95 between marks and Rasch model parameters for whole AS biology scripts. These high correlations may have been related to the nature of the papers, which are typically much more reliably marked than those containing predominantly extended constructed responses. Whitehouse and Pollitt (2012) investigated ranking of an essay question on an AS geography paper and found very high reliability in the model fit\(^1\), but only a moderate correlation of 0.63 between the model essay quality estimates and the marks awarded in traditional marking. Similarly, Furlong and Glanville (2015) carried out a study which rank ordered the quality of complete International Baccalaureate Organisation Diploma Programme English Literature scripts. They also obtained a highly reliable model fit, but the correlation of this rank order to that obtained with traditional marking was only 0.54. Although these rather moderate correlations could indicate different judgement criteria across the two methods, the correlations are not much different from typical inter-marker reliability measures for traditional marking of these kinds of extended responses (eg Meadows and Billington, 2005).

1.2 Rank ordering packs

Most of the more recent comparative judgement studies have used an online system to collect paired comparisons of items. An alternative to this is to rank order ‘packs’ of scripts/responses and convert these ranks to a set of paired comparisons by assuming that higher ranked scripts always ‘win’ the comparison against lower ranked scripts (eg Bramley, 2005; Black and Bramley, 2008). Although these inferred paired comparisons are not independent, Bramley (ibid) suggests that this makes little difference to the data apart from inflating the reliability measures. The Rasch model can then be fitted to these inferred paired judgements as per paired comparison judgement data.

This work focussed on maintaining standards across years, rating the quality of whole scripts across exam series. It allowed comparison of the standard across years and offered a way to equate assessments and set grade boundaries. As well

\(^1\) It is worth noting that this study used an adaptive process to select the pairs of essays in the paired comparisons, and that recent work (Bramley and Vitello, 2018) has suggested that the internal reliability statistics are inflated using this adaptive method.
as achieving high model reliability for whole A level psychology scripts, Black and Bramley (2008) obtained correlations of 0.81 to 0.88 between model parameters and original marks awarded across several different conditions. The task of comparing the quality of scripts is similar to that in the present study. Using a ‘pack’ approach, with 10 scripts ranked within each pack, lessened the possibility of judges having to read through the same script more than once, as may occur in random paired comparisons. As well as potentially leading to boredom, this also has efficiency considerations in terms of time taken to construct the ranking. However, in order to tie all of the various packs together onto one large scale, scripts were mixed up between packs and participants, with each pack containing linking scripts.

### 1.3 Anchored rank order

In the current study we used a different approach to rank ordering. Rather than work in packs and use linking items to generate a larger rank order, we chose to rank the full set of responses in one large set. The larger the set of items to rank, the less manageable it will become, as participants have a lack of reference points to help place new responses in the growing set of ranked ones, and excess cognitive load or confusion can arise. To help overcome this problem, we used anchor responses to define the quality scale more clearly (see Figure 1).

Figure 1: The anchored rank order approach.

Anchor responses should have been chosen as clear exemplars of the typical kind of response that might be expected at various points along the scale of quality. Ideally, they would be approximately equally spaced along this scale, and they should be straightforward responses to evaluate, with a consistent quality across different aspects of an answer. Responses that are hard to evaluate will define the scale poorly. A set of anchors for which all participants have a clear understanding of how their quality varies along the scale would provide a constant starting point for the decision of where to place each new response. The initial decision should be ‘where does this response sit in the scale defined by the anchors?’ In other words, which anchors lie either side of it. This decision then locates the new response into a narrow region of the rank order, and may therefore require fewer comparisons than placing a response into an unanchored set, where it may be hard to know where in the rank to start. Following the placing of a response into the anchor order,
comparisons can then be made against the adjacent (usually non-anchor) responses to refine the final position of a response in the rank order.

As well as aiding the initial localisation of responses in the rank order, the anchors should help create a common scale across participants. If they are thoroughly discussed within the team, who all understand the rationale for the anchor rank order, there will be an increased probability of consistent placement of new responses, compared to each individual trying to place them in a relatively undefined scale.

### 1.4 Holistic rating of responses

In addition to trialling different methods of ranking responses, we also wanted to change the way in which the construct was defined with which the responses would be judged, away from mark schemes and towards a more holistic view of the response. We wanted our participants to consider the qualities of analysis and evaluation which make a good historian. To create this new construct the principal examiners (PEs) responsible for the selected questions worked with us to devise a construct map (eg Wilson, 2005) representing the elements required to produce a good quality answer, and selected anchors which clearly illustrated this construct. This development process is described in Section 1.2.3.

Having devised this construct map, a training meeting took place where the PE trained the examiners on how to evaluate the relative quality of responses by applying the construct map. This focussed on the anchor responses selected by the PE, as described in Section 1.2.4.

### 1.5 What gives comparative judgement such high reliability?

Before moving on to the current study, it is worth reflecting on a recent study which considered what it is about comparative judgement, particularly in the context of online paired comparisons, which leads to the high reliability measures reported. Model fits in comparative judgement studies typically have reliabilities over 0.8, and often above 0.9, indicating very high internal consistency, much higher than traditional marking in most subjects (although based on a different measure of reliability). Benton and Gallagher (2018) considered which aspects of comparative judgement give rise to these high reliability measures. They identified 3 possible factors that distinguish online paired comparisons from traditional marking:

- the use of multiple views of the essays by multiple markers
- the simple holistic mark scheme and relative judgements required
- the statistical model used to place items on a common scale.

Several aspects of this study are directly relevant to the current work, and so we will consider it in some detail. To try to disentangle the three listed factors, they analysed paired comparison data from an online comparative judgement study and marking data from 17 markers collected on a common set of GCSE English essays. Through comparison with external benchmarks of concurrent performance on related tests, they found that the paired comparison model gave better predictive power than
single marking, similar predictive power to double marking, but was less predictive than the full 17-marker multiple marking.

They then used the multiple marking data to model a pseudo comparative judgement study. Paired judgements for the same pairs of responses that occurred in the comparative judgement study were decided by the scores assigned to the responses in the marking. Each judge’s paired comparisons were matched to a different marker’s scores, so that this was not simply a reflection of the rank order of one set of scores, but captured the multiple judges required of comparative judgement. This pseudo comparative judgement study had predictive accuracy at least as good as the true comparative judgement study. This suggested that there may be nothing special about making relative comparisons using a simple mark scheme in a comparative judgement study, but that it is the accumulation of evidence from a large number of individuals that is key.

In addition they found only a moderate effect of the use of a powerful statistical model. By applying similar statistical models to the marking data (i.e., Rasch or individual marker scaling) they obtained moderate increases in predictive accuracy. This was mainly related to the removal of individual marker severity/leniency, and probably also to the spread of their marks (their willingness to use the extremes of the mark range), which scaling or the Rasch model equalises.

When comparing comparative judgement to the mean mark of all the markers, there was a reasonably strong correlation between the two rank orders of 0.80, but given that the model fit in the comparative judgement study was quite weak (a scale separation reliability of 0.72), this is likely to have attenuated the correlation. A disattenuated value of 0.85 was suggested, which is much higher than the correlations for essay responses detailed in Section 1.1.

Finally, the PE mark was found to be a better predictor than individual markers, or even double marking, but had less predictive accuracy than full (17-marker) multiple marking, showing that the consensus mark was the best predictor of concurrent performance of all.

An analysis of time efficiency was carried out. Benton and Gallagher’s estimate was that each paired comparison took around half the time of traditional marking (3.5 minutes vs 7 minutes), and so was gathering evidence 4 times faster (each judgement being on 2 items). However, the full comparative judgement study involved just under 14 views of each item, so 23.5 minutes per item, while double marking of equal predictive power took 14 minutes.

They therefore concluded that comparative judgement is “just a form of multiple marking combined with a simple mark scheme and fancy statistics” (Benton and Gallagher, 2018, p.22). Overall, paired comparisons gave similar predictive power as double marking but took around the same amount of time as triple marking, at least for the work assessed in these studies.
2. Methods

2.1 Design

Three questions from the AS history summer 2016 assessments were used, one question from each of 3 exam boards. We obtained a sample of scripts from the exam board and selected the highest-tariff question for which we had responses for every candidate. These were all source based questions, one targeted AO3 and the other two targeted AO2 (see Table 1 and Figure 2). All 3 questions were on papers that had been marked by a team of 6 to 8 examiners in a marking reliability study (Ofqual 2018a) giving reliability measures for traditional marking. Some of these examiners also took part in the current study.

Table 1: Questions included in the study

<table>
<thead>
<tr>
<th>Question</th>
<th>Nature of sources</th>
<th>Tariff</th>
<th>Assessment Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>two contrasting sources</td>
<td>25</td>
<td>All marks AO3</td>
</tr>
<tr>
<td>OCR</td>
<td>three sources</td>
<td>20</td>
<td>All marks AO2</td>
</tr>
<tr>
<td>Pearson</td>
<td>one source</td>
<td>12</td>
<td>All marks AO2</td>
</tr>
</tbody>
</table>

AO2: Analyse and evaluate appropriate source material, primary and/or contemporary to the period, within its historical context.

AO3: Analyse and evaluate, in relation to the historical context, different ways in which aspects of the past have been interpreted.

Figure 2: Assessment objectives targeted by the questions in the study

The data from the companion marking reliability study suggests that the source-based questions are amongst the least reliably marked on each paper, offering the most challenge to reliable application of the mark scheme. This is likely to be because of the high tariff and possibly because there is scope for the candidates to give atypical responses to, and interpretations of, the sources, making marking more subjective.

2.2 Examiners

Each set of responses was evaluated by 12 to 15 examiners including the PE (see Table 2). Most of the examiners had not taken part in live marking of the summer paper, but had either marked a different paper, or were from the ‘eligible-to-mark’ reserve list held by the exam board – they had been cleared as qualified to mark but had not been employed previously. Although familiar with mark schemes, they would not have been trained to apply the summer 2016 mark scheme for this paper, and so would not have internalised that mark scheme to any extent. The other examiners
had taken part in live marking in summer 2016, and also our marking reliability study. They would have been familiar with the mark scheme and may potentially have found it harder to avoid using this knowledge in their judgements.

Table 2: Participants in the study

<table>
<thead>
<tr>
<th>Board</th>
<th>Total no. of examiners</th>
<th>Also took part in study 1 (inc PE)</th>
<th>‘Eligible to mark’ examiners</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>15</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>OCR</td>
<td>15</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Pearson</td>
<td>12</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

2.3 Construct map development meeting

The 3 PEs attended a joint meeting with the Ofqual researchers to devise a construct map illustrating a set of related qualities, concepts and skills that good answers are likely to exhibit in answering the questions. The intention was for the responses in this study to be compared using this construct map to decide on their relative qualities.

The meeting began with a discussion of the qualities of ‘what makes a good historian’, before each question was discussed in turn with an analysis of ‘what makes a good response to the question’. Through group discussion, with the respective PE taking the lead, a representation of the processes involved in constructing an answer was devised. For each question, a slightly different construct map was created. The final construct maps are shown in Figure 3 to Figure 5. The 2 AO2 construct maps (Figure 4 and Figure 5) are identical except for 1 word change. For each construct map there is a general progression from beginning the analysis in the lower left and coming to final conclusions in the upper right, and the way the different elements relate to one another are indicated by the overlap of the elements. The size of the bubbles for each element were intended to be broadly representative of the importance of each aspect in the holistic evaluation of the response.

At all times the PEs were encouraged to think beyond the mark scheme, and to consider any aspects of answering the question which the mark scheme might not be able to fully capture. All 3 PEs embraced this, recognising that although the mark scheme captured most aspects well, the need to encourage highly reliable marking could sometimes make capturing certain qualities more difficult. Generally, the construct maps included many aspects explicit in the mark schemes, but also contained some aspects not explicitly stated.
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Figure 3: AQA AO3 construct map

Figure 4: OCR AO2 construct map
The training meeting for examiners was also planned, including how the PEs should select the anchor responses, discussion of approximately how many they might select, and some planning of the actual training the examining teams would receive at the meeting.

Following this meeting, the PEs worked at home selecting anchor responses from the full set of 100 responses that were marked in the reliability study. They were instructed to choose responses that clearly represented the construct map at well-spaced intervals along the quality scale. Each PE decided how many anchors were required and all 3 PEs selected 6 or 7 anchors. The intention was for the anchors to exemplify features of the construct map and provide clear reference points along the scale to help with initial slotting of the experimental responses in the main ranking exercise. They also prepared any additional training materials for introducing the construct map, and selected additional practice responses for the examiners to use in the meeting. The PEs then carried out any preparation required for delivering the training.

### 2.4 Training meeting

All examiners attended a day-long training meeting for the task. After an overview of anchored rank ordering and comparative judgement, and an instruction to try to think beyond mark schemes, each marking team (as listed in Table 2) was trained by their PE on how to evaluate the relative quality of answers using their construct map. It was entirely up to the PE how this training was delivered. It generally began with an introduction to the question and what makes a good or weak response, followed by the introduction of the construct map and a discussion about it. The anchor answers were then introduced one by one by the PE, with their characteristics (their strengths and weaknesses) analysed and discussed by the group with reference to the construct map. Where time allowed, a variable number of additional answers were analysed and slotted into positions in the rank.
order as defined by the anchors, and examiners were given opportunities to practise on more examples in groups. At the end of the meeting all of the materials required for the task were handed out.

2.5 Materials

Sixty responses for each question, free of any annotations or marks were randomly selected from the set of responses marked in study 1 for the ranking exercise. In addition, there were 6 anchor responses for AQA and Pearson and 7 anchor responses for OCR. Three additional responses per question were provided to be used in a pre-ranking qualification test.

For the anchored rank ordering task paper copies of all the responses (including pre-test and anchors) were used, while pdf versions were used for the online comparative judgement.

2.6 Procedure

The examiners and the PEs all took part in both rank ordering exercises, in a random counter-balanced order (see Table 3). The counter-balancing equally split experienced and eligible to mark examiners across the 2 orders. This ensured that the results for rank ordering and comparative judgement were not biased by practice effects. At the end of the training meeting each examiner was told the order they would be carrying out the tasks and were free to start their first task the next day.

Table 3: Counter-balanced design of tasks

<table>
<thead>
<tr>
<th>Group X</th>
<th>Group Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Rank order</td>
<td>1. Paired comparison</td>
</tr>
<tr>
<td>2. Paired comparison</td>
<td>2. Rank order</td>
</tr>
</tbody>
</table>

2.6.1 Anchored rank ordering task

The examiners were provided with paper copies of all 60 responses to be ranked, 3 test responses and the 6 or 7 anchor responses on coloured paper to make them stand out. Examiners also had a pack of sticky labels on which the construct map was printed. They were encouraged to annotate this label for each answer, indicating the qualities of the answer against the different elements of the construct map, as an aid-memoire when returning back to a response during the ranking process.

As a pre-test, all examiners were asked to place the 3 test responses into the rank defined by the anchor responses and indicate to their PE where they had placed them. The PE then had a discussion with them about their placing of the test responses in the rank order, particularly where they disagreed with the PE’s own placing. This was a final opportunity for the PE to check that they understood the
The application of the construct map to the responses. Regardless of agreement with the PE at this stage, all examiners continued on to the main ranking exercise.

The main task involved placing the 60 responses into the rank order initially outlined by the anchor responses. The suggested process was to take each new experimental response in turn and slot it into the place they perceived it to fall on the quality scale defined by the construct map and the anchors, then to use previously slotted experimental responses to refine the position. The examiners used the construct map and the scale defined by the anchors, together with what they had learnt at the training meeting to make their decisions.

2.6.2 Online paired comparisons task

Pdf copies of the 60 responses plus the 6 or 7 anchor responses were uploaded to the No More Marking comparative judgement system. Judges were given detailed instructions on how to use and access the platform. Pairs of responses were presented side by side on the screen and the judges were prompted to click on a button on the screen indicating:

‘Which is the better response to the question?’

Unlike most comparative judgement studies, which do not closely define the criteria for making the holistic judgement of quality, we clearly defined the judgement criteria in this exercise using the training and the construct map. The judges were encouraged to read the responses carefully and evaluate both against the construct before finalising their judgements. Of course, some pairs were relatively easy to distinguish, and some responses will have been seen before so may have been partially recalled. Each judge was asked to complete 60 random paired comparisons and they were free to work to their own schedule, just with a deadline by which the judgements had to be completed. The responses were randomly distributed among judges so that all responses were seen a similar number of times. For the examiners in Group X (Table 3), a link to access the system was sent once the examiners submitted their ranking of the responses from the anchored rank ordering task.

3. Results

3.1 Traditional marking

The correlations\(^2\) between examiners from the marking reliability study are given here for every question on the 3 papers in order to place the 3 experimental questions in context (see Table 4). Each question was marked by 6 to 8 examiners.

Two correlations are calculated for each question:

\(\) All correlations reported are Spearman rank order correlations as the rank order is of primary interest in the study.
• average inter-correlation of the rank orders between all pairs of examiners. Individual correlations are calculated and then a mean obtained across the matrix.

• average correlation between each examiner’s rank orders (both assistant examiners and team leaders) and the PE rank order. Individual correlations are calculated and then a mean obtained.

Table 4: Traditional marking: average inter-correlation of the rank orders for all examiners, and the average correlation of examiners’ ranks with the PE rank, for the experimental questions and the other questions on the paper.

<table>
<thead>
<tr>
<th>Paper/ question</th>
<th>Average inter-correlation</th>
<th>Average correlation with PE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AQA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental question</td>
<td>0.52 (range 0.33 to 0.66)</td>
<td>0.53 (range 0.43 to 0.61)</td>
</tr>
<tr>
<td>Other questions</td>
<td>0.71 to 0.72</td>
<td>0.66 to 0.75</td>
</tr>
<tr>
<td><strong>OCR</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental question</td>
<td>0.54 (range 0.35 to 0.73)</td>
<td>0.56 (range 0.49 to 0.63)</td>
</tr>
<tr>
<td>Other questions</td>
<td>0.54 to 0.72</td>
<td>0.57 to 0.75</td>
</tr>
<tr>
<td><strong>Pearson</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental question</td>
<td>0.54 (range 0.33 to 0.71)</td>
<td>0.62 (range 0.39 to 0.71)</td>
</tr>
<tr>
<td>Other questions</td>
<td>0.45 to 0.75</td>
<td>0.55 to 0.81</td>
</tr>
</tbody>
</table>

The reliability for the questions tested here are all in the range 0.52 to 0.62 indicating moderate agreement between markers. This is lower than the reliability for the non-source based essay questions, which are typically around 0.7. The agreement of individual markers with the PE rank is slightly higher than agreement amongst all markers, although there was quite a lot of variation in the correlations between individual markers.
3.2 Anchored rank ordering

For the anchored rank ordering task, the average rank order correlations (comparing individual examiners to all others, or to the PE) for the 3 questions are shown in Table 5.

Table 5: Anchored rank ordering: average inter-correlation for all examiners, and the average correlation of examiners with the PE.

<table>
<thead>
<tr>
<th>Question</th>
<th>Average inter-correlation</th>
<th>Range</th>
<th>Average correlation with PE</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>0.50</td>
<td>0.15 to 0.86</td>
<td>0.57</td>
<td>0.36 to 0.72</td>
</tr>
<tr>
<td>OCR</td>
<td>0.57</td>
<td>0.16 to 0.81</td>
<td>0.63</td>
<td>0.25 to 0.79</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.50</td>
<td>0.16 to 0.68</td>
<td>0.58</td>
<td>0.31 to 0.68</td>
</tr>
</tbody>
</table>

In all cases the correlation with the PE’s definitive rank is higher than the agreement amongst all examiners. This is a similar effect to that seen in the traditional marking data. The correlations with the PE we obtained for the AQA and OCR questions show a very small increase relative to traditional marking, while for the Pearson question it is reduced. The averaged correlation with the PE across the 3 questions is 0.59 for rank ordering and 0.57 for traditional marking, a non-significant difference (t(55) = 0.69, p = 0.50). The mean of the all marker inter-correlation is similar across traditional marking and rank ordering for all 3 questions (rank order 0.52 vs marking 0.53, n.s.).

From the range of correlations it is clear that some pairs of examiners were not consistent with each other, even with the anchors in place, with correlations down to 0.15. However, agreement with the PE was slightly better, with correlations usually above 0.3. There were also some very high correlations between examiners. It is noteworthy that these individual correlations are more widely spread than the corresponding range of correlations for marking shown in Table 4. This large range is probably a consequence of the larger team size for rank ordering, which will naturally produce a larger range of correlations. However it is worth remembering that the examiners who took part in the rank ordering were a more varied group than the experienced examiners in the marking group, as they included both experienced and inexperienced examiners on the unit. There may also have been a contribution to this spread from the degree to which individuals were able to internalise the new construct in the short time available.

3.2.1 Effects of marker experience

Although we only had a relatively small number of experienced examiners (see Table 2), we split the examiners by whether they had previously marked the item in summer 2016 or were new, eligible-to-mark examiners. We obtain the mean correlations with the PE shown in Table 6. The number of examiners in each category is shown in brackets in the table.
Table 6: Anchored rank ordering: average correlation of examiners with the PE for the 2 groups of experienced or new examiners for each question. The number of examiners per group is shown in brackets.

<table>
<thead>
<tr>
<th>Question</th>
<th>Experienced markers</th>
<th>New markers</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>0.58 [3]</td>
<td>0.57 [11]</td>
</tr>
<tr>
<td>OCR</td>
<td>0.72 [4]</td>
<td>0.60 [10]</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.65 [1]</td>
<td>0.57 [10]</td>
</tr>
</tbody>
</table>

Experienced markers had a slightly higher average correlation across the 3 questions, 0.66 as opposed to 0.58, which might suggest greater familiarity with the way the PE thinks, or greater familiarity with this material, but this was not a significant difference (t(37) = 1.55, p = 0.13). The lack of a significant effect may have been due to a lack of statistical power (we had only a few experienced markers in this study), or there may have been no underlying effect as the construct map used to assess the quality of responses was new to all markers. However, we may tentatively take the size of the correlation for the experienced examiners are more representative of the potential of this overall approach as their judgements were not compromised by any limitations in their experience.

3.2.2 Order effects

A check was made that there were no order effects occurring where agreement with the PE was higher for those carrying out the rank ordering exercise after completing the online comparative judgement. These correlations between the examiners and the PE are shown in Table 7. The number of examiners in each category is shown in brackets in the table.

Table 7: Anchored rank ordering: average correlation of examiners with the PE for the 2 task order groups of examiners. The number of examiners per group is shown in brackets.

<table>
<thead>
<tr>
<th>Question</th>
<th>Rank order first</th>
<th>Rank order second</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>0.56 [7]</td>
<td>0.59 [7]</td>
</tr>
<tr>
<td>OCR</td>
<td>0.61 [7]</td>
<td>0.66 [7]</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.58 [6]</td>
<td>0.57 [5]</td>
</tr>
</tbody>
</table>

Although the group carrying out the rank order second had larger correlations (average across the 3 questions 0.61 vs 0.58) this was not a significant difference (t(37) = 0.65, p = 0.52). Again the statistical power may be too low to detect small differences, so it is unclear whether some participants may have benefitted from greater familiarity with the candidate responses or applying the construct map. The size of the correlations for the rank order second group may be more representative of what is possible with this rank order approach.
3.3 Online paired comparisons

All judgements with a judging time of less than 10 seconds were removed on the basis that this was either an error or represented unreasonably rapid judging of quality. Eleven judgements were each removed from the AQA and OCR studies and 12 from the Pearson study.

The R package sirt was used to estimate quality parameters for each response under the Bradley-Terry (1952) model. R code was also used to estimate item and judge infit, and scale-separation reliability (SSR). Table 8 shows the model statistics after the data cleaning.

<table>
<thead>
<tr>
<th>Question</th>
<th>Number of judgements</th>
<th>Judgements per item</th>
<th>SSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>892</td>
<td>27.0</td>
<td>0.88</td>
</tr>
<tr>
<td>OCR</td>
<td>892</td>
<td>26.6</td>
<td>0.87</td>
</tr>
<tr>
<td>Pearson</td>
<td>705</td>
<td>22.7</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Reliability is quantified in paired comparison studies by the SSR statistic which is derived in the same way as the person separation reliability index in Rasch analyses, and is analogous to Cronbach’s Alpha. It is interpreted as the ratio of true variance to observed variance in the estimated scale values. Reliabilities of almost 0.9 indicate that a robust statistical scale of response quality was obtained. The model fit was consistently good across the 3 questions.

Following the fitting of the Bradley-Terry model, judge infits were checked. Infit is the information-weighted mean square of the residuals for the set of judgements for each judge. Typically, any judges with infits more than 2 standard deviations above the mean infit is considered to have judged inconsistently or to have a different internal standard to the other judges.

For the OCR study, one judge had an infit 2.53 z-scores from the mean. Removal of this judge improved the model fit to give an SSR of 0.88, so this second model fit was used for the analysis in the following section.

For the Pearson study, one judge also had an infit 2.53 z-scores from the mean. Removal of this judge reduced the model fit to give an SSR of 0.87, so this judge was not removed and the initial model fit was used for the analysis in the following section.

The anchors were presented in this study as part of the larger set of responses, and were not fixed in their rank positions in any way. We found that in all 3 final rank orders, the anchors came out in the same order that the PEs had initially placed them. This indicates that the original choice of anchors by the PE was sensible, and that the rank order in the paired comparison study was consistent with that from the rank ordering study, at least to the extent of the same ordering of the anchors.
3.3.1 Judgement time

After removal of sub-10 second trials, and the one misfitting OCR judge, across all 3 studies the median judging time was 230 seconds. Median judging times for all the judges and for the 2 different order groups within each study were then calculated. Table 9 shows that although there are differences between the groups within a question, overall there is no consistent trend of those carrying out the paired comparison task second going much more quickly due to familiarity with the responses.

Table 9: Median judgement time (in seconds) per trial for all judges, and split by task order. The number of judges in the 2 order groups is shown in brackets.

<table>
<thead>
<tr>
<th>Question</th>
<th>All</th>
<th>Paired comparison first</th>
<th>Paired comparison second</th>
</tr>
</thead>
</table>

It is possible that with different instructions and criteria against which to judge quality the judging time could have been reduced. Most paired comparison studies leave the judging criteria loose and allow judges to decide how much information they need before coming to a decision. However, we wanted our judges to carefully read the responses and evaluate them against the construct, and to avoid making snap judgements using incomplete information or superficial features.

3.4 Relationship between all three rank order approaches

The mean mark across all markers from the marking reliability study was converted into a rank order of responses. This marking rank order, the mean rank order from anchored rank ordering and the model output rank order from the paired comparisons were then correlated and the coefficients obtained are shown in Table 10.
Table 10: Correlations between the 3 different rank orders generated from the mean marks for traditional marking, the mean rank for anchored rank ordering and pooled paired comparisons, for each question.

<table>
<thead>
<tr>
<th>Correlation between approaches</th>
<th>AQA</th>
<th>OCR</th>
<th>Pearson</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anchored rank order vs paired comparison rank order</td>
<td>0.89</td>
<td>0.94</td>
<td>0.88</td>
</tr>
<tr>
<td>Anchored rank order vs marking rank order</td>
<td>0.86</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>Paired comparison rank order vs marking rank order</td>
<td>0.84</td>
<td>0.86</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Across the 3 questions, the mean correlation between paired comparison and anchored rank ordering was 0.90, and that between paired comparison and marking was 0.85. The mean correlation between the anchored rank ordering and marking was 0.90. In all cases the paired comparison rank order correlates more highly with the anchored rank order than the marking rank order. For all but the Pearson question, the anchored rank order correlates more strongly with the paired comparison rank order than the marking rank order.

These findings suggest that all 3 methods are broadly consistent with each other, although there is some suggestion that the paired comparison rank order may be capturing a slightly different quality to that of the traditional marking. This is not a large effect, since the correlations are always well above 0.8.

Correlations based on the rank orders of individual examiners in the marking and rank ordering task would probably be lower than these averaged rank orders, given the variability between individuals seen in sections 3.1 and 3.2. However, the purpose of this analysis was to determine if there were gross differences in the underlying rank orders each method generated.

### 3.4.1 Relationship of the rank orders to a concurrent benchmark

Although all 3 methods produce similar rank orders, as evidenced by the high correlations in Table 10, there may be some differences in how well they can predict a related outcome, the rank order of the marks on the second component of the AS history qualification (this may be viewed as a measure of concurrent validity, although we will use the term predictive value). As an additional analysis we compared the effect of varying the number of examiners in the marking and rank ordering exercises, or the number of judgements in the paired comparison study, on the correlation.
Table 11: Correlations between the 3 different rank orders generated from the mean marks for traditional marking, the mean rank for anchored rank ordering and pooled paired comparisons, compared to the rank order of the mark on the second component of the qualification.

<table>
<thead>
<tr>
<th>Correlation between rank order approaches and second component mark</th>
<th>AQA</th>
<th>OCR</th>
<th>Pearson</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marking rank order</td>
<td>0.61</td>
<td>0.45</td>
<td>0.62</td>
</tr>
<tr>
<td>Anchored rank order</td>
<td>0.58</td>
<td>0.51</td>
<td>0.65</td>
</tr>
<tr>
<td>Paired comparison rank order</td>
<td>0.53</td>
<td>0.50</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Table 11 shows that for all 3 questions, the 3 different rank order methods produced similar correlations to the rank order of candidates’ mark on the second component of the qualification, with no one method producing a more accurate prediction. The OCR question on average showed a less close relationship between rank orders than the other 2 questions, perhaps due to the nature of the split in content across the components. Averaged across the 3 questions, all the rank order methods showed a correlation of 0.56-0.58. Given the higher correlations across the methods we found for the Pearson question, we concentrate on this question when considering the way in which the correlation with the mark on the other component changes with different numbers of examiners, or different numbers of comparisons in the paired comparison study. The patterns observed below were very similar for the other 2 questions.

For marking and anchored rank ordering we calculated the mean rank order for each size of examiner team by randomly drawing the required number from the full group of examiners and taking averages of the mark or rank for each response and repeating this process 100 times. The mean rank-order correlation across the 100 repetitions was then calculated. For the paired comparison task we modelled 100 random selections of trials at each point, and averaged the correlation between the model fits to these trials and the overall qualification mark.
A single examiner’s marking rank order correlates with the rank order of the second component in the qualification around 0.47 (see Figure 6). Double marking increases this to 0.54 and triple marking to 0.57, with a gradual rise as more examiners are averaged to the maximum correlation for all examiners of 0.62. Moving from single to double marking represents the largest jump in predictive value.
Figure 7: Change in the correlation between the anchored rank order and the mark on the second component of the qualification for different numbers of examiners for the Pearson question. Each data point is based on 100 repetitions of different random examiner selections each time. This plot has been limited to 8 examiners for comparison to the previous figure.

A single examiner’s rank order correlates with the rank order of the second component in the qualification around 0.49 (see Figure 7). The mean rank of 2 examiners increases this to 0.55 and triple ranking to 0.58, with a gradual increase as more examiners are averaged up to the maximum correlation for all examiners of 0.65. Moving from one examiner to the average of 2 examiners represents the largest jump in predictive accuracy. This pattern is almost identical to that seen in the marking data in Figure 6.
Figure 8: Change in the correlation between the paired comparison rank order and the mark on the second component of the qualification for different numbers of judgements for the Pearson question. Each data point is based on 100 different random trial selections.

For the paired comparison data, we simulated the effect of running a study with fewer judgements collected by randomly selecting paired comparisons from the full 705 trials and correlating the rank order from the resulting model fit to the rank order of candidates on the second component of the qualification. The key finding from the simulations shown in Figure 8 is how far the number of judgements can be reduced until the model loses predictive power. At around 200 judgements the decline in the correlation grows steeper, however, if we take a correlation of 0.48 as indicative of what is achievable for single marking and rank ordering, this equates to around 130 judgements (or 4.2 judgements per item). Similarly, double marking and rank ordering gave a correlation with the whole qualification mark of 0.55. This equates to around 155 paired comparison trials (5.0 judgements per item). Therefore the potential to gain additional predictive accuracy grows more rapidly for paired comparisons (a 20% increase in trials required) than the doubling of time required for 2 examiners to mark or rank. We will consider time efficiency further below.
### 3.5 Time required to complete the task

Examiners were asked in a post-task survey how long it had taken to complete the anchored rank order task. The mean time they reported was 14.6 hours. The range was wide, extending from 4 hours to 40 hours, with a median time of 12.5 hours. It is possible that more training and guidance would have helped to increase consistency in the time each person took. A mean time of 14.6 hours equates to around 15 minutes to place each response in the rank order. This is probably only a little greater than the time taken to mark these items against a mark scheme. We did not collect this marking data.

To calculate the time taken to complete the online paired comparison task we used the individual trial time data collected automatically by the system. We again excluded trials which took less than 10 seconds, excluded the one OCR judge who had a high infit (as in the main analysis), and then combined trials from all 3 exam boards to give 2,429 trials. Twenty-four judgements which were more than 3 standard deviations from the mean judging time were excluded on the basis that these probably represented times when the system was left logged in but not being actively used (it continues to log trial time in this case).

From the remaining 2,405 trials we calculated a mean judgement time of 304 seconds, which we will round to 5 minutes for convenience. Given that each trial generates a decision for 2 responses, the time required is 2 ½ minutes per response. As a comparison to rank ordering (and, we assume, marking) time, the 4.2 trials required to gain the same predictive value as single marking equates to 10 ½ minutes, a little less than the mean time required for rank ordering, and probably close to the time required to mark one response. Therefore all 3 methods are relatively equal on time required, by these calculations.

If we move to double marking or ranking, the time required is up to 30 minutes per response. The equivalent time required to gain the same accuracy for the paired comparison method is 12 ½ minutes, a significant gain in efficiency. So although the paired comparison study we ran took around 60 hours to complete (705 trials in the Pearson study at 5 minutes each), compared to about 15 hours for the rank ordering task (and probably slightly less for the marking), if the methods are equated for the level of precision they produce, paired comparisons may be approximately equal in time required when single marking is the benchmark, or significantly quicker at a higher level of double-marked precision.

The findings here are similar, but not identical to those of Benton and Gallagher (2018). We found roughly equal time efficiency for single ranking or marking and paired comparative judgement of the same predictive power, whereas they found that comparative judgement took slightly longer than marking to arrive at similar predictive power. However, there are differences in both the materials considered and the instructions and training given to the participants in the 2 studies, and our estimate of marking time is based on the time to complete rank ordering, which could be a slight over-estimate. It is possible, too, that comparative judgement would become quicker once the task, the constructs etc became more familiar judges.
3.6 Internal reliability of the paired comparison model

In the paired comparison approach, internal reliability is measured through the scale separation reliability (SSR) which was almost 0.9 for all the questions. The marking and ranking approaches produce lower inter-rater reliabilities (around 0.6), but it is unclear how SSR compares to inter-rater correlation (e.g., Verhavert et al, 2018). Therefore we carried out the predictive value comparisons in section 3.4.1. It is still interesting to see how the SSR declines as fewer and fewer judgements are made for each study. This can be simulated by randomly sampling from the full set of judgements and re-fitting the model. We repeated this exercise 100 times for each number of judgements (see Figure 9). There is a steady decline in SSR as the judgement number is reduced, which becomes increasingly steep and below about 150 judgements the model fit starts to fail as indicated by the variable SSR values. The same pattern was observed across the model fits for all 3 questions.

![SSR vs total judgements](image)

Figure 9: Change in SSR with different numbers of judgements for the Pearson paired comparison study. Each data point is based on 100 different random trial selections.

Compared to Figure 8, the SSR drops more steeply than the correlation to the second component on the qualification. The steadily declining SSR in Figure 9 therefore
mainly indicates increasing error values for the parameter estimates for each item, and not a serious disruption of the underlying rank order. However it does show that when the model is fitted to the number of judgements that give equal predictive value to single marking (~130 judgements) it is right on the limit of fitting, and that is why the correlation to the second component reduces so dramatically below this point.

### 3.7 How were the relative judgements made?

One final issue is that it is not entirely clear how well our participants were able to exclusively use the construct map in making their relative judgements in both the paired comparison and rank ordering tasks, given their familiarity with mark schemes. Although our training emphasised the use of the construct map and to put the mark scheme out of mind, they may have automatically found themselves thinking about how many marks a response was worth, so the mark scheme may certainly have influenced decisions, if only unconsciously and unintentionally.

If this effect were to arise, it would probably be more evident in the experienced group of markers, given their familiarity with applying the mark scheme to these responses. Table 12 shows the correlation of the average anchored rank order for the 2 marker groups with the mean marking rank order. If the mark scheme influenced the experienced group we would expect to see a higher correlation with the marking rank order for this group.

**Table 12: Anchored rank ordering: correlation of the mean rank order obtained from the 2 groups of experienced or new examiners and the mean marking rank order for each question. The number of examiners per group is shown in brackets.**

<table>
<thead>
<tr>
<th>Question</th>
<th>Experienced markers</th>
<th>New markers</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQA</td>
<td>0.82 [3]</td>
<td>0.84 [11]</td>
</tr>
<tr>
<td>OCR</td>
<td>0.91 [4]</td>
<td>0.90 [10]</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.85 [1]</td>
<td>0.91 [10]</td>
</tr>
</tbody>
</table>

These correlations suggest that the experienced markers did not produce an anchored rank order more like the marking rank order than the new markers. Familiarity with the mark scheme does not appear to have unduly influenced the experienced examiners and this suggests that they were not simply rank ordering by marking, or at least no more than the new markers.

### 4. Discussion and conclusions

The 2 comparative rank ordering methods tested here, anchored rank ordering and paired comparative judgement, both generated rank orders consistent with those obtained from traditional marking. For anchored rank ordering the consistency of the rank orders of individual participants was at least as high as that from marking. The slightly higher agreement amongst the experienced participants, and for those
carrying out the task after more practice (the paired comparison exercise), suggests that this approach may have the potential to be more reliable than marking.

In comparing the overall mean rank orders produced by the 3 methods to the rank of the mark of each candidate on the second component of the qualification, the 3 methods appear to have roughly equal predictive value. When comparing the correlation of different numbers of markers for marking and rank ordering and different numbers of judgements for the paired comparisons, equal predictive power to one examiner marking or rank ordering can be achieved in the paired comparison approach with a number of judgements taking similar time to one person marking or rank ordering. However, paired comparisons can match the predictive accuracy of double marking or 2 examiners rank ordering with significantly less time invested. However, one caveat is that the point at which the paired comparison rank order starts to deteriorate (and the whole model fit starts to collapse) would need to be very precisely known in order to set this minimum number of judgements in advance with confidence. Given the uncertainty, there would probably be a need to include a safety net of a fair number of additional judgements to be sure the model would not fail to fit the data, thus making this approach slightly less efficient.

By basing the judgements of quality on a construct map, devised by experts in assessing historical analysis, it may be possible to capture some qualities that are hard to capture with mark schemes, which are always designed with the need to promote reliable marking. The fact that the rank orders produced here were no less reliable when the construct map was used to define quality than when a mark scheme was used suggests this more holistic alternative conception of quality can be used without leading to more disagreement between experts.

The online paired comparison approach provides a lot of data that could be used in a live situation, such as identifying responses which have a high infit error, indicating that they may be particularly difficult to classify. These responses could be passed up the hierarchy to more senior, experienced examiners, who could use a more traditional rank ordering approach to place these difficult responses in the final generated rank order. Grades could be set using something very close to the standard awarding meeting, combining statistics around proportions of candidates achieving certain grades, and expert judgement of the responses in the rank order itself.

There are of course a range of issues around the use of any form of comparative judgement as a replacement for marking, in that the outcome is less transparent, being based on a holistic judgement which is harder to audit than marking where it is easier to see how markers are awarding marks through their annotations. Examiners could be asked to write a justification of each of their decisions in a paired comparison study, but this would generate a very large set of comparative statements to collate and potentially analyse. In both online paired comparisons and anchored rank ordering an electronic implementation of the annotation of the construct map on the sticky labels we provided could be used to record how the examiner assessed the quality of a response.

However, the upside of these distributed comparative judgement approaches is that these justifications may not be required. In a live examining context, to construct a complete rank order of all candidates, anchored rank ordering would need to be based on a large ‘pack’ approach, with cross-linking of individual examiners’
allocations. So each script or response would be seen by multiple experts, much like the distributed judgements in online paired comparisons. The rank for any script is therefore based upon a consensus of many judgements made by many judges and is highly defensible. Both approaches also offer the opportunity to identify and potentially exclude individuals whose judgements are inconsistent with the overall consensus, based on their infit error measure. All these factors mean that the existing reviews of marking processes should not be required as there is no individually-decided mark to appeal against.

In a full implementation of item comparative judgements in place of marking there are also other practical considerations around how to combine the rank orders of all the items on a paper to produce the final paper rank order. This could be a relatively simple matter of applying weights to the item ranks that correspond to the current allocation of marks to items. Combining papers into a whole assessment could be done in the same way. For anchored rank ordering or for paired comparative judgement, it may be possible to assign marks to the ordered responses by some form of expert review of a limited selection of responses, and then applying a fixed distribution around these reviewed responses. Alternatively, for paired comparative judgement the response quality parameters from the statistical model could be converted into something akin to marks, by scaling the parameters into a range, for example from 0 to 100, and then combining them. This would then retain the relative spacing between the quality of responses. However, because the item quality parameters are relative not absolute values, they are not easy to interpret, and even with scaling there would be no direct comparison of marks from year to year. So again, some of the transparency and ease of understanding of marks may be lost through ranking approaches.

Although the 3 methods generated rank orders with high correlations, we have not investigated how the rank orders differ at the level of individual responses. Given that the mark scheme and the construct map differ in what they capture and the way they weight different qualities, it might be expected that some responses would be ranked differently. A qualitative review of the responses whose ranks differ most across the methods may be required to highlight what the effect of the construct map is on the rank order.

This research was conducted on quite a specific type of question, historical source analysis. Future work could further investigate how applicable the rank order approach is to other question types across other subjects. It is certainly hard to imagine how individual low-tariff questions could easily be ranked. For these types of papers it would be more appropriate to judge whole scripts, as in Raikes, Scorey and Shiell (2008). Research would be needed to evaluate which papers are better judged or ranked as a whole, or where combining ranks for separate questions is more appropriate.
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