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Executive Summary

The present report focuses upon procedures for maintaining national curriculum test standards over time. In doing so, it also addresses the issue of monitoring educational standards over time, as this is one of the three major uses to which national curriculum test results are currently put. Two other principal uses of test results are identified: monitoring the progress of individual pupils; and monitoring the progress of individual schools. The central argument of the report is that decisions concerning procedures for maintaining test standards must ultimately be guided by the intended uses of the test results.

The report begins with a brief discussion of the history of national curriculum assessment which shows how and why the original conceptual framework was flawed. The tests soon changed from being strongly ‘criterion referenced’ to being weakly ‘criterion related’. This reflected an implicit acceptance of the inability of criterion referencing to provide an acceptable basis for standard setting in national curriculum tests. To focus the argument of the present paper, an alternative framework for understanding the maintenance of test standards is fleshed out. It is proposed that standards have been maintained when candidates with the same ‘test potential’ in different tests are rewarded with the same levels. Effectively, this amounts to the proposal that all factors that affect the performance of an individual from one test to the next should be recognised in marks (and, hence, levels) awarded, with the sole exception of factors internal to the test itself.

For example, all other things being equal, if candidates in year 2 are more motivated than candidates in year 1, then we would expect them to achieve higher marks; if they didn’t actually achieve higher marks we would put this down to the test questions being harder in year 2 and would, therefore, set lower cut-scores for the award of each level.

The main body of the present report is a critical evaluation of each of the three main procedures for maintaining national curriculum test standards in Key Stage 2 English and science: pre-test development and statistical scaling; the Angoff procedure; script scrutiny. The first is, essentially, a statistical approach to maintaining standards (which relies on experimental control), while the second and third are principally judgmental methods (which rely on the professional opinion of subject matter experts). All three of the methods are shown to have inherent weaknesses. The major problem with the
statistical approach is that the experimental controls do not always appear to work satisfactorily. The fundamental concern with the judgmental approaches is whether subject matter experts can be assumed to be capable of reaching valid decisions about cut-scores. In fact, it is because there is no one ‘foolproof’ method for maintaining test standards that national curriculum assessment relies on combining evidence from three.

Perhaps the most significant procedural issue in the national curriculum context is the way in which final cut-score decisions are made. As three different methods are used to arrive at recommendations it is often the case that they conflict. How such conflicts ought to be resolved is an area of academic debate that is not well developed; despite this, it is still not clear that procedures followed in the national curriculum context are as robust as they could be. What does seem to be agreed amongst measurement professionals is that there are rarely, if ever, any ‘correct’ resolutions when methods for setting standards conflict. However, this does not mean that any resolutions will be permissible. On the contrary, each resolution must be, and must be seen to be, defensible. Perhaps the most pressing issues that need to be addressed in the national curriculum context are those of who should be involved in the decision making process and (when responsibility is taken to lie with a group rather than an individual) how individual contributions should be recognised in the final decision.

Principal recommendations from the report are outlined under two alternative strategies. The first strategy, the more conservative one, argues that - while the system is generally defensible - more can be done to improve things. It suggests steps that might be taken in the near future as well as research that will be essential for ensuring the future defensibility of the system. It highlights the need for better documentation of the principles, procedures and practices of standard setting and it addresses the need for a greater public understanding of the system. The second strategy, the less conservative one, argues that a re-focusing of the system would obviate many of the most serious problems currently encountered. The proposal is three-fold: (a) set up a new body to monitor educational standards over long periods of time, perhaps along the lines of the American National Assessment of Educational Performance program; (b) cohort reference national curriculum test results, not awarding levels at all, with the implication that school comparisons be based on the average standard score of pupils; (c) award national curriculum levels to individual pupils purely on the basis of teacher assessment.
Introduction

The present review of procedures for maintaining standards in national curriculum tests is part of a larger review of procedures employed in public tests and examinations. As such, it is intended that this report should feed into a wider discussion of the rationale behind the use of different procedures for aligning assessment standards in the different assessment systems of the UK (e.g., GCE/GCSE, GNVQ, NC tests).

The report focuses upon the maintenance of test standards over time, with particular reference to English and science at Key Stage 2, tests for which the NFER currently has responsibility for developing. (Although the NFER also develops the Key Stage 1 tests for English, Key Stage 1 arrangements will not be discussed.) The report consists of a comment on the quality of current procedures and recommendations for tightening the system.

The report draws on discussions with, and the ideas of; Chris Whetton, Assistant Director at NFER and Head of the Department of Assessment and Measurement; Graham Ruddock, Deputy Head of the Department of Assessment and Measurement and Director of the KS2 National Curriculum Science Tests Development Project; and Marian Sainsbury, Principal Research Officer in the Department of Assessment and Measurement and Director of the KS2 National Curriculum English Tests Development Project.

---

1 This project is sponsored by the QCA under the general project title of “Review of models for maintaining and/or monitoring examination/test standards over time” with the specific contract title “Review of model for maintaining and/or monitoring national curriculum tests over time”.
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1: Models and Procedures

The procedures used to ensure that national curriculum test standards are maintained over time are particularly complex. They require the integration of evidence from many different sources collected at different stages of the test development and awarding process. The principal stages and standard-maintaining procedures are summarised in Appendix I.

It is important to note that the present system for maintaining standards is a relatively recent development. Before evaluating the effectiveness of current procedures we will briefly reflect upon the ways in which the system has changed since the first national curriculum tests and touch upon some of the underlying conceptual problems that help to explain these changes.

1.1 A brief history of standards in national curriculum assessment

In the original blueprint for the national curriculum, pupils were expected to progress coherently through curricula in a variety of subject areas from Key Stage 1 to Key Stage 4. Each subject was to be sub-divided into profile components which reflected (to some extent) the structure of the subject. Within each profile component, attainment targets were to outline in general the kinds of knowledge, understanding and skills that pupils were expected to achieve by the end of each key stage. Finally statements of attainment within each attainment target were to specify quite precisely the performance standards required of pupils. Different statements of attainment were to be expressed at each of the 10 levels, to describe the performance criteria required for success at that level. The proposed system was considered to be strongly criterion referenced in that standards applied for the award of levels were grounded directly in pupils’ performances.

Right from the outset, however, it became clear that the valid determination and maintenance of assessment standards would be a problem. Should a pupil, for example, be awarded level 4 on a profile component if, and only if, she had reached level 4 on all of the attainment targets subsumed within it? In such a situation her overall level would be determined by her lowest performance, which seems somewhat unfair. This problem was compounded by the fact that attainment targets differed in the number of statements
of attainment required at each level. How should performance on statements of attainment be aggregated to represent performance on attainment targets? How should performance in attainment targets be aggregated to represent performance on profile components? And how should performance on profile components be aggregated to represent performance in the subject?

One early approach to the first problem was known as the 'n, n-1 rule'. This was initially adopted for setting standards at Key Stage 1. Under this rule, levels for which there were no more than two statements of attainment could only be awarded when criterion performance was reached on all. However, with more than two (i.e., n) statements of attainment, a level could be awarded when criterion was reached on at least n-1. Unfortunately this had the consequence of making it harder to achieve a particular level the more statements of attainment were associated with it (Schagen and Hutchison, 1994).

An early solution to the second problem was to represent performance on the profile component with a particular level if that level had been attained or exceeded in at least half of its attainment targets. This was not without complication, though. A particular oddity reflected the variable number of attainment targets in different profile components: at its most extreme, the level awarded for a profile component with one attainment target would be determined solely by that target.

Similar problems were experienced with the Key Stage 3 written tests. In 1992 mathematics, for example - where each statement of attainment at a particular level was assessed by two unique questions - the original intention was to accept success on at least one of these questions as criterion but to award the level on the test as a whole only if criterion was reached on all statements of attainment. This both proved to be quite harsh and did not take into account performance on the test at higher levels. As a result, a 'rollback' procedure was devised in which performance at higher levels could count towards an award at a lower level. The technique didn't prove to be particularly successful (see Ruddock and Tomlins, 1993; Schagen and Hutchison, 1994).

Implemented at high-speed, the original system for national curriculum assessment soon came under fire from many directions. The main concern of the teaching profession was that it was simply unmanageable: there were too many attainment targets which meant
that too much time was being spent upon assessment - "death by a thousand tick-boxes" as Shorrocks-Taylor (1999, p.13) put it. The main concern of educationalists was that the assessment system would not produce reliable or valid information. Cresswell and Houston (1991), in particular, explained how a system that was founded upon the principle of strong criterion referencing would produce inherently unreliable assessment information; because whether or not a criterion is reached is dependent upon the context in which performance is assessed. Furthermore, as we have just seen, the procedures for determining and maintaining standards simply were not working in practice. With every adaptation, the system appeared to be moving further and further away from its criterion referenced origins.

Teacher discontent reached a high with the test boycotts of 1993 which led directly to a review of the national curriculum and its assessment (Dearing, 1993). The Dearing Review made a number of recommendations, in particular: a reduction of curriculum content in key subjects; a reduction in recording and testing demands; a restriction of the 10 level scale to Key Stages 1 to 3; and the replacement of statements of attainment with level descriptions. This last change was perhaps the most significant in relation to the process of standard setting. Table 1 (abridged from Shorrocks-Taylor, 1999, p.41) illustrates this change.

The switch from statements of attainment to level descriptions indicated explicitly that assessment was no longer expected to be tied directly to "tick-box" performances but was to be associated more closely with the holistic judgement of pupils' abilities - matching pupils to levels became a process of "best fit". This radically reduced the burden of teacher assessment, but it also helped to justify inevitable changes that were occurring in relation to standard setting in tests.

By the time the Key Stage 2 tests were developed (for first national testing in 1995) it seemed inevitable that standards would be set and maintained predominantly on the basis of cut-scores relating to aggregated test marks. This reflected procedures that had evolved for Key Stage 3 which were similar to procedures applied in GCSE and A/AS examinations. The standards were now accepted to be "criterion related" rather than criterion referenced (Massey, 1995).
Table 1: Statements of attainment (1990) and level description (1995) for the En2 Reading attainment target at level 4.

|-------|---------------------------------|--------------------------|
| Level 4 | a) read aloud expressively, fluently and with increased confidence from a range of familiar literature.  
b) demonstrate, in talking about a range of stories and poems which they have read, an ability to explore preferences.  
c) demonstrate, in talking about stories, poems, non-fiction and other texts, that they are developing their abilities to use inference, deduction and previous reading experience.  
d) find books or magazines in the class or school library by using the classification system, catalogue or database and use appropriate methods of finding information, when pursuing a line of enquiry. | In responding to a range of texts, pupils show understanding of significant ideas, themes, events and characters, beginning to use inferences and deduction. They refer to the text when explaining their views. They locate and use ideas and information. |

Standards at Key Stage 2 are still basically determined by applying cut-scores to aggregated mark distributions. No clear consensus has emerged, however, concerning the best approach to take to determining those cut-scores. At present, a variety of methods are employed under the assumption that each is able to contribute important independent evidence. In order to evaluate the effectiveness of these procedures we must interrogate more thoroughly the conceptual framework for standard maintenance that appears, tacitly, to underlie the national curriculum: precisely what is it that ought to be maintained when standards are maintained over time?

1.2 What is it that ought to be maintained when test standards are maintained?

It was originally proposed that national curriculum test results should warrant inferences concerning the ‘absolute achievement’ of candidates, that is, the award of level X was supposed to reflect a particular standard of performance across a network of domains. As such, the tests were supposed to be criterion referenced, meaning that the standards applied referred to specific performance criteria (i.e., individual P achieved criteria A, B and C). Criterion referencing contrasts most sharply with norm referencing or cohort referencing. Cohort referencing is a better description of what most people refer to as
norm referencing (see Wiliam, 1996). The intention under the cohort referencing model is that if, for example, only the top 5% of a cohort achieve the highest award in year 1, then no more nor less than 5% of the cohort should achieve the highest award in year 2 - no matter how ‘good’ the year 2 candidates actually were. Cohort referencing simply ensures that the same proportion of pupils achieve each level/grade from one year to the next. In cohort referencing, test levels do not warrant any inferences other than those related to the ranking of candidates’ performances within a particular test administration (i.e., individual P performed better than individual Q).

In contrast, the maintenance of test standards within a criterion referenced system amounts to ensuring that the same credit is given for the same performance from one year to the next. This would be the case, for example, if precisely the same test was administered from one year to the next, with the same marking scheme and the same level boundaries. This is the principle underlying the maintenance of standards for coursework in the GCSE and for the Writing paper in Key Stage 2 English.²

Unfortunately, however, this approach is problematic when practical considerations mean that only a small sample of learning outcomes are assessed by any one test or examination. In this situation, if the same test were to be applied from one year to the next, then teachers would soon begin to focus upon the assessed outcomes to the inevitable detriment of those that were not assessed. For this reason, national curriculum tests are changed from one year to the next as they sample different learning outcomes. In fact, even when a particular learning outcome is assessed in successive years, the nature of the question through which it is assessed will change.

For practical reasons alone, strong criterion referencing cannot provide the conceptual framework for standard setting in the national curriculum. It is not possible to state, let alone to sample in a test, all possible learning outcomes for a particular key stage. This is before admitting, as we must, that question format can radically affect the difficulty of

² In fact, it is not clear whether the Writing test can really be said to stay the same from one year to the next, despite the task essentially remaining ‘to write’ and the marking scheme remaining unchanged. All children are required to write about one specific subject (from a choice of four) each year and the subjects changes from one year to the next. As such, it would not be implausible to assume that the difficulty of the task might change from one year to the next as a function of the subjects chosen. If this were true then, for reasons that are addressed in the following paragraphs, it would not necessarily be appropriate to retain the same cut-scores from one test to the next.
achieving criterion performance (e.g. Foxman et al., 1985; Cresswell and Houston, 1991). On the other hand, it might be argued that norm or cohort referencing would constitute a politically unacceptable alternative conceptual framework. National performance targets mean that national curriculum tests must, in practice, be able to yield information that permits the assessment of progress in performance of the educational system over time. Our dilemma, then, is that while comparability must somehow be grounded in non-arbitrary performance standards, unassailable practical obstacles mean that these cannot be the standards of strong criterion referencing.

Baird et al. (2000) describe the conceptual framework that, in practice, seems to underlie standard setting in UK public tests and examinations as weak criterion referencing. Here, level X is not awarded for demonstrating a specific range of level X performances, but for demonstrating a general level X standard of performance. Crucially, weak criterion referencing accepts that ‘a general level X standard of performance’ may not look the same from one year to the next. Indeed, weak criterion referencing explicitly permits that even if the actual performances observed from candidates in year 2 clearly appeared to be poorer than those of candidates in year 1, it may still be true that candidates in year 2 deserved more credit (for example, because the questions that they had to answer were significantly harder).

Weak criterion referencing effectively re-defines comparability in terms of matching (hypothetical) qualities of candidates rather than in terms of matching (actual) qualities of candidates’ performances. It suggests that tests be equated not on the basis of the quality of observed performances (at a certain mark) but in terms of the unobserved ‘test potential’ of candidates that enabled such performances (given the particular assessed learning outcomes and question formats). Test potential is essentially a pragmatic construct which poses the question ‘how would these candidates have performed if they had taken test 1 rather than test 2’. The task of comparability under this framework typically amounts to determining marks (although, more usually, just cut-scores) on tests 1 and 2 at which:

$$\text{Performance on test 1} = \text{Level X test potential} = \text{Performance on test 2}$$

---

3 Test potential is defined more thoroughly in Appendix 2.
Of course, there can be no independent measure of the hypothetical test potential of any candidate. And this is the problem that plagues any attempt to maintain standards in a weak criterion referenced system. Each of the models described below uses a different method for linking test performances and underlying test potential. Furthermore, each of these methods is based upon different untestable assumptions (see Scharaschkin, 1999; Wainer, 1999), the validities of which must be taken into account when evaluating claims to comparability emerging from the various models.

In summary, the principles of criterion referencing naturally recommend that test standards be maintained through matching identical performances from one year to the next. However, the pragmatics of national curriculum assessment mean that the maintenance of test standards can never be that simple. Conclusions from standard-maintaining procedures are inherently and fundamentally ambiguous. It seems to be for precisely this reason that a multiplicity of models for maintaining national curriculum standards are now used during the test development and awarding process.

The following sub-sections address each of these models in turn, focusing particularly upon: the extent to which the underlying assumptions are appropriate; the extent to which the approaches are reliable; and, more generally, the extent to which the approaches are valid.

1.3 Test development and statistical scaling

1.3.1 Methodology

Both test development and statistical scaling contribute to the maintenance of test standards from one year to the next. Putting it simply, test development provides the solid foundation upon which models for statistical scaling can be built.⁴

Unlike examinations for the GCSE and A/AS, national curriculum tests and test items undergo a stringent series of pre-tests in order to weed out questions that are obviously

⁴ In the present report, the term 'scaling' or 'linking' is used instead of 'equating'. This is simply to highlight that the aim, in the national curriculum context, is not to ensure that a mark on test 2 can be expressed in terms of the mark scale of test 1 (as is the traditional intention of equating) but simply that a
going to cause problems. In particular, these are questions that function poorly, either because they do not discriminate between candidates usefully or because they do not appear to measure the same qualities as other items or because they cannot be marked reliably. In addition, pre-testing enables items to be selected that will result in mean marks and standard deviations on the final test being roughly equivalent to those on the same test in previous years. As well as a common statistical specification for the to-be-linked tests, valid linkage is also ensured at the test development stage by ensuring a common content specification. Thus, test development should attempt to ensure that the to-be-linked tests sample similar content areas, similar types of questions and similar ratios of questions to content areas sampled (see Kolen and Brennan, 1995).

While test development makes a very important contribution, the onus of responsibility for comparability ultimately lies with the methodology for statistical scaling. Scaling requires experiments designed to generate statistical relationships between observed test performances between years. There are a number of ways in which such experiments could be conducted, for example:

1. Require a randomly selected sample of pupils who sit test 2 in year 2 also to sit test 1 (from the previous year) at the same time. Unfortunately, this has the disadvantage that test 1 will already have entered the public domain and will probably have been used to prepare pupils for test 2. As such, it would not give a fair representation of how year 2 pupils would have performed on test 1 had they not been familiar with it. This model is not used within the national curriculum.

2. Require a randomly selected sample of pupils who sit test 1 in year 1 also to sit test 2 (for the next year) at the same time. If this sample of pupils achieves the same mean marks (and standard deviations) in test 1 and test 2, we assume that the tests are comparable and recommend the same level boundaries in year 2 as in year 1. If, on the other hand, the sample of pupils achieves higher mean marks on test 2 than test 1, we assume that test 2 is less difficult than test 1 and recommend

---

5 It is assumed that random selection will assure a distribution of ability similar to the population from which it is drawn.
that level boundaries in year 2 be raised accordingly. Of course, 'accordingly' is determined by the statistical scaling procedures and these are discussed below. This is the principal approach taken to investigate comparability for the Reading paper of Key Stage 2 English. Under this approach there are important security issues, as it would be problematic if test 2 entered the public domain prior to the live test date.

3 Require a randomly selected sample of pupils who sit test 1 in year 1 also to sit an additional 'anchor' test; then require a randomly selected sample of pupils who sit test 2 in year 2 also to sit the same additional anchor test. The anchor test is intended to measure the same quality as is measured by the live tests of year 1 and year 2. It acts as a common yardstick, or reference, against which test 1 and test 2 can be calibrated - it anchors the standards. As such, if the sample of pupils in year 2 achieved higher mean marks on the anchor than pupils in year 1, then we would expect higher mean marks on test 2 as well. If the same mean marks were observed on test 2 as had been observed on test 1, we would assume that test 2 was more difficult than test 1 and would recommend that level boundaries in year 2 be lowered accordingly. This approach is adopted as an additional insight into comparability for the Reading paper of Key Stage 2 English.

In model 2 above, we assume that the average test potential of pupils taking test 1 is the same as the average test potential of pupils taking test 2. This seems to be a reasonable assumption as they are the same pupils. Then, as both tests are assumed to be equally valid measures of the same construct, we assume that any difference in mean mark is attributable to the difficulty of the paper. If any effect of difficulty is observed then the mark distributions will need to be scaled for equivalence. Scaling simply means projecting marks (actually just the cut-score marks) on test 1 to marks on test 2 which represent the same level of test potential. Through this process of mark scaling, we project cut-scores directly from test 1 to test 2. Scaling is not actually done on the basis of individual pupils' scores (as an individual pupil may not necessarily demonstrate precisely the same test potential from one administration to the next, for one or more of many possible reasons). Instead it is done by comparing the overall distributions of marks on each test (assuming that chance variations across pupils average out over a large sample).
Scaling marks across papers can be achieved using either a linear or an equipercentile model. Linear scaling matches marks on the basis of the relative distance of marks from the mean mark on each test. Equipercentile scaling matches marks on the basis of the proportions of pupils at each mark. In linear scaling, if the level 5 cut-score lies (say) ¾ of a standard deviation above the mean mark in test 1, then the test 2 level 5 cut-score is deemed to correspond to the mark that lies ¾ of a standard deviation above the test 2 mean. In equipercentile scaling, if (say) 70% of pupils achieve below the level 5 cut-score on test 1, then the test 2 level 5 cut-score is deemed to correspond to the mark below which 70% of pupils achieve on test 2.

The linear method works well when two tests have similar mark distributions; it also tends to be more useful than the equipercentile method with small sample sizes. When the mark distributions for two tests are differently shaped (for example, if one is skewed) then the equipercentile scaling method is more appropriate (e.g. Green, 1995). The two techniques tend to agree most at the middle of the mark range and least at the extremes. When the techniques do disagree, if reasonable sample sizes have been used, the equipercentile prediction tends to be preferred to the linear one.

In model 3, test 1 cannot be equated directly with test 2; instead, both have to be equated against the common anchor test. Assuming that test 1 and the anchor test are equally valid measures of the same construct, we are able to use either linear or equipercentile scaling to represent the cut-scores on test 1 in terms of the anchor test mark scale. Likewise, assuming that test 2 and the anchor test are equally valid and reliable measures of the same construct, we can use either linear or equipercentile scaling to represent the projected cut-scores on the anchor test in terms of the test 2 mark scale. This assumes that the amount of test potential required for success in one administration of the anchor test is the same as that required in the next. This seems to be a reasonable assumption as the same test is used.
1.3.2 Conceptual rationale

As indicated earlier, the conceptual framework for comparability defined in terms of test potential typically amounts to the question 'how would these candidates have performed if they had taken test 1 rather than test 2'. In principle, the methods described above represent either direct, or nearly direct, experimental tests of this question and, therefore, are well fitted to the purpose of maintaining national curriculum test standards over time.

However, these techniques all make one very important assumption: that the linked tests measure the same qualities. If test 1 does not measure the same quality as test 2 (or the anchor test) then the logic of scaling is compromised. This has implications for the degree of rigour that is required during test construction. Moreover, it has implications for the stability of the curriculum for which each test is constructed: curriculum change immediately compromises the logic of scaling prior and subsequent tests. This is embodied in the construct of test potential which is always defined in relation to a specific curriculum.

1.3.3 Technical issues

Feuer et al. (1998) note that it is possible to establish valid links between two tests that meet certain criteria, namely, when the tests are:

1. Created to identical specifications

2. Highly similar in content emphasis, difficulty and format

3. Equally reliable

4. Expected to be administered under the same conditions

If these criteria have been met then we will have two tests which measure the same construct in the same way. In fact, if two tests really did fulfil all of these criteria then little in the way of scaling will actually be required. In practice, this is unlikely. The reason that we need to scale national curriculum test results is, basically, that we cannot guarantee that the questions will be of equivalent difficulty between years. Most of the
problems that we face in accommodating this factor are caused by violations of the other assumptions.\(^6\)

When discussing national curriculum tests, we refer to a particular problem of scaling as the ‘pre-test effect’; the present report will define this as the tendency for different (average) levels of test potential to be exhibited between the two tests that are being linked when the scaling is conducted.\(^7\) The fundamental assumption of scaling methodology is that the (average) level of test potential is controlled across to-be-linked tests; this means that pre-test effects are serious. It appears that pre-test effects occur for many of the national curriculum tests; these effects are suggested by mean differences in performance between the pre-test sample and the final test cohort (i.e., different candidates, on the same test, separated by a year). The apparent pre-test effects in Key Stage 2 Reading and Writing were of the order of 2 to 3 marks for 1997, 1998 and 1999 (from a mark total of 50 in each year and for each paper). Indeed, Whetton (2000) suggests that these pre-test effects may be increasing over time.

To the extent that pre-test effects can be attributed to differences in the test potential of pupils taking the to-be-linked tests, two possible explanations have been suggested:

1. Test potential for the pre-test is lower than test potential for the concurrent live test (even amongst the same group of pupils), because pupils are more motivated to achieve well in the latter than the former.

2. Test potential for the pre-test is lower than test potential for the concurrent live test (even amongst the same group of pupils), because the live test tends to be taken slightly later in the school year, presenting an opportunity for test practice as well as meaning more time for curriculum coverage, revision or ‘cramming’.

Both of these explanations are, essentially, violations of the fourth criterion identified by Feuer et al. (1998), as the tests are not being administered under the same conditions.

---

\(^6\) Of course, it is important to remember that all tests have a degree of unreliability inherent in them, even in the most favourable of situations. Even if you used the same test twice, with the same 1000 pupils, you might not reach the precisely the same cut scores after equating (Quinlan and Scharaschkin, 1999).

\(^7\) This definition is adopted to distinguish effects that result directly from weaknesses in the methodology of scaling and those that arise for other reasons.
The inference that pre-test effects are present (from the evidence of a mean mark difference between pre-test in year 1 and final test in year 2) is based on two prior assumptions: (i) that the pre-test sample is selected at random; and, consequently, (ii) that there is no mean difference in test potential between the pre-test sample in year 1 and the final test cohort in year 2. Of course, if there were overall differences in test potential (due, perhaps, to the effect of a national strategy), then an average difference in performance between the pre-test and final test would not be directly indicative of pre-test effects.

Similarly, marking differences between pre-test and final test would confound estimates of genuine pre-test effects. That is, if markers were not rewarding similar performances in the same manner, between pre-test and final test, then differences in performance would be indicated when none actually existed. In fact, there are good reasons to suggest that marking effects may occur; in particular, the fact that final test scripts undergo borderline re-marking. During borderline re-marking, scripts from those pupils directly below each level boundary are re-marked. However, as only mark increases are recorded this will act to inflate the mean mark for the final test cohort artificially. Quinlan and Scharaschkin (1999) suggest another potential marking issue. As the pre-test is marked by a small team of experienced markers, while the final test is marked by a larger number of less experienced markers, there may be more chance of a non-random interpretation differences between the two. A final marking issue is the risk of interpretation effects being even more pronounced when marking schemes change between pre-test and final test.

This raises another issue that confounds the interpretation of pre-test effects. Occasionally, it is not only the mark scheme that changes from pre-test to final, but the actual test. Question order may be altered, slight wording changes may occur, or questions may even be removed or replaced. If questions change then effects upon the final test results can be estimated to a certain degree (as the questions will have been pre-tested in a different format). However, untestable assumptions must be made; for example, that the questions will be of the same facility in the new test. It has been shown that such assumptions do not necessarily hold and the facility of a question can differ even as a function of its order in a test (e.g. Goldstein, 1996). (Although, it must be said, much
test theory and most test development depends on the principle of independent functioning of items.)

Returning now to the putative pre-test effects - the potential weaknesses of the methodology used for linking national curriculum tests - evidence pertinent to the two explanations presented above was discussed by Whetton (2000). The fact that pre-test effects are largely absent from Key Stage 3 mathematics raises the question of whether procedural differences can explain the problem. In fact, a notable aspect of the procedures for Key Stage 3 mathematics is that the pre-testing is carried out shortly after the previous year's live test, rather than before (pre-testing appears generally to occur before live testing). This raises the interesting possibility that inflated performance on the live test may, to some extent, be due to practice or due to the additional curriculum coverage, revision or 'cramming' that is possible when pre-tests are taken first. The lack of pre-test effect for Key Stage 3 mathematics also seems to argue against a differential motivation effect between pre-test and live test (however, it could simply be that pupils are not more motivated in live tests than pre-tests at Key Stage 3, if these are perceived as 'low stakes'). Further research is needed to clarify the nature of these effects.

Moving to more conceptual issues, it is important to the logic of scaling that the to-be-linked tests measure the same thing. To the extent that the qualities assessed by two tests do not, problems can arise that are hard to resolve (Feuer et al., 1998; Goldstein, 1986; Goldstein, 1996). One such problem is that different scaling functions may result when computed for different sub-groups of the population separately. For example, a boy and a girl with the same score on test 1 might be scaled to different scores on test 2. This might happen, for example, if girls and boys were equally motivated for test 2, while girls were more motivated than boys for test 1 (or, similarly, if test 1 measured an aspect of the curriculum that girls tended to excel at). The point is not that one or other of the sub-group scaling functions is 'right', nor that the overall scaling function is 'wrong', it is simply that the concept of scaling is rendered somewhat meaningless in such situations. If test 1 is measuring a different quality from test 2 then we are left grappling with an unresolvable problem of what comparability could possibly mean in such a situation. The problem is not technical, it is conceptual. An alternative way of framing the problem would be to express it in terms of test potential. Differing scaling functions for identifiable sub-groups mean that the test potential of candidates in test 1 will differ from
the test potential of candidates in test 2 (even though they are the same candidates). This undermines the basic logic of scaling methodology which is to control for differences in test potential. Note that this problem can be exacerbated by the use of an anchor test when scaling functions change over time. Likewise, scaling functions can be different between sub-groups of different ability, causing problems for scaling across tiers.

"Equating works primarily because of the care that goes into ensuring that the tests measure the same construct. ... A slight change in topic emphasis from year to year can change the amalgam slightly, which can mean that this year's test isn't measuring quite the same thing as last year's test, which renders the equating suspect." (Green, 1995, p.14)

Scaling is rendered suspect when curricula change, or when test formats are altered significantly. This is a particular problem for national curriculum assessment. For example, the 1999 Key Stage 3 English test included a new Shakespeare play, which meant that the test development agency had to "make allowance" for this (Quinlan and Scharaschkin, 1999). Exactly what making allowance should amount to is a problem that has no simple solution. Curricula inevitably change in other subjects as well; for example, the introduction of more 'number crunching' or more algebra into the mathematics curriculum, or (as actually happened) the addition of a new mental test. Any changes render scaling suspect and force untestable, and sometimes somewhat arbitrary, assumptions to be made. The Reading paper of Key Stage 2 English appears to be particularly vulnerable to this challenge as there has been a policy of changing the type of text used from one year to the next.

Finally, a word on the anchor test. While repetition of the same test from one year to the next appears intuitively attractive as a method for monitoring standards, it carries with it some distinctive problems. In particular, if the anchor test is shorter than the final test this will reduce its reliability (a violation of Feuer et al.'s third criterion). Moreover, this is also likely to reduce its validity, as fewer curriculum areas may be sampled in a short test. Indeed, when pupils also take a reduced pre-test this weakens the validity of scaling even further. There is also the problem that, if the curriculum changes, the anchor test will become invalid (see above discussion). Finally, there is the problem that the reduced mark scale of the anchor test inevitably places a practical limit upon the validity of marks.
projected upon a larger scale. The more imprecise the matching of boundaries becomes the more potential for 'standards drift' exists. In short, the use of the anchor test in Key Stage 2 English presents a weak link in the comparability chain.

1.4 Angoff procedure

1.4.1 Methodology

The assumption behind Angoff's standard setting procedure (e.g. Angoff, 1971) is that experienced teachers are able to use mental models of pupils' abilities to judge how difficult borderline pupils will find individual questions. Having thus determined the difficulty of individual questions, these estimates can be aggregated to determine the difficulty of the test as a whole. This leads directly to estimates of appropriate cut-scores. The procedure can be illustrated with respect to English at Key Stage 2 in 1999.

The Angoff level setting meeting for Key Stage 2 in 1999 was held over a period of two days during November 1998. The intention of the meeting was to generate three cut-scores on the Reading test: level 3, level 4 and level 5. Thirteen participants were selected from across England with the requirement that they be experienced Year 6 teachers with expertise in English and/or assessment. They represented teachers from primary and junior schools of varying sizes from a variety of types of area.

During the training phase of the exercise, the teachers took part in group discussion training sessions in which they formulated descriptions of borderline pupils (at levels 3, 4 and 5) and applied these to the kind of single and multiple mark items that they were to evaluate subsequently. For the purpose of the study a borderline pupil was defined as a pupil who, according to teacher assessment, would be judged as just attaining the level.

During the first phase, each of the teachers, working individually, was required to estimate the proportion of borderline level 3, 4 and 5 pupils that they considered would be successful on each actual test item. This was phrased in terms of imagining 100 borderline pupils and estimating how many would be successful on each question. On multiple mark items, the participants divided their 100% between each of the marks (e.g.,

---

8 Borderline is defined as the lowest mark at which a certain level is awarded.
10% would achieve 0 marks; 30% 1 mark; 50% 2 marks; and 10% 3 marks). From these initial estimates, cut-scores for each paper were derived for each teacher, at each judgmental boundary, by aggregating the following product across items: the predicted proportion of successful level X pupils (from 0 to 1) multiplied by the total number of marks attained on each question.

During the second phase, teachers were given feedback concerning how their decisions compared with those of the rest of the group. Statistical information was also provided (from the second pre-test) concerning the facility of each of the items and the accompanying distribution of marks for the test as a whole. Reflecting upon this information, but still working individually, teachers were given the opportunity to revise their original estimates.

During the final phase, a group discussion was convened which focused particularly on differences in estimates between group members (particularly large ones) and the reasons for these differences. Once more, the teachers were allowed to reconsider their judgements in the light of this new information. From teachers’ final item-level estimates, their final cut-scores were computed; these were averaged across teachers to provide the cut-scores recommended by the group as a whole.

1.4.2 Conceptual rationale

The use of the Angoff procedure is a recent development in the UK, although it has been used far more widely in the USA. Its use for setting national curriculum standards was pioneered in Northern Ireland in 1993 (Morrison et al., 1994) and it has been adopted throughout the UK since then. Angoff’s procedure has been interpreted in numerous ways, but the approach adopted in the UK is based upon the ‘eclectic’ model recommended by Berk (1986). This model incorporates the features that Berk saw as important for ensuring maximum reliability.

The basic assumption behind the Angoff procedure is that teachers are able accurately to estimate the probability that a ‘minimally competent’ borderline pupil will achieve success on a particular question. In terms of the weak criterion referencing model described earlier, it presumes that teachers are able to manipulate the following in order to determine their probability judgements: mental models of pupils with threshold test
potential and judgements concerning the test potential required for successful performance on individual questions. Two conceptual problems immediately arise. First, is it reasonable to assume that teachers can form valid mental models of pupils with threshold test potential? Second, is it reasonable to assume that teachers can accurately determine the level of test potential required for successful performance on individual questions?

First, is it safe to assume that even experienced teachers possess valid internal representations of borderline standards? In a genuinely criterion referenced examination, it might be argued that criteria would not only be written down in black and white for all teachers to internalise but would also have been grounded in the practical assessments of teachers in the first place. However, the national curriculum is not a genuinely criterion referenced system and it is debatable whether level descriptions are sufficiently precise to allow teachers to use them as the basis for constructing representations of minimally competent pupils. This is particularly so as level descriptions are defined in terms of typical pupils at a level, not borderline pupils. It is important to spell out the problem carefully. The issue is not whether teachers have sufficient professional knowledge to be able to use and apply level descriptions in a generally satisfactory manner; no doubt they can, and frequently do, in the everyday classroom context (see Sainsbury and Sizmur, 1998, for a discussion of the conceptual framework underlying teacher assessment in the national curriculum). The question is more specific: (a) when even level descriptions are defined in terms of the performance of typical level X pupils, how reasonable is it to expect teachers to be able to generate valid representations of pupils who fall into the grey area between levels? (b) moreover, how reasonable is this when the degree of precision required is such that teachers are required to represent, not simply the grey area, but a specific point within that grey area - the borderline (a borderline pupil represents the test potential relating to a single mark on a mark distribution - neither one mark more nor one mark less)?

Cizek’s answer to the problem of construct confusion was as follows:

"in order for a standard setting method to be implemented properly, clear definitions of key constructs must be developed a priori. In practice, participants will usually need to make repeated references to a formal, written summarization
of the attributes and performance indicators that define the construct of interest in order to maintain conceptual fidelity and to implement the procedure faithfully.” (Cizek, 1996, p.15)

Unfortunately, even ignoring the fact that there are no written statements concerning national curriculum borderline pupils, Cizek’s guidelines are compromised by their strongly criterion referenced assumptions. We cannot assume that ‘attributes and performance indicators’ alone are capable of defining our construct of interest. This is not to deny that clear task specification might be of assistance in easing conceptual confusion - as long, of course, as the criteria specified demonstrably related to standards that had been applied in previous years! What should be done, for instance, if specifications (in level descriptions) of what borderline pupils ought to be able to achieve conflicted with evidence (from previous examinations) of what borderline pupils were able to achieve? Perhaps, in the context of maintaining standards, it might be safer to require that teachers’ understandings of minimally competent pupils be developed in practice on the basis of feedback from standards set in previous tests? This would have implications for the use of the Angoff procedure in the first few years of testing in a curriculum area.

Turning to the second question, is it safe to assume that even experienced teachers are able to judge question difficulty accurately? There seems to be a major conceptual dilemma here: if the task of perceiving differences in the difficulty of apparently similar questions was not quintessentially problematic, then the Angoff procedure would not be needed at all: test writers would simply write questions of identical difficulty from one test to the next and level boundaries would remain unchanged. If teachers cannot be relied upon accurately to account for question difficulty then this calls into question the appropriateness of the procedure (see also Massey, 1995).

In fact, it will be noticed that the national curriculum version of the Angoff procedure - following the method described in Morrison et al. (1994) - ensures that scrutineers are allowed to revise their initial judgements on the basis of statistical information concerning the difficulty of individual questions. Morrison et al. (1994) demonstrate how this tends to bring teacher judgements of relative question difficulty into line with statistical estimates. This effect might be taken to suggest that teachers are not necessarily confident that they can determine question difficulty with more precision than statistical
measures. More importantly, though, we might question the validity of asking teachers to integrate statistical information at all. A particular strength of the Angoff procedure is its face validity: the determination of standards by professional judgement. It is not clear the extent to which this is reduced when professional judgement is modified by the impact of statistical information. To what extent can the final judgements really be considered to represent teachers' standards?

1.4.3 Technical issues

There is very little UK research into the reliability or validity of the Angoff procedure for setting educational standards.\(^9\) However, a considerable body of American research has built up over the past two decades. Although a detailed review is beyond the scope of the present report, some indication can be given of the main issues that have arisen. Unfortunately, there seems to be no clear consensus view from the American literature. While few, if any, would accept that the standards embodied in the Angoff procedure are entirely trustworthy, opinion is divided concerning the seriousness of its limitations. As noted by Dwyer (1996), some of the most distinguished measurement experts are so unimpressed by available methods that they recommend that standards *should not be set at all* unless absolutely necessary. Of course, standards do have to be set for many tests, which is why many researchers have adopted the approach of seeking out the best method from what may (or may not) be considered a bad bunch.

Berk (1986) took exactly this approach, providing a ‘consumer’s guide’ to standard setting procedures. He reviewed 23 methods for setting cut-scores using techniques that relied upon judgmental decision making and he evaluated each in terms of the extent to which they fulfilled a number of technical and practical criteria. Technical criteria concerned issues such as reliability and validity; while practical criteria concerned whether the procedure was easy to implement and understand. Berk also made an important distinction between purely judgmental methods such as the original Angoff and judgmental-empirical methods such as the iterative Angoff. The latter differs from the former as participants are allowed to revise initial recommendations in the light of actual

\(^9\) There are numerous versions of the Angoff procedure (see Berk, 1986). The report will use the generic 'Angoff' when greater precision is unnecessary.
performance data (particularly item facility indices). The procedures used in national curriculum assessment are, therefore, judgmental-empirical.

Berk concluded that the Angoff procedure provided the best balance between technical adequacy and practicability, from amongst the judgmental approaches. However, he did note two problems: firstly, that many judges have difficulty defining students who are minimally competent; and, secondly, that certain test items are more difficult to rate accurately than others.\(^{10}\)

While the judgmental approaches were deemed simpler and, therefore, more practical than the judgmental-empirical methods, the latter won out in terms of technical adequacy. In actual fact, within the latter category, the iterative Angoff procedure lost out overall to the informed judgement method (Popham, 1981). However, as already mentioned, when finally recommending a model technique for setting standards for educational certification, Berk did borrow heavily from the iterative Angoff. As such, it would seem that he generally rated this approach above the others (for the purposes that we are interested in).

Morrison et al. (1994) reported the results of a study that translated Berk’s recommended model into the national curriculum context. They illustrated how the iterative procedure was particularly effective in ensuring that teachers’ estimates of question difficulty better reflected the difficulty ranking given by item facility indices, an indication of enhanced validity, perhaps. Moreover, the variability of teachers’ judgements also decreased notably from session to session after statistical feedback and group discussion. They concluded that “reliability of recommended standards increases both as a consequence of receiving normative data and of discussion” (Morrison et al., 1994, p.181). Thus, the use of the iterative Angoff procedure is defensible in terms of its proven ability to enhance judgmental reliability to a greater extent than many other judgement-based approaches. However, it important to note that enhanced reliability is of little comfort if all that is ensured is a more systematic bias. We need to be confident that participants are converging on the appropriate decisions. Whether Morrison et al. (1994) convincingly

---

\(^{10}\) The subjectivity of the item content decisions used to arrive at the performance standard for most of the methods can be expressed as follows: Judges have the sense that they are “pulling the probabilities from thin air” (Shepard, 1980a, p.453).” (Berk, 1986, p.147)
demonstrated this is open to debate, as is the issue of whether their statistical estimates of reliability and validity are appropriate (Massey, 1995).

It is worth returning to the two questions raised earlier, the first of which asked whether teachers are really able to conceive of a borderline pupil. A study by Sizmur (1997) raised a note of caution in this respect. In a study of standard setting for reading tests for 7-year-olds, Sizmur concluded that the cut-scores from the iterative Angoff procedure were too low (a conclusion reached through triangulation with other sources of information). He suggested that this could be at least partly explained by a lack of familiarity on behalf of the teachers with how pupils would interact with the type of test used. Without sufficient familiarity with the test type, teachers were not able to picture the likely performance of a borderline candidate.

Teachers involved in Angoff exercises for national curriculum tests would undoubtedly have more familiarity with the testing formats and with the ways in which their pupils would respond to them. Indeed, it is likely that this ‘guild knowledge’ (Cresswell, 1996) will increase with every year of national curriculum assessment. However, whether even they are able to form accurate mental pictures of borderline pupils at various levels is a research question that remains to be addressed. Research within the national curriculum context would seem particularly important as the rationale used here differs from that typically reported in the American literature. In the UK, judges are supposed to be maintaining a pre-existing standard rather than setting a new standard; this means that the standard to be carried forward has a very precise specification in relation to discrete marks on a previous year’s test.\footnote{Morrison et al.’s (1994) recommendation that teachers “identify such a minimally acceptable pupil (or pupils) from among the young people they teach” assumes that each participant teaches at least one genuine borderline pupil. Even this assumption is dubious in light of the specificity required to maintain test standards within the national curriculum. A predictable reply might be that errors in mentally representing borderline pupils would be distributed randomly around the ‘genuine’ borderline pupil (and so cancel out). Perhaps. If nothing else, though, this raises issues of the size of the sample of teachers.}

The second question that we need to reconsider is whether teachers are able to assess the absolute degree of difficulty that would be experienced by borderline pupils attempting test items. The study by Morrison et al. (1994) suggested that, on average at least, teachers were not bad at estimating the relative difficulty of questions (as indicated by the
correlation between average probability estimates and actual item facilities). However, the reason for using teachers is not to assess relative difficulty but absolute difficulty - absolute difficulty for borderline pupils. Once again, the jury is still out concerning whether teachers are able to perform this function effectively.

Impara and Plake (1998), following Bejar (1983), believe that they cannot. They conducted a study in which teachers first defined 'D/F borderline' with respect to their own students by predicting their grades in a sixth-grade benchmark science test which had been in use for four years. Across 26 teachers, borderline students were deemed to be the 95 who were predicted to achieve either D or F (where F was the 'failing' grade, directly below D). The same teachers then followed an iterative Angoff procedure to rate the facility of items in the test for "those students in your class who are just barely passing the class (the borderline D/F student)". Their results showed that, for half of the teachers involved in the study, the average difference between estimated item facility (for a borderline D/F pupil) and actual item facility (across the 95 D/F pupils) was greater than or equal to 0.25.\textsuperscript{12} Putting it simply, while the teachers were reasonably accurate in determining the relative difficulty of questions, they were not accurate in determining the absolute difficulty of questions. Importantly, this appeared not to be a random effect, but a consistent effect of under-estimating the apparent facility of items (i.e., they predicted lower success rates than were observed).

Unfortunately, there is a technical hitch in this study: if there happened to have been more pupils predicted D than F, then we might have expected teachers’ ratings to underestimate the facility of items for genuine borderline pupils (when compared with the actual facilities of items for a group in which the average ability would clearly have been higher than the borderline). Sadly, information is not available to shed light upon this matter (Impara, personal communication, 8 March 2000). However, this is an important and suggestive study that would appear worthy of replication in the national curriculum context.

\textsuperscript{12} This is 0.25 from a scale of 0.00 to 1.00, i.e., estimates of the proportions of successful borderline pupils erred, on average, by 25\%.
Finally, it is worth mentioning issues related to the sampling of participants for an Angoff exercise. While not always statistically significant, Morrison et al. (1994) noted a tendency for absolute estimates of difficulty to differ by type of rater. Grammar school teachers tended to rate questions as easier than Secondary or Primary teachers and tended to be less resistant to change their ratings in the light of performance data. Similar effects have also been noted in Key Stage 3 mathematics (Ruddock, personal communication, 17 March 2000). While we cannot say that one type of rater is necessarily more accurate than another, if genuine rater type effects do occur then there are particular sampling issues that need to be addressed. When the Angoff exercise is conducted with relatively small committees there ought to be a very good rationale for the choice of participants. It is worth bearing in mind that phase 1 and phase 2 of the iterative procedure are perfectly amenable to a large scale survey approach. Perhaps a two-stage iterative approach with large numbers of teachers might prove more valid and reliable than a three-stage iterative approach with a chance for group discussion but fewer participants? Once more, this is an issue that deserves further research.

1.5 Script scrutiny

1.5.1 Methodology

The assumption behind script scrutiny is that subject specialists are able to use mental models of pupils’ underlying abilities to adjust for the differing difficulties of test versions. Live scripts, each at a specified mark, are individually scrutinised in order to determine their standard in relation to a historical benchmark. The historical standard is exemplified in scripts from pupils deemed to have been at the borderline of each level on the same test paper in the previous year.

The script scrutinies, for each subject at Key Stages 2 and 3, constitute the initial phase of the Level Confirmation Exercise and take place shortly after the live test administrations. Committees are formed from subject specialists including the test’s Lead Chief Marker, marking agency Chief Markers, Deputy Chief Markers and others. The specialists begin their exercise by scrutinising a sample of scripts from the previous 3 years’ tests at the
relevant level boundary of the paper in question. They continue with a discussion of the "qualities of those scripts, the characteristics of performance they embodied, as well as any concerns that they might hold about the marking of those scripts" (Quinlan and Scharaschkin, 1999). In 1999, the Key Stage 2 English scrutineers considered the Reading and Writing components separately (level cut-scores for each boundary are aggregated across Reading and Writing to form the overall English test boundaries).

Having familiarised themselves with the historical standard, the subject specialists scrutinise a small number of packs of scripts from the live test, where each pack corresponds to scripts at one of a range of marks around the likely threshold. In Key Stage 2 English in 1999, scrutineers judged 12 scripts at each mark (from a 5 mark range around the likely boundary) to determine cut-scores for each of levels 3, 4 and 5 for Reading and Writing, respectively. The sample scripts had been photocopied, during which names and mark totals had been eliminated so that - in theory - scrutineers should not have been able to tell which packs represented the higher marks within the range and which represented the lower marks.

Working independently, the specialists judged which packs contained scripts 'below the historical standard', 'equivalent to the historical standard' or 'above the historical standard'. These judgements were collated on a flip chart to represent the level of agreement between individuals. Group discussion was then employed to reach consensus concerning which packs most accurately matched the quality of performance of borderline pupils in previous years. The marks awarded to scripts in these chosen packs determined the final boundary recommendations.

This procedure is very similar to that which is encapsulated in the Code of Practice for GCSE and A/AS examinations. However, at GCSE and A/AS, subject specialists are explicitly given additional evidence relating to the component in question (in particular, statistical evidence concerning the implications of different cut-scores for the proportion of pupils that would be expected to reach each grade).

---

13 These archive scripts are sent to participants prior to the meetings and, by the committee stage, the scrutineers should have read them and formed mental models of the standards embodied at each boundary.
1.5.2 Conceptual rationale

The use of script scrutiny to inform (or determine) comparability decisions has a long history within the UK public examining system at 16+ and 18+. Indeed, script scrutiny meetings are the central focus of standard setting in the GCSE and A/AS and they have been for many years. As Christie and Forrest (1980, p.21) explain: “The requirements that boards make of their senior examiners are such that they implicitly attribute to them the ability to spot a borderline script at twenty paces.” Unfortunately, the theoretical underpinnings of this practical requirement have hardly ever been made explicit. Similar problems arise in this context as arose with the Angoff procedure: what exactly does a borderline pupil look like and is it likely that an examiner would have the ability to recognise one?

Recent work by Cresswell, Baird and Newton (e.g. Cresswell, 1996; Baird et al., 2000; Newton, 1997a, present report) has attempted to clarify the situation by specifying more tightly the definitional framework for comparability within UK public examinations and the task required of script scrutiny panels. This is how Baird et al. (2000) frame the problem:

“In the simplest situation, two examination papers would sample precisely the same curriculum areas (using slightly different questions). This would enable awarders to make direct comparisons of performance, between the two examinations, curriculum area by curriculum area. In fact, this situation is typically not observed in public examinations and the two examination papers will generally sample somewhat different curriculum areas (again, using slightly different questions). This makes the task for the awarders considerably more difficult as they now have to be able to take into account how candidates for each of the examinations might have performed in curriculum areas that were not sampled. This, presumably, requires some kind of extrapolation from performance in shared curriculum areas to performance in curriculum areas that are not shared. It may be that, as teachers, awarders can carry out this task using their experience of personally assessing students throughout the year across the full range of curriculum areas. This, at least, may be the case when the curriculum remains fairly constant from one examination to the next. However, the task
becomes significantly more difficult when the curriculum changes. In the most extreme situations, when experienced awarders have been asked to judge the comparability of examinations based upon syllabuses that have changed radically over time, even many of them have been forced to conclude that the task is, essentially, impossible (e.g. Christie and Forrest, 1981; SCAA, 1996).”

In terms of test potential, the task of the scrutineer would be to extrapolate from observed performance at a boundary on the previous year’s test to the underlying test potential of pupils at that mark. She would then have to project this test potential onto the present test to construct the performance that might have been expected from last year’s borderline pupils had they taken this year’s test. Putting it simply, the basic assumption of the script scrutiny method is that scrutineers are able to ‘see through’ question/test difficulty. However, as discussed in relation to the Angoff procedure, if the task of perceiving differences in the difficulty of apparently similar questions was not quintessentially problematic then script scrutiny panels would not be needed at all: test writers would simply write questions of identical difficulty from one test to the next and level boundaries would remain unchanged. In principle, then, the conceptual rationale for script scrutiny is, once more, slightly questionable.

1.5.3 Technical issues

Although script scrutiny has been used to inform level setting for a number of years there has been little, if any, research into the appropriateness of this procedure in the national curriculum context. Indeed, while there have been many studies which have used script scrutiny panels to monitor comparability at GCSE and GCE A/AS (e.g. Bardell et al., 1978; Christie and Forrest, 1980; Forrest and Shoesmith, 1985; Fowles, 1995; Quinlan, 1995), there have been few which have attempted to assess directly their reliability or validity. The important exception is work that has been conducted by Cresswell and colleagues at the Associated Examining Board (e.g. Cresswell, 1997; Cresswell, 2000; Scharaschkin and Baird, forthcoming). The conclusions of this research are relatively pessimistic concerning the validity of subject matter expert consensus as the sole arbiter of comparability.
Cresswell (1997) investigated the validity of awarding decisions, for a variety of medium to large entry A-level subjects, made at a time when grade boundaries were fixed purely on the basis of subject matter experts' judgements. Considering the outcomes of awarding meetings in two adjacent years, he began by determining the degree of change in the proportions of candidates achieving grades A, B and E for each subject. Across 38 subjects, the degree of change in cumulative percentages of pupils achieving each grade ranged from: 0% to 13.2% at grade A (>=5% in 3 subjects); 0.1% to 15.7% at grade B (>5% in 13 subjects); and 0% to 15.3% at grade E (>5% in 14 subjects). Cresswell's intention was to consider whether, on the balance of probability, the profile of changes observed across subjects was rationally defensible.

To defend changes in the cumulative percentages of pupils at a specific grade, one of three explanations might be given:

1. As a whole, candidates' performances had changed from year 1 to year 2 (e.g., candidates were generally better in year 2);

2. The balance of identifiable sub-groups within an examination cohort had changed from year 1 to year 2, where the sub-groups tend to display different performance characteristics (e.g., there were proportionally more female candidates in year 2 and female candidates tend to perform better);

3. New (or missing) candidates in year 2 displayed different performance characteristics from the year 1 examination cohort (e.g., the examination had attracted a large number of new entries from independent selective schools).

Dismissing explanation 3 was relatively simple. The degree of change in number of candidates between years was not sufficient to explain the degree of change in performance profiles. Year-on-year changes in the total numbers of candidates for each subject tended to be small in comparison with existing candidate numbers.

Explanation 2 required more evaluative work. For each subject, Cresswell re-weighted the proportions of candidates from identifiable sub-groups at grade X in year 1, by the proportion of the year 2 cohort that they represented. Then the predicted changes, due to differential representation of sub-groups in year 2, were compared with the actual changes.
observed. In fact, not only were the observed changes considerably larger than the predicted changes, they were not even correlated with them.

Explanation 1 was the most complicated to evaluate. Cresswell began by eliminating one obvious explanation: that the observed changes were due to genuine performance differences, but ones due to chance alone. Simple statistical modelling demonstrated that the pattern of changes across subjects did not reflect that which could be put down to chance alone. If not due to chance, potential alternative explanations had to be considered, the first of which was that a factor common to the entire year group had led to changes in performance across all subjects. In fact, this was easy to rule out because, for some subjects, performance appeared to increase while, for others, it appeared to decrease. The obvious reply, though, was that whatever caused the increases or decreases was subject-specific, for example, motivational changes in a subject area from one year to the next.

Cresswell’s counter was two-fold. Firstly, he examined performance changes within subjects for sub-groups of candidates from different types of institutions: schools, further education colleges and from overseas. This revealed a strong tendency across subjects for changes in performance from one year to the next to be in the same direction for all three sub-groups. The implication is that if a subject-specific factor had been at work, it had had a similar impact upon students from a range of different backgrounds. It is not clear how or why a factor such as general motivation could have had such a uniform impact, particularly when considering pupils from different countries. Secondly, Cresswell investigated changes observed between year 1 and the preceding year. The fact that these changes were not related to changes between year 1 and year 2 seemed even more reason to question whether they represented the impact of significant performance-related factors. Exactly what kind of factor(s) could lead to consistent effects within subjects, but inconsistent effects between subjects and between years in the same subject?

On balance, Cresswell concluded that the profile of changes across subjects was not defensible. While a degree of change is, no doubt, to be expected from one year to the next, the scale of changes proposed by the scrutineers across the different subjects seemed unreasonable. A more likely explanation was that large changes resulted from inappropriate grading decisions. Cresswell subsequently evaluated the scrutineers’
decisions under the assumption that ability profiles were generally similar from year 1 to year 2 across subjects. If this were true then differences in mean marks between years would be attributable to the difficulty of the examination papers alone (once differences in mark totals between years had been accounted for). As such, grade boundaries would have to be raised/lowered to maintain standards. Comparing the statistically predicted grade boundary movements (under the null hypothesis of no change in quality of the examination cohort) with the scrutineers’ recommended movements, it appeared that the latter tended to be around 0.4 of the size of the former. It is important to stress that, in 77% of cases, the scrutineers did move the boundaries in the ‘correct’ direction. The implication seems to be that the subject matter experts were generally able to determine the direction in which grade boundaries needed to be moved to account for differences in examination difficulty between years, but not the extent of movement required. This effect is in keeping with earlier research by Good and Cresswell (1988) which showed that awarders’ judgements (of the same grade boundaries on different tiers) tended to be lenient for lower tier papers and severe for higher tier papers.

Although there is not a great deal of research in this area, Cresswell’s study is detailed and convincing. Moreover, its pessimistic evaluation of script scrutiny judgements ties in with research that has been conducted in other judgmental contexts (e.g. Berk, 1986). Importantly, Berk noted that, when guided by relevant statistical evidence, scrutineers’ judgements of question difficulty could be made more consistent. Cresswell (1997), likewise, found this to be case with script scrutiny panels’ judgements.

There are a number of possible explanations for the weakness of unguided judgmental recommendations. Some of these relate to issues discussed in relation to the Angoff procedure: for example, subject matter experts are not necessarily very good at appreciating the difficulty of individual questions. Other explanations are more specific to the script scrutiny format. Cresswell (1997) was able to identify many aspects of script scrutiny meetings that could be challenged on the basis of research on the social psychology of decision making in small groups. For example: the pressures to conform; the way in which evidence from available individual cases can override more general considerations; the tendency for groups to take riskier decisions that individuals acting alone; etc.. Berk (1986) was similarly concerned about the inappropriate impact of social psychological factors and noted that, while further research was needed, those responsible
for designing standard setting procedures should "devote serious attention" to recommendations for reducing undesirable effects.

Other inappropriate influences upon awarding decisions have been identified; in particular, the effect of consistency of performance within scripts (where an 'inconsistent script' is one with particularly high marks on certain questions and particularly low marks on others, in relation to all other scripts with the same total mark). Scharaschkin and Baird (forthcoming) found that A-level Biology awarders were more likely to classify inconsistent scripts as being worthy of lower grades than particularly consistent scripts or scripts of average consistency - despite the fact that all scripts had the same mark total. Likewise, A-level Sociology awarders were more likely to classify particularly consistent scripts as being worthy of higher grades than scripts of average consistency. It is not clear precisely what practical recommendations ought to follow from such findings. Perhaps the best advice would be that sample scripts were selected at random.

1.6 Statistical analysis of live data

1.6.1 Methodology

The statistical analysis of live data constitutes the second phase of the Level Confirmation Exercise. It is based on the assumption that final decisions concerning level boundaries should not be taken in the absence of detailed information concerning how well pupils have actually performed in the live tests. As such, it is not a method for maintaining standards, per se, but a method for collecting salient evidence.

The sampling technique in 1999 required each marker to return the marks of a randomly selected sample of (up to 22) pupils from one of the schools that she was marking. These data were analysed in order to determine, for example: extrapolated proportions of pupils at each level of each test given the draft level boundaries; gender breakdowns of performance; etc. The statistical extrapolations also took into account the effects of borderline remarking on the final level distributions: the inevitable increase in 'pass-rates' resulting from the re-marking of candidates just below level thresholds.¹⁴

¹⁴ Note that the evidence that was collected related purely to the main tests and not to the extension papers.
1.6.2 Conceptual rationale

Once again, the collection of live data is simply a way of obtaining relevant evidence rather than a technique for maintaining test standards. However, it makes a lot of sense to have an indication of the likely final level distributions within a test before level boundaries are agreed. If large, unexpected, discrepancies occur these can be fed into the final decision making meetings.

1.6.3 Technical issues

Research into the accuracy of the live data collection exercise in 1999 (Quinlan and Scharaschkin, 1999) demonstrated that, at both key stages, predictions were within 1% of the National Data Collection figures. This indicates that the procedures used for sampling were effective and that the data were robust for their intended usage.

On the other hand, it is interesting to note the surprise of the Rose report that live data entered into the discussion at all:

"Papers circulated at the meeting gave detailed information on the effects of each threshold mark on the percentage of 11 year olds attaining the different levels, but this was not considered until after the main discussion. To an outsider, it was surprising that this 'reality check', as it was termed, should have entered into the debate. The same could be said of brief discussions on whether a particular outcome seemed plausible in relation to previous years' results. However, in neither English nor mathematics could this be considered to have contributed even marginally to the level thresholds set." (Rose, 1999, para.8.4)

It seems likely that the surprise of the Rose report is rooted in the common misconception that live data should not be used to set standards because they are irrelevant in a criterion referenced system. This belief is misplaced for two reasons. Firstly, a major theme of the present report is that national curriculum tests are not criterion referenced, but criterion related, and standards cannot be set purely on the basis of observed performances in scripts. Secondly, even if national curriculum tests were criterion referenced it would still be unlikely that large percentage changes in performance would genuinely occur from one year to the next, particularly if there were no clear patterns to them (e.g., between years,
subjects, papers or boundaries) or if no coherent explanations could be found for them. As such, there are very good reasons to analyse live data.

1.7 Final Level Threshold Setting

1.7.1 Methodology

The purpose of the Final Level Threshold Setting Meeting is to integrate all of the possible sources of evidence concerning which boundary decisions will ensure that standards have been maintained. Once more, then, it is not actually a discrete technique for maintaining standards. However, it is certainly the most important stage of the standard maintenance process, as the validity of levels assigned to candidates is determined, ultimately, by the appropriateness of decisions made here. Indeed, it is arguably the most important stage of the test development process; as Morrison et al. (1995, p.180) note: “The reliability of the test is academic if its cutscore is set unreliably.”

The decision-making panel for each meeting is convened by the QCA and composed of representatives from bodies involved in the test development process, principally: QCA staff, test development agency staff and the Lead Chief Marker. Independent observers are also invited to attend the meetings, for example, representatives from teacher associations, academic institutions, etc..

For each level boundary decision to be reached, the committee revisits all of the available evidence:

- recommended cut-scores from the Pre-test;
- recommended cut-scores from the Angoff procedure;
- the Draft Level Thresholds;
- recommended cut-scores from the Script Scrutiny;

---

In actual fact, there is a prior meeting - the Draft Level Threshold Setting Meeting - which has responsibility for initial recommendations. This takes place a few months before the final meeting and is necessary because markers need to have some idea of the likely borderlines in order to begin borderline re-marking. The members of the committee are from the QCA and the test development agency and reach decisions based on information from statistical scaling and Angoff (using a report on these matters prepared by the test development agency).
implications of different cut-scores from the Live Data Collection.

Only evidence from the script scrutiny and the live data collection is actually new; if these do not suggest problems with the Draft Level Thresholds then they can be accepted without further ado. If the new evidence suggests changes to the Draft Level Thresholds then consensus through discussion is used to determine the final boundary decisions.

1.7.2 Conceptual rationale

A conceptual rationale for this procedure might be taken from the sociological perspective upon the maintenance of examination standards (Cresswell, 1996; see also Wiliam, 1996). This approach developed in the wake of decades of research aimed at providing valid solutions to the problems of comparability. Many, if not most, researchers involved in such projects came to the conclusion that there are no techniques, procedures or methods that can necessarily warrant the conclusion that standards have been maintained. In short, they concluded that it is impossible to guarantee standards in any technical sense.

“A failure to resolve such issues has produced a great deal of comparability research leading nowhere (e.g. Nuttall, 1979, 1986; Wood, 1976; Christie and Forrest, 1980; Newton, 1996). Earnest attempts to apply a wide variety of methodologies to the problem have tended to lead us back to the realization that no absolute conclusions can be drawn about comparability unless there is complete agreement about the values that are to be applied.” Murphy et al. (1996, p. 282)

Cresswell and Wiliam (working independently) took the further step of proposing that the only way in which test standards can genuinely be considered to have been maintained over time is if a sociological stance is taken. Standards cannot be maintained in any technical sense without making untestable assumptions and value judgements. Therefore, if there are to be any acceptable pronouncements concerning standards, then there must be individuals or groups who have been empowered to reflect upon these untestable assumptions and to make their considered value judgements. Consequently - to the extent that standards can be said to be maintained at all - this is only because society is prepared to trust these individuals or groups to do their appointed tasks effectively and to the best of their abilities.
The process of determining whether test standards have been maintained is akin to the process of determining whether a person is guilty of murder or manslaughter (Newton, 1997a). For final decisions to be reached - which they must, and in a limited time frame - untestable assumptions must be made on the basis of inadequate evidence. In the courtroom the notion of 'due process' has been developed in order to encapsulate the way in which trials must be conducted to be deemed socially acceptable. The verdict of a jury might be considered analogous to the decisions reached by a panel empowered to make comparability judgements. If the conclusions of a 'comparability jury' are to be accepted by society then they must be seen to have been grounded in an appropriate 'due process' (Cizek, 1993; Cresswell, 1996; Whetton, 2000; Whetton et al., 2000).

In many ways, then, the Final Level Threshold Setting Meeting is to the pronouncement 'test standards have been maintained' as the courtroom trial is to the verdict 'guilty'. The panel is empowered to declare that standards have been maintained in a particular test in the same way that a jury is empowered to declare that an individual is guilty. To the extent that society trusts this scenario, the declaration, in itself, might be said to create the 'social fact' of comparability/guilt (Willam, 1996).

Of course, this is a very general conceptual framework that does not at all specify the practical details. There need to be prior decisions concerning the nature of the 'due process', for example:

- from which groups of society should the 'comparability jury' be selected (e.g., test experts, subject specialists, test users, members of the public, pupils, combinations of such groups, etc.)?

- what evidence should be presented to members of the 'comparability jury' (e.g., complex statistical information, nothing more than recommended cut-scores from different methods, etc.)?

- should the 'comparability jury' be required to scrutinise the evidence in a particular manner (i.e., should they be required to scrutinise evidence systematically and, if so, what formal procedures should be involved)?
• should the 'comparability jury' be guided in their decisions by a 'comparability judge' (i.e., should there be a neutral expert to explain how different forms of evidence should be understood)?

• should there even be a 'comparability jury' (rather than a single 'comparability judge')?

• should it be possible to revisit/revise the decisions made by a 'comparability jury' (and, if so, under what conditions and who should be allowed to revisit/revise them)?

Most importantly, answers to these questions need to be seen to be defensible (see also Quinlan and Scharaschkin, 1999). Otherwise society will simply not invest the trust that is the fundamental requirement for the system to work. Current procedures for setting and maintaining test/exam standards sometimes have the appearance of being ad hoc and under-specified (at all levels of the UK assessment system, but particularly in national curriculum assessment). Such an appearance brings into question the defensibility of standards set.16

1.7.3 Technical issues

"In [the Key Stage 2] English [Final Level Threshold Setting Meeting of 1999], debate centred on the reading test, where year-on-year differences are more marked than in writing, which has been judged on the same criteria since the tests were introduced. Provisional thresholds for writing were confirmed at all levels with little debate. In reading, however, the choice of texts and the questions set inevitably create more uncertainty over standards. At Level 3, for example, there was a difference of five marks between the threshold suggested by statistical comparisons with previous years and the judgements reached by teachers and senior markers. The markers' view prevailed, but not before reservations had been expressed by those responsible for the pre-testing procedures." (Rose, 1999, para.8.5)

16 Of course, this is to side-step a prior (or at least a concurrent) problem, which is to clarify precisely what we mean by 'defensible' in the context of standard setting and maintenance.
In contrast to the recognised methods for determining cut-scores, which have each been the subject of continued scrutiny for many years, the integration of evidence from each of the methods (to determine final boundary decisions) has largely been overlooked.

Procedures are most tightly defined for GCSE and A-level grade awarding. The awarding committee is required to determine upper and lower boundary limits, through script scrutiny, and then to reach final recommendations using both professional judgement and statistical evidence. Statistical evidence is defined by the Code of Practice for awarding as “previous year’s statistical outcomes of the component at the boundary in question, and information about changes in entry patterns, estimated grades and other technical data.” (QCA, 1999, p.24). In actual fact, the Code specifies that the final grade boundary decision must be made by the awarding body’s ‘accountable officer’ who evaluates the awarding committee’s final recommendations “by reviewing all the evidence.” (QCA, 1999, p.25). The point to notice is that, while the Code of Practice acknowledges the significance of the final decision, and of the multiple sources of evidence upon which that decision should be based, it gives no indication of the kinds of considerations and criteria that need to be reflected upon when making such decisions.

It may be that this is precisely as it should be: each decision should be taken on its individual merit and no guidelines laid down because they would only lead to inflexibility. Whether or not guidelines should be formalised, a debate concerning ‘best practice’ would seem appropriate if awarding decisions are to be seen to be defensible. There appear to be two major issues that would benefit from closer attention, especially in the national curriculum context. Firstly, with whom should responsibility for final decisions rest? Secondly, what practical advice can be given to facilitate the decision-making process?

In relation to the issue of responsibility there are actually wide variety of views to be found; we will consider the following:

1. Final decisions should be made by those who best understand the technicalities of linkage;

2. Final decisions should be made by those who best understand what is being linked;
3. Final decisions should be made by those who have ultimate responsibility for the assessment system;

4. Final decisions should be made by representatives from different parts of the system, collectively;

Argument 1 stresses that the task of linking tests is a highly complex one which requires a fundamental appreciation of the significance of assumptions that are made by different models. In the USA, where final decisions typically result from the use of a single agreed-upon methodological approach, this criterion probably wouldn’t be of significance - participants don’t need to understand the model being used, they simply need to follow accepted procedures appropriately. In the UK, though, emphasis is upon the integration of evidence from multiple sources; moreover, the task is specified as ‘maintaining’ rather than ‘setting’ standards, which is a subtle distinction, but one that both adds another level of complexity and that enhances the requirement for defensibility. There is a strong case to be made, then, that those responsible for making final decisions should be those who best understand the technicalities involved. On the other hand, this might result in statistically minded measurement professionals typically ending up with overall responsibility. Might they not be biased in favour of statistical evidence? Whether such an approach would lack face validity is an important consideration that needs to be addressed.

Argument 2 counters this with the proposal that final decisions should be taken by those who best understand what is being linked, i.e., the professionals who teach and informally assess pupils. This is what happens when the Angoff procedure, or the script scrutiny, is used as the sole method for setting cut-scores. The underlying model is strongly supported by Wiliam’s construct referencing model, in which the shared ‘inter-subjective’ constructs of a community of professionals are deemed the most appropriate basis for defining standards (Wiliam, 1996). This relates to Cresswell’s discussion of the ‘connoisseurship’ of examiners (Cresswell, 1994). However, as Massey notes:

"... ‘connoisseurship’ is unlikely to suffice for teachers seeking the rationale for KS3 ‘standards’. ... Connoisseurship (or expert judgement) is likely to have a role in this, but the transparency of the national assessment system may require us to
describe how judgements help to establish the link between level descriptions and cut-scores: we may need to clarify and defend our procedures.” (Massey, 1995, p.191)

If accountability for final decisions is to lie solely with the professional judgement of teachers, we need to be confident that such decisions can be shown to be technically adequate. Given the discussions of the preceding sections, it is not clear the extent to which such a defence could be made.

Argument 3 is similar to the model for GCSE awarding. There is a single point of accountability - the accountable officer - who represents the examining body and who has overall responsibility for standards within that agency. This is essentially a political decision, as there seems to be no requirement that the ‘accountable officer’ in the GCSE board should have any direct experience either of the technicalities of comparability or of teaching. This approach is attractive in the sense of not letting either the measurement professional or the teacher have final say. However, it is unattractive in the sense that an accountable officer with no detailed understanding of teaching or comparability must surely rely on others for advice when statistical and judgmental recommendations conflict.17 Whether the accountable officer tends to favour advice from measurement professionals, or from teachers, or someone else entirely, will surely introduce an element of systematic bias into the process (whether justified or unjustified, conscious or unconscious).

Argument 4 is, in some senses, the democratic ideal. Ensure that everyone who has an opinion is allowed to air it and require that decisions be made through group consensus. This, of course, assumes that consensus can be reached. Bearing in mind the previous quotations from the Rose report, it does not appear that this always happens. Indeed, the question arises as to whether different parties are ever likely to reach genuine agreement when evidence from different methods conflicts. If not, then the final decision must either be made by a ‘chairperson-judge’ (in which case Argument 4 may end up amounting to either Argument 1, 2 or 3) or through a voting system. The vote might

17 Unless, for example, the accountable officer were simply to apply a rule such as ‘choose the recommendation that would lead to the smallest year-on-year change in proportion of pupils at each level, given the live data collected’.
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involve all participants recommending their own boundary mark and the final decision could represent the mean, mode or median of these recommendations. Exactly who is invited to take part in the decision-making committee is, of course, central to the validity of Argument 4; this is particularly salient if a formal voting system is to be employed.

Adopting the courtroom analogy, we might argue that committee members for awarding Key Stage 2 national curriculum tests should be randomly selected from the general public and be presented with evidence from each of the various methods. Whether this would be seen as a sufficiently credible approach to maintaining standards is, essentially, an empirical issue. It might be. At the other extreme, committees might be constituted by experts, for example, one expert for each of the three methodologies used: scaling, Angoff and script scrutiny. Somewhere in between would be a committee comprised of ‘knowledgeable professionals’, for example: experienced Key Stage 2 teachers; testing agency representatives; QCA representatives; DfEE representatives; academics; etc.

Whichever form a committee took, it would seem sensible to ensure that all members were sufficiently knowledgeable about the general principles and practices underlying the different standard setting methods. In addition, it would be sensible to ensure that they were presented with sufficient evidence concerning the actual contexts in which the different methods’ recommendations were generated (noting, for example, when assumptions had clearly been violated or when accepted procedures had not been followed). It would seem reasonable that this information be in documented form and presented to committee members in advance of the Final Level Threshold Setting Meeting. Such considerations would seem appropriate for each of the Arguments presented above.

While the issue of locating responsibility for final level boundaries is problematic, it is somewhat easier to solve than the issue of how those responsible should make their decisions. Interestingly, the courtroom analogy would suggest that this be left entirely to the accountable individual or committee, without scrutiny or requirement to defend any judgement. To the extent that this is acceptable in law it might also be deemed acceptable in standard setting contexts.
If this absolute under-specification was not deemed defensible, one way of circumscribing more tightly the Final Level Threshold Setting Meetings might be for formal weightings (in the statistical sense) to be assigned to the different types of evidence. The terms of reference for a committee might be to reach consensus concerning the relative weighting to be applied to the cut-score recommendations from each of the three methods. These would mathematically determine the final cut-score. If no consensus could be reached, then voting might be used (either by voting on different weighting models or by some kind of averaging of recommended weights across representatives). This circumscription would be intended to enhance the apparent ‘due process’ of the meeting and, hence, its defensibility. This type of approach should be discussed and researched more fully. However, it is possible that such an approach might have one major limitation. It is perfectly possible that a committee might want to recommend a final cut-score that could not be arrived at through any weighting of recommendations. For example, the Angoff, script scrutiny and scaling methods might all recommended a cut-score of 25. In contrast, evidence from the live data collection exercise, in light of the known methodological weaknesses of each of the three methods, might suggest that a more realistic cut-score would be 23. No weighting of the three recommendations could result in this cut-score. While the task of weighting evidence is quintessentially the purpose of the Final Level Threshold Setting Meeting, it may not always be appropriate to employ formal mathematical procedures. Whether the process can be adapted for more informal procedures remains a useful avenue for exploration.

Ignoring the problem of what procedures should be followed to arrive at cut-scores, there remains the underlying problem of what principles should guide decisions made between conflicting sources of evidence. When reflecting upon the dependability of recommendations from each of the methods, one important consideration may be the extent to which they are independent; although at first glance they appear to be, this is not necessarily the case. For example, the iterative Angoff procedure uses pre-test data to enhance the consistency of teachers’ probability judgements. Note that, if this pre-test data were somehow suspect, then both the scaling and the Angoff recommendations might be affected. Furthermore, even the script scrutiny is not independent of the pre-test because the scripts are selected from a range that centres on the boundaries recommended by scaling (Quinlan and Scharaschkin, 1999). Finally, assuming the test potential model,
the logic of all three methods will be compromised when curricula (and even question formats) change significantly.

The most important considerations in assigning weight to different boundary recommendations will concern the manners in which the methods differ. In particular, the different assumptions that the models make and their relative plausibilities. Many of these issues have been discussed in previous sections of the present report. A wider debate, focusing on issues such as these, will be important in moving towards a more defensible system.

1.8 General conclusions of Section 1

The main conclusions to be drawn from the foregoing review are summarised below:

1. When a curriculum remains unchanged from one year to the next then there is a coherent theoretical framework through which the maintenance of test standards can be understood; the present report has called this ‘test potential referencing’.

2. Test potential referencing supports a number of methods for generating cut-scores, in particular, the three approaches adopted at Key Stage 2 for English and science: statistical scaling; the iterative Angoff procedure; and script scrutiny.

3. All of the three approaches used at Key Stage 2 are limited because they each necessitate a variety of untestable assumptions; it is generally accepted, within the educational measurement community, that untestable assumptions are unavoidable in standard setting contexts.

4. As a consequence of untestable assumptions, there is no simple resolution when different methods recommend different cut-scores; final recommendations can only be made through value judgements concerning the relative plausibility of assumptions made by each method.

5. Further debate is needed to determine more precisely the procedures and criteria for dealing with conflicting recommendations; this is especially important in light of the conceptual and pragmatic limitations of each method that have been identified within the present report.
6. It is fair to argue that "there is no gold standard" (Brennan, 1998, p.9); however, that
does not mean that standards are inherently arbitrary and indefensible, as long as
procedures are seen to be rationally derived, consistently applied and explicitly
described (Cizek, 1993).

7. Changes in curriculum undermine the coherency of test potential referencing as a
conceptual framework through which the maintenance of test standards can be
understood; the larger the curriculum change, the more indefensible any claim to have
maintained test standards becomes.
2: Possible Revised or New Approaches

Two different responses to the present report will be outlined; both of these accept that, while the present system is generally defensible, improvements can be made. The first proposes that steps might be taken to make procedures more defensible within the general test potential referencing framework. The second proposes that serious advantages (and very few disadvantages) would accrue if national curriculum tests moved to a cohort referencing framework, indeed, a strong cohort referencing framework in which results were simply recorded as standard scores and levels were not awarded at all.

2.1 Make the system more defensible

There appear to be four ways in which current procedures for maintaining national curriculum test standards could be made more defensible:

1. Implement changes that we are confident will improve matters.

2. Investigate issues that remain unresolved.

3. Ensure consistent application of best practice (hence, defensibility) through explicit documentation.

4. Ensure procedures for maintaining standards are widely understood and generally accepted.

To some extent, these stages are progressive, for example, it might not be appropriate to codify best practice until further research had elucidated some fundamental issues. In other ways, the stages are iterative, for example, feedback on the general acceptability of procedures would need to be a constant feature of any development work.

2.1.1 Changes to present procedures that are worth debating

Consideration should be given to the following suggestions, each of which is intended to make the current procedures more effective.
Pre-test and scaling

a) Do not change items or test format after final pre-testing. Untestable assumptions are unavoidable whenever changes are made. *This is an obvious weakness that should be avoided if at all possible.* Likewise, marking schemes should not change. If they do, then pre-test scripts should be re-marked according to the new scheme and scaling recomputed on these marks. (A possible alternative, that would accommodate changes to a second pre-test, might be to scale cut-scores on the basis of a third pre-test.)

b) Take steps to minimise the 'pre-test effect'. One approach might be to ensure that a random sample of pupils took the pre-test instead of the live test, so the pre-test would effectively become the live test for those pupils (Whetton, 2000). Final levels for these pupils would be awarded on the basis of cut-scores scaled directly from the actual live test; in effect, these pupils would simply be taking the year 2 test, with year 2 cut-scores, in year 1. This would have to be considered carefully, though, as there might be legal problems, problems of persuading schools or problems of incorporating in statistical accountability tables.

Another approach might be to administer two non-live tests at the pre-test stage. Kick (1999) suggested requiring a sample of pupils, in year 2, to sit both the past paper from year 1 and the pre-test for year 3; instead of scaling cut-scores from year 2 to year 3 (as would traditionally happen) cut-scores would be scaled from year 1 to year 3. Again, such a proposal would have limitations. Firstly, it would mean that, each year, the sample of pupils would have to sit two non-live tests in addition to the live test (although a compromise might involve two samples, each taking half of the two non-live tests). More importantly, the year 1 test would already have entered the public domain, which is likely to compromise any scaling. An alternative would be to give year 3 and year 4 pre-tests to the sample of pupils in year 2. The year 3 cut-scores would have already been derived from a similar exercise in the previous year and these could then be scaled onto the year 4 pre-test. This seems to be the most practical solution, but it does have the disadvantage that tests would need to be fully developed, and cut-scores set, two full years in advance of the actual live
administration. Indeed, questions would still remain concerning the appropriateness of scaling on the basis of non-live tests; equivalence based solely upon pre-test versions need not necessarily imply equivalence on live test versions.

c) Re-consider the value of the anchor test for Reading. Its size (hence reliability) and its inability to accommodate curriculum change mean that it is not an ideal tool for maintaining standards. An alternative might be to consider using one of the pre-tests that are rejected each year as an anchor. A rejected pre-test would be more appropriate because it: would measure the appropriate construct; would already be equated; and would be of full length. When significant curriculum change occurred, the most recent rejected pre-test could be adopted as the new anchor.

**Angoff procedure**

a) Give participants clearer guidance concerning the ‘minimally competent pupil’. This could be achieved in the same way as for script scrutiny, i.e., through scripts at the appropriate boundary in the previous examination.

**Script Scrutiny**

a) Take steps to minimise inappropriate social psychological effects. For example: by not allowing formal or informal discussions of ‘standards’ (that are technically independent of the exercise) before the scrutiny begins; by encouraging formal written records of individual judgements; etc..

b) Consider requiring scrutineers to take account of mark distributions from live data collection (as is done in GCSE awarding). This would be likely to ensure more consistency of judgement from year to year. However, whether it would reduce the validity of the procedure should also be considered. If it was felt that validity would

---

18 Kiek (1999) also recommended a number of models which rely on the use of a static anchor, or reference, test. Problems with this kind of approach have been discussed earlier in the present report. Both anchor and reference tests are particularly insensitive to curriculum change over time. Similarly, it must be assumed that the anchor, or reference, test measures the same construct as the real test. Kiek claimed that a correlation between real test and reference in the order of 0.6 is fairly good evidence of this; however, this level of correlation implies that about two-thirds of the variance in real test performance is not explained by performance in the reference. Surely a far higher correlation should be demonstrated before such an approach could be considered?
be compromised, then consideration should be given also to the Angoff procedure - perhaps pre-test data should not be used here for the same reason. Note that neither the Angoff nor the script scrutiny are used to generate final recommendations. As such, it might be deemed more valid to eliminate the integration of statistical information from both techniques.

c) Ensure that sample scripts are not unrepresentative; for example, that they are not all particularly inconsistent, or even particularly consistent, in terms of marks achieved across items.

Final Level Threshold Setting Meeting

a) Ensure that live data are presented to the meeting, and are presented at the beginning. The meeting should be guided in the importance of considering the potential impact of their decisions upon final distributions of levels.

b) The meeting should be convened primarily as a forum for making decisions and not for ratifying decisions made during the Draft Level Threshold Setting Meeting. As such, evidence from the scaling exercise, the Angoff procedure and the script scrutiny should all be evaluated in their own right and in light of the live data. (This is not to suggest that draft thresholds should not be determined at all, as these are necessary for borderline re-marking.)

c) The locus of accountability for maintaining standards should be made explicit and membership of decision-making panels should be reviewed. Particular attention should be paid to matching the panel membership to the form of decision making intended.

d) Establish ‘best practice’ guidelines for the meeting (which, if possible, will specify agreed procedures and principles for evaluation).

2.1.2 Issues that still need to be researched

There are still important issues that need to be researched. Without this research it will be hard to defend procedures for maintaining test standards in the national curriculum. The most significant issue to address is whether the judgmental methods have sufficient
validity, let alone reliability, to constitute meaningful sources of evidence. It could be argued 'the more evidence the better' regardless of quality; indeed, quality could explicitly be taken into account in a subsequent weighting process. On the other hand, it could be argued that paying any attention to essentially uninterpretable information - data that was merely masquerading as valid evidence - would be worse than not attending to it at all. As Murphy et al. comment:

“A single method needs to have a reasonable credibility with respect to the questions which are being asked, in this case about comparability, for it to warrant inclusion even in a multi-method study.” Murphy et al. (1996, p.288)

On the other hand, decisions as to what methods are used may also need to take into account the public understanding and perception of standards. Berk (1986) was quite insistent about this, as his two final ‘criteria for defensibility’ argue:

“9. The method should be easy to interpret to lay people. Inasmuch as the Standards requires that the cutoff score along with the certification test results “be reported promptly to all appropriate parties, including students, parents, and teachers” (p.53), the method used to determine the cutoff should be interpretable and understandable to those audiences. Explanations of the method should be clear and conceptually simple for those professional educators and lay people who may need to defend it.

10. The method should be credible to lay people. A “statistically magical” method is typically not credible to lay people; neither is one that is conceptually confusing and intuitively unsound. A method that involves the input of representative samples of interested lay populations tends to possess greater credibility.” (Berk, 1986, p.144)

If this is true, research is needed not simply into the technical adequacy of methods for maintaining standards, but also into the public perception and understanding of those standards. To determine technical adequacy, the present paper would recommend two particularly important areas for future research:

a) An investigation into the nature of ‘pre-test effects’. It is important to be able to disentangle possible motivation effects from possible effects of practice or cramming
or curriculum coverage. Importantly, these effects may differ between subjects and key stages, which would mean a large-scale project. However, simply manipulating pre-testing procedures, such that half took the pre-test before the live and half after, might go some way to disentangling such effects.

b) Further investigation into the validity of decisions made during the Angoff exercise. We need reassurance that participants are capable of assessing 'absolute' difficulty, at least within acceptable limits.

2.1.3 Ensure consistent application of best practice through explicit documentation

There is a general need for better documentation within national curriculum assessment in order to facilitate best practice and to ensure defensibility. These needs are manifest in a number of ways, for example:

a) A need to document the general principles and practices appropriate for maintaining standards in national curriculum tests. This is, essentially, a call for a Code of Practice for national curriculum testing comparable to those introduced for GCSE and A/AS examinations in the mid-1990s.

b) A need to document specific details of the procedures actually followed. This might mean detailed reports upon all: pre-test development and scaling exercises; Angoff exercises; script scrutinies; live data collections; and final level threshold setting meetings. These need to be of the kind of detail that would enable replication.

Cizek referred to the importance of explicit documentation as an aspect of 'procedural validity'. He recommended that recording be as precise as possible, for instance:

"In documenting a standard setting study, it is advisable that all aspects of the procedures used in actually implementing the chosen procedure be explicated in detail. The following list represents the minimum in terms of the kinds of information that should be included: the number and manner of selecting participants; the qualifications of participants; the qualifications of those designing and implementing the methodology; the materials used; the script or actual verbal instructions given to participants; key frameworks or conceptualizations
developed by participants [...]; the timeline, schedule of events, and actual agenda followed. [...] deviations from intended procedures should be noted and carefully explicated in the documentation of standard-setting study.” (Cizek, 1996, p.16)

Indeed, some UK researchers have recommended an even higher level of explicit documentation:

“Because British test developers are not required to demonstrate that their instruments meet high technical standards - Britain has no equivalent of the American Psychological Association’s Standards for Educational and Psychological Testing (APA, 1985) - teachers and parents must accept, on trust, the quality of national tests.” (Morrison and Wylie, 1999, pp. 92-3)

There is a clear need for better documentation of national curriculum standard setting principles, procedures and practices. However, it is important to note that this will require considerable time and effort and is likely to entail significant costs.

### 2.1.4 Promote the public understanding of assessment practices

The Rose report firmly recommended that more should be done to ensure that test users, and the public in general, gain a better understanding of assessment practices in the national curriculum:

“It is important for everyone with an interest in the system to understand the processes that take place 'behind the scenes' to complete the test cycle, and why it is as it is. Relevant papers describing the test arrangements have been in the public domain for several years. The QCA also publishes a number of papers each year on the outcomes of the tests and the running of the system. Sadly, these are not as widely read as they might be. It is therefore not surprising that some of those critical of the tests think that what goes on is unduly shrouded in secrecy and therefore suspect.” (Rose, 1999, para.4.6)

It is clear that if procedures are to be seen to be defensible they must not only be documented, but be seen to be documented. It must, at least, be generally known that relevant reports exist... even if they are rarely read. Much lip-service is given to importance of educating the public, but it seems unlikely that the public will be educated
through technical documents, however simply expressed. If the public is to be educated, this needs to be attempted realistically with the realisation that the public will only learn what they want to learn, when they want to learn it, and through the format that they prefer.

The price of education, however, is bare-faced honesty. Consider the following quotation from Brennan:

“It is not much of an exaggeration to state that the assumptions in our [measurement] models are all false except for those that are true by definition. ... The crux of the matter, then, is not that we pick models with correct assumptions but rather that we recognize and acknowledge the fallibility of our models and assumptions, qualify results accordingly, and not mislead test users.” (Brennan, 1998, p.5)

Dealing with honesty is a very difficult task. The principal problem is mis-representation. If the QCA were to publish a press release which accepted that all of its models were false, except for the ones that were true by definition, it would inevitably be taken by the press as an admission that standards had fallen (after all). Above all, it is probably this fact that explains the public perception that the examination boards and testing agencies are nefariously secretive. However, whether the boards and agencies could defend a relative lack of discussion of certain issues, on the basis that they might be misrepresented, is worth reflecting upon. Clearly, then, the problem is not simply to encourage education, but to discourage mis-education. The relationship between the national press and the agencies responsible for providing assessment information needs to be considered more closely in this respect.

2.2 Re-focus national curriculum assessment

“Those who claim that one type of standard is better than another thoroughly miss the point - namely, that the type of standard should match the type of decision to be made.” Brennan (1998, p.9)

The above quotation from Brennan cuts straight to the heart of the matter, by reminding us that the criteria for judging the defensibility of test standards are grounded in the types
of inferences and decisions that are made on the basis of results. The present report argues that national curriculum assessment would be very much easier to defend if it was re-focused. The point of re-focusing would be to ensure that test results were *sufficiently valid* and *sufficiently reliable* for the uses to which they are put. So why exactly do we need national curriculum assessment? The principal reasons fall under three main headings:

2.2.1 To indicate how well the education system is performing

Policy makers need to be sure that pupils are at least as well educated today as they have been in previous years, if not better educated. If educational standards are seen to fall then policy makers will be under pressure to intervene. In fact, many within the educational measurement community have concluded that test standards cannot be maintained over long periods of time and, as such, educational standards over time cannot be measured (e.g. Goldstein, 1979). Others have noted that, even if test standards could be maintained over time, this would still say little about the education system, per se, let alone about whether particular aspects of it were failing (e.g. Murphy, 1996; Newton, 1997a). Yet there still remains a political imperative to compare the present day effectiveness of the education system with that of yesteryear. Therefore, national curriculum assessment must approximate this as far as possible.

2.2.2 To indicate how well individual schools are performing

Since the early eighties there has been a statutory requirement upon secondary schools to publish examination results in aggregate form (GB. SI, 1981). This was the harbinger of a zeitgeist that was to develop during the latter years of the eighties and into the nineties: the idea that schools were in competition with each other. Indeed, the impetus to compete was even promoted amongst the primary sector with the Primary School Performance Tables (e.g. GB. DfEE, 1997). A reality of national curriculum assessment, therefore, is that results ought to be of sufficiently high reliability and validity to enable effective school comparison. Indeed, the assessment information generated needs to be sufficiently robust to enable comparison at the subject level (which carries the implication that standards between subjects ought to be equivalent to ensure that comparisons are seen to be fair). School comparison is an extremely 'high stakes' context and, as such, demands
extremely robust standards. Indeed, to the extent that individual teachers may be compared on the basis of pupil performance, national curriculum assessment needs to be even more rigorous, especially if teachers' salaries are somehow to be linked to test results (Rose, 1999, para.4.7).

2.2.3 To indicate how well individual pupils are performing

In educational terms, the most important function of national curriculum assessment is to provide feedback on individual pupils. This feedback is traditionally described as providing either formative or summative information. For summative purposes, it is often sufficient to know how well a pupil has done relative to other pupils. For instance, assessment information might be used to divide a class into high, middle and low sets; or to decide which pupils should have access to a local grammar school. For formative purposes, it is important to know more about the particular strengths and weaknesses of individual pupils in order that appropriate pedagogical intervention can be planned. In a sense, assessment for both summative and formative purposes is 'high stakes' - it is always important to draw appropriate inferences from test results - however, it is generally accepted that the stakes are higher when tests are used for selective purposes.

The point of the re-focusing proposed below is to draw distinctions between different assessment formats - linking each format to a specific intended assessment data usage - in order to meet the above demands more effectively. In the first instance, teacher assessment would be de-coupled from national tests. Instead of playing 'second fiddle' to the test results, teacher assessment would be the primary vehicle for reporting upon individual pupils. As well as satisfying the demand for formative information, it could also be used for 'low stakes' summative purposes. In fact, teacher assessment would remain essentially unchanged from its present form and would still report in terms of national curriculum levels. Teacher assessment would remain firmly criterion related.

From the point of view of the present report, the biggest change would concern tests results. The de-coupling from teacher assessment would be achieved when test results were cohort referenced. This would help to satisfy the demand for reliable and valid information upon which school comparison could be based. Results would not be reported in terms of national curriculum levels; instead, individual pupils would be
assigned a standard score which represented their performance in terms of their own year cohort. 19 Schools would be compared in terms of the average standard score of their pupils and performance in individual subjects could be compared likewise. While some might balk at the idea of reporting their standard scores back to individual pupils, there would actually be no need to feed test results back to pupils at all; moreover, there would be good reasons not to do so (see below). Notice that the only change to the present system is that there would be no need for the elaborate procedures for maintaining test standards from one year to the next (as no levels would be awarded). The tests would still assess the national curriculum in precisely the way they currently do.

Finally, a new national curriculum assessment format would be introduced to monitor the performance of the educational system over time. In practice, this would mean a return to something like the Assessment of Performance Unit (APU). In principle, though, the terms of reference would have to be carefully considered. The educational measurement community has come to view standards very differently over the past couple of decades; it is high time that the UK re-evaluated the monitoring of educational standards in this light. The impetus for a new Assessment of Performance Unit would be the perfect justification for instigating such a debate.

The rationale behind this proposed re-focusing of national curriculum assessment is to ensure that assessment information is fit for the purpose for which it is used. Fundamentally, the intention is to accommodate inevitable uncertainty by locating it in contexts that are most forgiving. Assigning pupils to discrete criterion related levels is an inherently ambiguous procedure, even if there are sound educational reasons for doing so. If we restrict the assignment of levels to teacher assessment - a relatively 'low stakes' situation in which few serious problems would arise through lack of comparability between years or even between institutions - then we minimise the impact of level misclassification. Likewise, if we were to institute a new national curriculum assessment format for monitoring standards over time then we would be able to ensure that it had the characteristics best suited to the task. Inevitable uncertainty would still remain; but it

19 Standard scores would be more useful for comparative purposes than percentile ranks, although the principle of cohort referencing would be the same. Raw scores in each subject might, for example, be converted to a distribution with a mean of 500 and a standard deviation of 50. The exact form of the scores would need to be agreed.
would be located in an assessment context that was specifically designed to be maximally forgiving of this uncertainty.

2.3 Further Discussion of Re-focussing

A fuller discussion of the pros and cons of the proposed re-focusing is presented below. Each of the three uses of assessment information is addressed in turn.

2.3.1 To indicate how well the education system is performing

The blanket testing of all pupils is not a good format for assessing improvements in the performance of cohorts over time. The task is complex enough in the best of situations, but in the compromised situation of national curriculum assessment standards over time are far from guaranteed. If standards are to be monitored in the traditional sense, then the most appropriate way to achieve this is: through ‘low stakes’ assessment; using samples of pupils rather than the entire population; by re-using items; and by ensuring that the entire curriculum is assessed each year using a range of test forms. The old Assessment of Performance Unit realised this as does the National Assessment of Educational Performance (NAEP) program in the States.

Having said this, even using the most appropriate methodology, there would still be problems in attempting to measure performance over time in the traditional sense. Such problems can be illustrated with respect to the Reading Tests carried out in Britain between the 1940s and 1970s (Start and Wells, 1972). Words such as ‘mannequin parade’ and ‘wheelwright’ clearly did not have the same significance in 1970 as in 1940 and therefore would not have had the same value in any test of reading ability (Goldstein, 1979; Nuttall, 1986).

This relates to the most significant of problems that must be faced by any attempt to monitor performance standards over time: the fact that curriculum change is not only inevitable, it is to expected. As society changes and (hence) curricula change, it is not simply the practical issue that tests have to change in order to accommodate this. The underlying problem is that the knowledge and skills valued and taught in a subject area at one point in time may be qualitatively different from those valued and taught in the same subject area a decade later. For example, pupils are now far less proficient in the use of
slide rules but far more proficient in the use of spreadsheets; does that mean that they are better, worse or no different in their ability to use calculating aids? We can make no such judgement, of course; technological developments mean that mathematics is simply done differently nowadays. We need a model for assessing change over time that can accommodate such complexities. It is not clear that this will necessarily, or at least exclusively, be the model used by the old APU or by NAEP. One thing seems clear, though: change over long periods of time cannot adequately be monitored using current national curriculum test results.

2.3.2 To indicate how well individual schools are performing

If an educational measurement expert was to design the ideal assessment format through which to realise cohort referencing then the result might look pretty similar to our national curriculum tests: there is a single curriculum for each subject which is (more or less) studied by everyone; all pupils in each year group are supposed to be assessed in all subjects; and test results are rarely, if ever, used to compare individual pupils from different cohorts. If it wasn't for the fact that strong criterion referencing was fundamental to the development of national curriculum assessment, we might have decided to cohort reference the tests from the outset.\(^{20}\)

Apart from an historic attachment to the discredited notion of strong criterion referencing, the problem with the proposal to cohort reference test results is that they could not be used to indicate absolute improvements in performance over time for individual institutions. Having said that, they would still indicate relative improvements in performance over time (relative, that is, to other schools) and this is the information that is of fundamental importance when comparing between institutions. Indeed, cohort referenced results would present this relative information in a form that was uncontaminated by variability in the maintenance of test standards from one year to the next. So, if a school's average Key Stage 2 standard score had increased from one year to

\(^{20}\) Interestingly, commenting upon the inherent unreliability of methods for establishing comparability, Goldstein (1986) recommended that even 16+ examinations should be cohort referenced. Because of the different examination boards and curricula for the GCSE, and because of the fact that only a small proportion of the cohort opt for each examination subject (in a non-random manner), cohort referencing at this level would be problematic. However, Goldstein's response was that it would be more honest to adopt
the next, this would be direct evidence that its standing had improved in relation to other schools. Under the present system, if a school’s proportion of level 4+ pupils had increased from one year to the next it would not be immediately obvious whether this was because the school had done particularly well, or because the cohort had improved generally, or both. In this sense, the information provided by cohort referenced results would be more appropriate for comparing performance between institutions. Indeed, it would be better in other senses: comparisons would be based upon a finer scale, standard scores rather than crude levels; standard errors of measurement could be routinely presented; and, as already mentioned, the scale would not be contaminated by variability in the maintenance of test standards.

On this matter of variability, Morrison and Wylie (1999) claimed that national curriculum levels have large regions of uncertainty associated with them, such that ‘true’ level boundaries might be as many as a few marks either side of the level boundaries actually set. In national curriculum terms, a few marks either side of a level boundary might mean a difference of, say, 15% in the proportion of Key Stage 2 pupils at level 4+. As Morrison and Wylie note, there are conceptual problems in speaking of cut-score ‘error’, as though we could ever speak of a ‘true’ cut-score (c.f. Dwyer, 1996). However, there is no doubt that level setting inevitably embraces variability. Indeed, it is accepted that certain standard setting procedures will tend to produce lower cut-scores than other, equally valid, ones (e.g. Jaeger, 1989). With this in mind, there are very good reasons to agree with those who argue that levels should not be set at all unless absolutely necessary (e.g. Glass, 1978). While national curriculum test results are necessary for accountability purposes, it is not at all clear that levels need to be attached to them. Indeed, the very fact that they are to be used for ‘high stakes’ accountability purposes would argue against the attachment of levels.

A further benefit of reporting standard scores is that the subjects assessed would be treated equally. What could be said when, in the first year of testing at a particular key stage, the proportion of pupils at a particular level was markedly higher in one subject than in another? Very little. Such standard setting decisions are essentially judgement

this approach, be open about its weaknesses, and then “the onus for a valid interpretation of the examination results would rest with the user rather than the present somewhat shaky comparability procedures” (p.183).
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based and there are no alternative frameworks from which to argue that the initial recommendations are inappropriate. In principle, though, it is an odd way to begin. More importantly, it would mean that standards would have different meanings in different subjects (and would continue to have different meanings as long as standards were maintained). This appears somewhat inappropriate when results are used to hold subject teachers accountable. In the proposed cohort referenced framework, results would be directly comparable across subjects.  

Despite notable advantages, the problem remains that cohort referenced results would not provide information concerning absolute improvements in performance over time of individual institutions. While this need not be a problem for the setting of national performance targets (as these could be monitored by the new Assessment of Performance Unit), it does mean that target setting at the school and LEA level would need to be reconceptualised. There might be a number of ways in which this could be achieved. For instance, targets could be set purely on the basis of relative standards. Under the present system, improvement amounts to, for example, having to get an additional two Key Stage 2 pupils to the level 4 threshold. Under the re-focused system, improvement might mean increasing the average standard score of Key Stage 2 pupils by, for example, 10 points. Alternatively, individual school performance targets might still be set on the basis of levels, but using teacher assessment data. While this might suggest a tightening of moderation procedures, triangulation between a school’s average standard score, the national monitoring exercise and teacher assessment would indicate whether the latter was going seriously awry. Of course, there is no reason why schools should not have performance targets expressed both in terms of average standard score and in terms of teacher assessment levels.

Judging the performance of institutions on the basis of average standard scores would also go a considerable way towards dissipating some of the negative consequences of expressing performance targets in terms of levels. The most important consequence is that teachers would not concentrate their attention on borderline pupils. There would be no borderline pupils - as far as the tests were concerned - and there would be no point in

21 Although it is possible that different distributions of performance might still be observed in different subjects.
cramming them through the tests at the expense of other pupils. The cohort referenced approach would also mean that attention would not be focused on comparability to the detriment of other important issues: as comparability between years and subjects would no longer be an issue, attention could be re-focused elsewhere. Reducing the burden of pre-testing would mean that time and energy could be devoted to other (arguably) more important issues, such as the reliability of the national curriculum tests and their marking.

Finally, it is important to note that comparing schools in terms of average standard score would lead directly to transparent (if somewhat simplistic) value added analyses: the extent to which the average standard score of a class improved from Key Stage 1 to Key Stage 2 could be viewed as a direct index of the value added by a school. More complex and accurate measures based on multi-level modelling would also benefit from the increased variance in scores. (It is worth noting that all current value added analyses are essentially cohort referenced anyway. In any one year, the only issue of relevance to the statistical calculations is how well one school has performed in relation to all others in that year.)

2.3.3 To indicate how well individual pupils are performing

Perhaps the most significant failing of national curriculum assessment is the way in which teacher assessment has been undervalued (Stobart, 1999). Of course, if the reason why we have national tests at all is because we don’t trust teachers to set standards consistently, then this failure is easy to understand. Exactly what messages are sent to teachers and parents when test and teacher assessment levels are in conflict? Teacher assessment needs to be re-evaluated and teachers need to be re-empowered. The proposed re-focusing would achieve this by ensuring that teacher assessment was the primary vehicle for reporting upon pupil achievement. It is often said that the strength of teacher assessment is reliability for individual pupils (owing to multiple assessment opportunities) while its weakness is consistency across teachers (owing to less than perfect moderation). Yet, when reporting individual levels to pupils and their parents, the potential impact of any teacher-level bias is relatively insignificant. This is an assessment context which is quite forgiving of the inevitable variability between teachers. This is not to say that moderation is not important; it is simply to say that reporting upon the
performance of individual pupils is a relatively 'low stakes' situation in which few harmful consequences of poor moderation would arise.

Where individual pupil achievement data was needed for 'high stakes' purposes, this would be available in the form of a national standard score. This information would be available to teachers, schools and LEAs despite not necessarily being made available to pupils or their parents. Teachers would therefore have access to information concerning the relative performance of their pupils which would complement their own absolute assessments.

A key advantage of not reporting test results to pupils might be to lower the testing stakes for them. This would be a constructive response to recent reports in the national press of 'test stress' amongst even the youngest of pupils (Stobart, 1999). In addition, not reporting results to pupils would also mean that they were not forced to think of themselves in terms of a de-contextualised score - no doubt a demoralising experience for anyone below the mean (see also Gipps, 1992). On the other hand, whether there would be a public demand for the release of pupils’ standard scores is not clear. It might be that parents are as keen to know how well pupils are doing in relative terms as in absolute terms (indeed, relative information might be of more interest to parents). If standard scores were to be reported to pupils and parents this might risk de-motivating pupils who remained at the same position below the mean from one key stage to the next. Note that the supposedly motivating effect of reporting absolute achievement (which should increase over time for all pupils) was one of the main intentions behind the original Task Group for Assessment and Testing recommendation of a 10 level system. The potential effect of de-motivating pupils would need to be seriously considered before test results were released to parents or pupils. (It is important to recall, of course, that pupils and parents would still have access to teacher assessment data, which does describe absolute progress, regardless of whether standard scores were also released.)

A final comment must be made concerning the proposed re-focusing of national curriculum assessment. Cohort referencing national curriculum tests would mean that the validity of results would not be compromised in the least by curriculum change - even radical curriculum change. Thus, accountability judgements would be safeguarded from the most serious challenge to validity under the present system. Of course, curriculum
change would still have to be accommodated within the teacher assessment format and would have to be dealt with most directly by the new Assessment of Performance Unit.

Stobart (1999) outlined numerous very real threats to the validity of national curriculum assessment. The present recommendation is a direct response both to the general problem that he raised and to many of the specific ones. Stobart’s conclusion was that the threats can best be minimised by ensuring that the two components, of teacher assessment and testing, “are kept ‘in harness’ - which may prove difficult given the current ‘managerial’ emphasis on test results” (p.12). The present proposal recommends precisely the opposite: the threats will only be overcome when the ‘harnesses’ are cut.
3: Policy Directions: Maintaining test standards and monitoring educational standards

"Comparability can only be rough and ready, and is seldom as important as it is made out to be. More should be done to expose this situation, but one should be alive to the danger that if one rocks the boat too much there will be pressure for standardising syllabuses, and prescribing criteria that should be tested in any [...] examination." Nuttall (1979, p.58)

Over two decades have passed since Desmond Nuttall wrote these words. Comparability is, perhaps, higher on the agenda now than it has ever been; national curriculum assessment has both standardised syllabuses and prescribed criteria. Yet we are still no closer to solving the problems of comparability.

Yet we are closer to understanding the problems of comparability. In the intervening decade new perspectives have had a major impact on the way in which assessment experts view standard setting in both the USA (e.g. Cizek, 1993; Brennan, 1998) and in the UK (e.g. Cresswell, 1996; Wiliam, 1996). Gone are hopes that objective technical solutions might be found. Here to stay are claims that standards can only be set and maintained through value judgements, either (indirectly) concerning the plausibility of untestable assumptions or (directly) concerning the relative 'worth' of observed performances in the context of a changing society.

This is not a counsel of despair. It is simply a call to bring practice in line with theory. The essence of the new paradigm is defensibility. Value judgements underlying methods for maintaining test standards need be neither arbitrary nor capricious. So the most important task for the testing agency of the 21st century is to ensure that procedures are sufficiently rigorous to ensure that decisions are made with minimum caprice and maximum rationality. Standards must be set rationally, but they must also be seen to be set rationally. As the essence of the new paradigm is defensibility, it is important that the system as a whole, as well as individual decisions, are open to scrutiny. Above all else, this means that the full documentation of procedures used to maintain standards is crucial.

The fact that the 'old' (primarily statistical) techniques for maintaining standards are no longer believed to offer 'objective' solutions does not mean that they are necessarily
redundant. Nor does the more recent emphasis upon value judgements mean that the 'new' (primarily judgmental) techniques are necessarily more appropriate. The choice of techniques used to maintain standards must be driven by the uses to which results will be put. Where stakes are high, it may be that the largely known limitations of statistical techniques may be preferable to (and more defensible than) the largely unknown limitations of expert judgement; particularly if the untestable assumptions of the statistical techniques can be kept to a minimum. On the other hand, it may be easier to defend a limited approach that has face validity than one that does not. Thus, fallible subject matter experts may, perhaps, be seen as more credible than fallible statistical models. Whatever the outcome, the choice, or rapprochement, between subject matter experts and statistical models, needs to be approached in a manner that takes into account both technical fidelity and social acceptability.

The biggest challenge to the technical fidelity of procedures for maintaining test standards is curriculum change. This is true for both statistical and judgmental methods. As curricula change, in content or in emphasis, there comes a point when it is no longer meaningful to speak as if there were a coherent 'thing' to be maintained from one test to the next. At one extreme, the problem might be described as wanting to compare chalk with cheese (e.g. Wood, 1976). However, problems even arise at the other end of the extreme. While the curriculum for a certain subject area may appear to change only subtly from year to year, even these changes may be problematic. For example, imagine that a mathematics curriculum changed from one year to the next by replacing an 'algorithmic computation' section with a 'data handling' section (where both sections represented, say, 5 marks on the final maths test from a total of 100). If the students who tended to be good at algorithmic computation were not necessarily those who tended to be good at data handling then the year 2 test would be assessing a slightly different construct from the year 1 test. The problems of comparability turn from being technical to being conceptual: what do we mean by comparability when two tests measure different constructs? There are no obvious solutions to such problems. When we cannot even define what it means for two tests to be precisely comparable it is obvious that there can be no statistical nor judgmental techniques for guarantee test standards. The implication is that, when curriculum change is relatively small, the approximation of comparability
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can be reasonably precise (at least in principle). However, when curriculum change is relatively large, the approximation of comparability is always open to question.

In practice, this tends to mean that test standards are generally robust enough to trust comparisons between one year and the next. However, the same cannot necessarily be said about comparisons between one decade and the next, as minor ‘drifts’ in standards (that would be negligible between years) can become significant over a longer period of time. Moreover, there are reasons to believe that systematic ‘drifts’ in standards may be a particular problem in relation to public tests and examinations. Perhaps the most important reason for this is the tendency - which is arguably quite appropriate - to give candidates the ‘benefit of the doubt’ in many circumstances.\(^{22}\)

In short, there are serious challenges when test standards are to be maintained over time, both in practice (e.g., pre-test effects) and in theory (e.g., curriculum change). Indeed, we need to consider whether more is being demanded of comparability than can realistically be delivered. Ought we really aspire to monitor educational standards over time? If it really is imperative to attempt the task then we need to reflect upon whether the present arrangements are as robust as they possibly can be. The present report suggests that, if educational standards are to be monitored over long periods of time, \textit{in relation to national performance targets}, then it would be more appropriate to adopt a methodology more akin to that of the American NAEP (bearing in mind lessons from the APU experience). The present report also suggests that, if educational standards are to be monitored over short periods of time, \textit{in relation to individual school performance targets}, then it would be more appropriate to frame these in terms of relative rather than absolute comparisons.

\(^{22}\) For example: choosing the lower of two cut-scores when percentile scaling suggests either of two possibilities or (at GCSE and A/AS) when different methods for combining cut-scores across components disagree; percentile scaling from a previous year’s test results that have been inflated by borderline re-marking (which leads to up-grades but not down-grades); a tendency amongst scrutineers to choose the lower of two cut-scores when in doubt.
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Appendix 1: An illustration of the test development and awarding process

The following acronyms have been used:
- TDT - Test Development Team (e.g., NFER officers - research, statistics)
- QCA - QCA officers (key stage, subject, statistical)
- TRG - Test Review Group (e.g., QCA subject officers, teachers, academics)
- EMA - External Marking Agency (e.g., SEG officers - key stage, subject; external markers)

<table>
<thead>
<tr>
<th>Stage (time-scale)</th>
<th>Procedures employed to develop and award the Key Stage 2 tests</th>
<th>Methods employed to ensure comparability with previous years</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Item writing</strong></td>
<td>The development of a large pool of questions (e.g., 4 times the number of items that will eventually be needed) and the selection of texts where relevant.</td>
<td>The use of experts (TDT and QCA/TRG) who are familiar with the standards applied in previous years enables pilot items to be pitched at the appropriate level.</td>
</tr>
<tr>
<td><strong>(May-Sep 1998)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pilot trials</strong></td>
<td>A small pilot (e.g., 20 schools) is conducted to indicate the likely functioning of the potential test items. This leads to a reduction in size of the question pool and a preliminary honing of remaining questions.</td>
<td>The use of statistical information on the facility and discrimination of test items gives a quantitative indication of the extent to which questions are pitched appropriately.</td>
</tr>
<tr>
<td><strong>First pre-test</strong></td>
<td>Potential versions of test papers (e.g., 5 versions) are administered to a representative sample of pupils (e.g., 400 per version from year 6 and 7). Initial mark schemes are developed by the TDT, who may meet with senior markers (employed by EMA) to mark responses. Performance on the tests/items is analysed by TDT statisticians. The question pool is reduced in size further and agreement is reached upon one preferred and one back-up version of the pre-test. Following feedback from the TRG further honing of remaining questions may take place.</td>
<td>Further statistical information concerning the facility and discrimination of test items is collated. Test performance is scrutinised by TDT statisticians to determine whether similar mean marks are obtained on the current tests as were obtained in previous years. The TDT also compares test scores with teacher assessments of pupils and investigates teachers’ views of the tests.</td>
</tr>
<tr>
<td><strong>(Jan-Mar 1999)</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

23 Particular subjects may vary slightly from this example.
| **Second pre-test**  
| (Apr-Jul 1999)  
| The final pre-test versions (sometimes 2 versions of each test) are administered to representative samples of year 6 pupils (e.g., 1,500) a few weeks after they sit their actual Key Stage 2 tests. This results in a final selection of test versions which will go live. Senior markers further hone mark schemes and final (minor) amendments to test questions are made. Marker training materials are prepared by the TDT’s Lead Chief Marker, the TDT, QCA and representatives from the EMA.  
| Statistical scaling, by TDT statisticians, enables marks obtained by pupils on the pre-test to be compared directly with marks/levels achieved by the same pupils in their end of Key Stage 2 tests. This results in recommended level boundaries for the pre-test that are based directly upon evidence of performance on the previous year’s test. (Equipercentile scaling methods are used to establish comparability.)  
| **Angoff scaling procedure**  
| (late 1999)  
| For each subject, the TDT gives a sample of teachers the final pre-test version and asks them to consider each question individually. They are required to judge the probability of success on each question that can be expected of a child performing at the borderline of each level. The teachers’ responses are aggregated (across items and then teachers) to generate a prediction for the test performance of a typical borderline pupil. This is repeated for all level boundaries.  
| The use of a sample of subject specialists - teachers not involved in the test development process - enables level boundary recommendations to be determined on the basis of the item-level judgement of experts. (The process assumes that subject experts possess representations of ‘borderline’ pupils from which they are able to extrapolate hypothetical performances.) It requires decisions to be made by individuals without necessarily reaching any consensus.  
| **Draft Level Threshold Setting**  
| (early 2000)  
| A report is prepared by the TDT (for each final pre-test version) that collates all judgmental and statistical evidence concerning its standard. The report is reviewed by the QCA and the TDT, focusing on any potentially conflicting recommendations and how best to resolve them.  
| The group consensus - of experts involved in the test development process - is used to integrate various sources of information concerning the potential location of level boundaries.  
| **Level confirmation exercise**  
| **Script Scrutiny**  
| (June 2000)  
| After test administration and marking, EMAs convene Script Scrutiny exercises in which Lead Chief Markers chair meetings of Chief and Deputy Chief Markers to reach independent recommendations for the level boundary locations. Markers first scrutinise a sample of scripts from the previous 3 years’ tests at the relevant boundary. They then scrutinise a small number of packs of scripts from the live test, where each pack corresponds to one of a range of marks around the draft threshold. By judging which packs contain  
| The use of a committee of high status subject specialists - the senior external markers who were involved in the test development process - enables level boundary recommendations to be determined on the basis of the test-level judgement of experts. (The process assumes that subject experts are able to match test-level performances when the test performances reflect responses to different questions from one year to the next.) It requires decisions to be made through group consensus.  
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<table>
<thead>
<tr>
<th>Level confirmation exercise - Live Data Collection (June 2000)</th>
<th>Scripts 'below the historical standard', 'equivalent to the historical standard' or 'above the historical standard', the markers recommend the level boundaries. These judgements are generally conducted in the absence of additional statistical information.</th>
<th>The QCA evaluates the performance of pupils on the live test in order to determine the appropriateness of the draft level threshold extrapolations (which were based upon the performance of pupils on the same test when it was at pre-test stage).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level confirmation exercise - Level Threshold Setting (June 2000)</td>
<td>Each marker returns the marks of a randomly selected sample of (up to 22) pupils from one of the schools that she is marking. These data are analysed by QCA statisticians (e.g., the extrapolated proportions of pupils at each level given the draft thresholds; gender breakdowns of performance; etc). This process takes into account the effects of borderline remarking on the final level distributions.</td>
<td>The QCA convenes a meeting of representatives from the QCA, the TDT, the EMA/senior markers and independent observers and stakeholders (from the teaching and academic sectors). Each of the draft thresholds are revisited in the light of recommendations from the Script Scrutiny and the Live Data Collection exercise. Final level boundaries are determined.</td>
</tr>
<tr>
<td>Test Evaluation (post June 2000)</td>
<td>QCA commissions independent evaluations of how the final tests functioned.</td>
<td>Independent reviews feed into the design and standardisation of subsequent tests.</td>
</tr>
</tbody>
</table>
Appendix 2: The Nature of Test Potential

The present report proposes that the weak criterion referencing described by Baird et al. (2000) re-defines comparability in terms of matching (hypothetical) qualities of candidates rather than (actual) qualities of candidates’ performances. The hypothetical quality upon which matching is supposed to be based is the construct of test potential. Test potential can be defined as the performance that might be expected from a pupil on an idealised test, given her cognitive, conative and affective relation to a specific curriculum.24

Test potential is, therefore, conceptually distinct from more limited psychological constructs like ability, because it is an amalgam of all the factors that might enhance test performance. Indeed, we might expect test potential to be causally related to numerous pupil-level factors, for example:

- enjoyment of a curriculum area;
- tenacity or motivation to succeed;
- base level of understanding of a curriculum area (i.e., before embarking on a course);
- general level of intelligence.

No doubt, certain of these pupil-level factors would be causally related to school- or system-level factors, for example:

- quality of teaching in a curriculum area;
- school ethos;
- amount of money provided by government for education;
- base levels of understanding of a curriculum area within society;
- changing lifestyles and attitudes to education within society.

While, for example, cohort referencing would ‘partial out’, or ignore, the effects of such factors upon overall ‘pass-rates’ from one year to the next, test potential referencing

---

24 By ‘idealised’ the definition implies a test of a given level of difficulty.
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explicitly takes these effects into account. That is, if pupils were generally better taught in year 2 than year 1, this would have an impact upon ‘pass-rates’. Likewise, if pupils were generally more motivated in year 2 than year 1, this would have a similar impact. As such, test potential referencing supports the kind of inferences from aggregated test results that the government requires, in light of its national performance targets.

Test potential referencing may be compatible with the notion of level descriptions, but only if these are quite general and are not taken to be prescriptive of necessary competencies. The problem, of course, is that not all candidates at a certain level of test potential will necessarily be equally successful in all learning outcomes - this is embodied in the practical imperative underlying mark aggregation that poor performance in one part of a test can be compensated for by good performance in another. Note how this recommends that tests should sample widely from a curriculum’s potential learning outcomes in order reliably to indicate test potential. Level descriptions can be helpful in giving a general impression of the type of performances that might be expected of the ‘average’ pupil at each level. Such descriptions would be useful for test result users, although not particularly for those responsible for setting and maintaining test standards.

Test potential is a construct that is internal to a specific curriculum. It does not provide a conceptual framework for determining comparability between curriculum areas (e.g., between maths and science at Key Stage 2). More importantly, test potential is not likely even to provide a conceptual framework for ensuring comparability within the same curriculum area when significant curriculum changes occur. This is because test potential, as defined in relation to the original curriculum, may well not relate in the same way to the new curriculum. If it cannot be assumed that pupils would receive similar rankings in idealised tests of the original and new curricula - that is, if the tests measured essentially different and imperfectly correlated qualities - then attempting to match by test potential would not be appropriate. In fact, there may simply be no rigorous conceptual frameworks through which to determine comparability in such situations (see also Newton, 1997b).

---

25 It could only do so in the situation in which test potential in maths was the same as test potential in science for all members of a population. In practice, tests in different subjects do not correlate that closely. If they did, there would be little need for subject-specific tests at all.
When curriculum change is small from one test to the next, a program for maintaining standards might ‘borrow’ from the test potential framework. This might be the case if a relatively small part of a curriculum had been replaced by a new part (that required the same amount of curriculum time to be taught and that stretched candidates in similar ways and that was assessed in a similar manner). In this situation, cut-score decisions might be guided by performance in curriculum areas that have not changed. However, where significant curriculum change does occur, and the new test essentially assesses a different (aggregate of) construct(s), the test potential framework cannot support the maintenance of test standards. As Cresswell (1996) notes, in such situations test standards would need to be re-set and this could only be done through the value judgements of professionals who were acknowledged to be subject matter experts.

Exactly, what teachers would be asked to do in this ‘re-setting’ situation is less clear, particularly if some form of notional equivalence with previous forms of the test was required (as is often the case). What could it mean for two tests to be comparably graded when they assessed related, but different qualities? Cresswell (1996) argues that the only way ahead is to argue that tacit standards for judging such matters reside as a dynamic norm established within the teaching profession. Wiliam (1996) similarly argues that such tacit standards can be said to reside as shared, inter-subjective, constructs within a community of practice.

As a final point, it is important to note that there are those who would doubt that test potential is a meaningful construct. Davis (1998), for example, might respond by suggesting that humans simply do not possess such enduring traits. While, there may be good philosophical and psychological reasons to sympathise with such a position, the response to this is essentially pragmatic. When high correlation is observed across different tests that are supposed to assess the same construct, then test potential may be considered to be a useful construct. That is, there would appear to be a consistent quality underlying pupils’ test performances and it is this quality that we refer to as test potential.

In reality, though, the purist is probably correct in arguing that test potential is not a truly meaningful construct when scrutinised in depth. We know, for instance, that differing question formats elicit different qualities of performance from different sub-groups of pupils (e.g., boys tend to perform better in a curriculum area, relative to girls, if it is
assessed using multiple choice questions). To the extent that the difficulty of a test differs across pupils, the idea of an idealised test - 'a test of given difficulty' - becomes problematic (meaning that test potential, strictly speaking, would need to be operationally defined in terms of a specific question format as well as a specific curriculum). Moreover, we know that individual pupils perform differently in different areas of the curriculum (meaning that test potential, strictly speaking, would need to be operationally defined in terms of tests that appropriately sampled all curriculum areas). No doubt there are many other ways of challenging the idea that a single score can constitute a valid representation of the knowledge, skills and understanding of a pupil in a certain curriculum area.
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