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Introduction

Oxera and Arup have undertaken a study, ‘Revisiting the Elasticity-Based Framework’, by the Department for Transport (DfT), Transport Scotland, and the Passenger Demand Forecasting Council (PDFC). The primary aim of the study is to update and estimate the fares and background growth elasticities contained within the Passenger Demand Forecasting Handbook (PDFH).

The study has a number of secondary objectives, which include:\(^1\)

– exploring the use of innovative or alternative econometric techniques;
– re-specifying and extending the core elasticity-based framework;
– improving the underlying data.

As part of this study, a number of reports have been produced, detailed below, which form key elements in the formulation of the overall final forecasting framework, and are referenced a number of times here.

Reports prepared by Oxera and Arup for the ‘Revisiting the Elasticity-Based Framework’ study:

– ‘What are the findings from the econometric analysis?’ (the Findings report)
– ‘Is the data capable of meeting the study objectives?’ (the Data capability report)
– ‘How has the preferred econometric model been derived?’ (the Econometric approach report)
– ‘What are the key issue for model specification?’ (the Model specification report)
– ‘How has the market for rail passenger demand been segmented?’ (the Market segmentation report)
– ‘Does quality of service affect demand?’ (the Service quality report)
– ‘How should the revised elasticity-based forecasting framework be implemented?’ (the Guidance report)

The purpose of this report is to set out a clear economic framework within which the econometric modelling has taken place. (The Econometric approach report considers the econometric methodologies that are available and their suitability for use in this study, together with the initial modelling undertaken by the study team.)

The report is structured as follows.

– The remainder of section 1 considers the demand forecasting model in the current PDFH and why it is being reviewed, together with a review of what properties an optimal econometric model would exhibit.

– Section 2 provides a brief literature review, drawing lessons from recent reviews of the PDFH and other recent studies relevant to the forecasting of passenger rail demand.

– Section 3 sets out the economic model on the basis of relationships derived from transport economics, and discusses some functional form issues.

Section 4 presents some conclusions.

Each section begins with a non-technical summary of the section.

1.1 Current PDFH formulation

This section examines the current demand forecasting model set out in the PDFH. In this model, the demand for passenger rail travel changes in response to a change in a ‘demand driver’ (e.g., fares, income, etc.). In most cases, the model forecasts how demand changes by taking the ratio of the value of the explanatory variable after the change to its value before the change, and applying the relevant elasticity given in the PDFH.

The PDFH is being reviewed for a number of reasons, including the following.

- While the PDFH forecasts perform well over the medium to long term, they perform less well for year-on-year changes and on longer-distance, non-London flows.
- In a review of the PDFH, the external environment and fares sections were rated among the highest priorities for improvement (see Steer Davies Gleave (2008), ‘PDFH Update—Phase 1’, June, p. 11).

Section 1.2 below provides a summary of the properties of an optimal econometric model.

The current version of the PDFH (version 5)\(^2\) retains the same basic framework as the previous version (version 4.1), where the change in demand for rail travel in response to a change in a demand driver (such as income or fares) is calculated, in most cases, by taking the ratio of the value of the explanatory variable after the change to its value before the change, and applying the relevant elasticity given in the PDFH. Thus, for a fare increase of 10% from a starting value of £2, the model requires the user to divide the new fare (£2.20) by the old fare (£2), and raise the result (1.1) to the power of the elasticity (say –0.7), which implies that demand is around 6.5% lower than before the fare change.\(^3\)

The current PDFH framework for demand drivers outside the influence of rail companies is as described in the equation below:

\[
I_E = \left(\frac{\text{GDP per capita}_{\text{new}}}{\text{GDP per capita}_{\text{base}}}\right)^g \cdot \left(\frac{\text{POP}_{\text{new}}}{\text{POP}_{\text{base}}}\right)^p \cdot \exp \left(n(\text{NC}_{\text{new}} - \text{NC}_{\text{base}})\right) \cdot \\
\left(\frac{\text{FUELCO}_{\text{new}}}{\text{FUELCO}_{\text{base}}}\right)^f \cdot \left(\frac{\text{CARTIME}_{\text{new}}}{\text{CARTIME}_{\text{base}}}\right)^c \cdot \left(\frac{\text{BUSCO}_{\text{new}}}{\text{BUSCO}_{\text{base}}}\right)^b \cdot \left(\frac{\text{BUSTIME}_{\text{new}}}{\text{BUSTIME}_{\text{base}}}\right)^t \cdot \\
\left(\frac{\text{BUSHEA}_{\text{new}}}{\text{BUSHEA}_{\text{base}}}\right)^b \cdot \left(\frac{\text{AIRCO}_{\text{base}}}{\text{AIRCO}_{\text{base}}}\right)^a \cdot \left(\frac{\text{AIRHEA}_{\text{new}}}{\text{AIRHEA}_{\text{base}}}\right)^r
\]

where \(I_E\) is the volume increase in demand from the change in the external factors, NC is the proportion of households without access to a car, n is ‘a parameter that drives the elasticity to car ownership’,\(^4\) and the superscripts are the elasticities given in the PDFH. (For more details, see section B1 of the PDFH v5.)

The PDFH is the key source for the generation of demand forecasts for passenger rail travel in Great Britain. However, the Request for Proposal\(^5\) and the review in 2008 of the PDFH

---


\(^3\) Specifically, according to the model, in this example a value of 0.93546 should be multiplied by the base level of demand to give the new level of demand, and with around 93% of previous customers paying 10% more for the product, the fare increase is likely to generate revenue.

\(^4\) ATOC (2009), op. cit.

\(^5\) Department for Transport (2008), op. cit.
v4.1 by Steer Davies Gleave set out a number of reasons why the PDFH is being updated, including the following.

- While the PDFH forecasts perform well over the medium to long term, they perform less well for year-on-year changes and longer, non-London flows.
- The external environment and fares sections were rated among the highest priorities for improvement.

### 1.2 Optimal model structure

An optimal econometric model will have a number of features, including:

- the ability to identify the effect of the variables of interest (income, fares, etc) on the demand for passenger rail travel \(\text{(identifiability)}\);
- the ability to produce robust results which can be used in a straightforward forecasting framework which is suitable for a wide range of uses \(\text{(usability)}\);
- the ability to provide unbiased estimates of the parameters, in an efficient way—ie, the model can estimate the 'true' elasticity, making the best use of the available data \(\text{(unbiased/efficient)}\);
- the estimated relationships between the variables of interest are consistent with economic theory, industry knowledge and intuition;
- the ability to produce accurate forecasts, while fitting historical data well \(\text{(forecasting/fit to data)}\).

These features are a combination of the theoretical and applied properties of the model. Identifiability, unbiased and efficiency are (mostly) theoretical properties of the model and/or the estimation technique used to estimate the model, while usability and forecasting/fit to data are applied properties of the model.

The theoretical factors have been considered at length in the econometrics literature, and many textbooks contain a discussion of some or all of these issues. Therefore, a detailed discussion of these issues is not undertaken here.

The applied factors are also important, but must be considered on a case-by-case basis when the modelling has been undertaken. The next section reviews the literature to consider some of the issues that have been covered in other studies.

---

This section reviews both the PDFH and a number of recent studies on the demand for passenger rail travel, to determine what lessons can be learnt from these studies and how they might be applicable to the ‘Revisiting the Elasticity-based Framework’ study. The review highlights the following lessons.

**Economic factors**: there is evidence to suggest that different income measures are relevant for different journey purposes (e.g., business and leisure). There is also evidence to suggest that distance may be an important aspect of model specification. Both these factors have been investigated in the econometric and market segmentation analysis.

**Socio-demographic factors**: the demand for passenger rail travel may be affected by the absolute size of the population, its composition, and its geographic dispersal around train stations. The degree to which these factors can be investigated in this study has been limited by the data.

**Modal competition**: rail faces several competitors, including private cars, bus/coach, and air travel. The way in which these other transport modes are modelled is clearly important in the production of accurate demand forecasts. The literature often uses fuel costs as a proxy for usage costs and car ownership to represent the long-run cost of owning a car. However, new variables have been developed for this study to represent the usage costs of a car.

**Fares elasticities**: this is a controversial area. One of the key aims for the guidance from this study is to provide a clear definition of the fare elasticity used in the study. Another important factor, which this study has not addressed due to data restrictions, is the impact of changing ticket restrictions on the demand for passenger rail travel.

There is a substantial volume of existing research on the modelling of demand for passenger rail travel, much of it summarised in the PDFH. This and other recent studies have been reviewed to gain an understanding of what has previously been investigated in the literature, and what lessons they may hold for this study.

The studies that have been reviewed in detail for this study have considered the following: economic and socio-demographic drivers of demand; patterns in rail demand over an extended period of time; regional flows; recent rapid growth in rail demand; the current and previous versions of the PDFH; travel to work; and the forecasting framework for aviation demand in the UK. This section does not consider these studies individually, but discusses the variables and the lessons for model specification that can be drawn from them. Issues relating to the functional form of the model—i.e., how the variables enter the econometric model—are addressed separately in section 3.2.

---

7 ATOC (2009), op. cit.
10 MVA Consultancy (2009), ‘Regional Flows: Regional Rail Demand Elasticities’, September.
12 ATOC (2009), op. cit, and Steer Davies Gleave (2008), op. cit.
2.1 Economic demand drivers

The primary economic factors of interest to this study are income and employment, since these are the two principal variables believed to drive demand for rail travel.\(^{15}\)

The PDFH v5 contains a substantial review of studies that have considered economic factors;\(^ {16}\) hence this review considers only those studies not reviewed in the PDFH v5.

2.1.1 Income

One issue of concern for this study is to ensure that the income elasticity is as ‘pure’ as possible—ie, that what is labelled as the income elasticity reflects only changes in income, rather than other effects. A report into recent rapid growth in rail demand notes that: ‘the GDP elasticity (in particular) is proxy for a wide and complex range of background growth effects.’\(^ {17}\)

The PDFH suggests that employment is an important driver of the demand for season tickets because of their use for commuting to work and education.\(^ {18}\) However, it is also possible that the type of employment is important if, for example, workers in professional services industries make more rail trips than manual workers.\(^ {19}\)

This suggests that different income measures may be relevant for different journey purposes and/or ticket types.

2.1.2 Distance

One aspect of model specification which changed between publication of the PDFH v4.1 and the PDFH v5 is the distance effect on the income elasticity. Wardman and Dargay (2007) suggest that the positive distance effect found in the PDFH v4.1 is a function of the estimation procedure used.\(^ {20}\) Their study finds a negative distance effect, which they believe is unlikely to be an accurate reflection of the ‘true’ relationship. The existence (or otherwise) of a distance effect is important as it would (if present) amplify or diminish the effect of any changes in GDP on rail demand forecasts. The Steer Davies Gleave review of the PDFH v4.1 notes that:

> it is unwise to assume a linear distance effect. Equally it is unwise to assume the same elasticities across all distances.\(^ {21}\)

This quote suggests that the effect of distance on the income elasticity is not yet comprehensively determined, and hence this investigation has been an important part of the econometric analysis used in this study.

Some of the socio-demographic issues identified in the literature, as they relate to the specification of the economic model, are considered next.

2.2 Socio-demographic and -economic demand drivers

A number of socio-demographic factors are identified in the literature as being of importance to the demand for rail travel. For example, the PDFH suggests that population is likely to affect demand for rail travel in three ways.\(^ {22}\)

---

\(^ {15} \) ATOC (2009), op. cit., Chapter B1, p. 3.
\(^ {16} \) ATOC (2009), op. cit., Chapter C1, pp. 5–23.
\(^ {17} \) Steer Davies Gleave (2008), op. cit.
\(^ {18} \) ATOC (2009), op. cit., Chapter B1, p. 3.
\(^ {19} \) MVA Consultancy (2009), op. cit.
\(^ {20} \) Wardman and Dargay (2007), op. cit. p. 4.
\(^ {21} \) Steer Davies Gleave (2008), op. cit. p. 46, para 8.42.
– the absolute size of the population will affect the total number of trips made by the population;
– its geographical dispersion relative to the rail network is important since the closer a person lives to a station, the more likely they are to use rail services, all else being equal;
– the socio-economic characteristics of the population (e.g., the type of job), are likely to affect their propensity to travel.

These all have implications for the specification of the economic model, although restrictions on the availability of data may limit how accurately these impacts can be modelled. However, it is clear that one of the important variables for inclusion in the general model of the forecasting framework is the population at the origin of the flow. The PDFH also suggests that in some cases (e.g., commuting), the population impact which affects the demand for passenger rail travel is the change in population relative to the change in population on other relevant routes.\(^23\)

Socio-demographic factors link to both economic factors, and modal competition, which is the subject of the next section. For example, an increasing proportion of ‘white collar’ jobs in an area may raise personal disposable income, which may increase the proportion of car ownership/usage.

2.3 Modal competition

A rail demand forecasting framework will need to allow for a number of competing transport modes, including aviation, bus/coach, and car.

The analysis of modal competition is complicated by the fact that different modes can act as both complements and substitutes to rail travel; for example, buses can be used to access a train station, or as an alternative method of making the journey.

2.3.1 Car

The variable within the current version of the PDFH which is used to model the impact of changes in car ownership on rail demand is the proportion of households without access to a car.\(^24\) Given that road congestion has increased significantly over the past 20 years, in both London and other cities, the study has investigated whether this is still the optimal measure of car ownership. This is essentially a measure of car availability as opposed to the cost or time effects of running a car. The impact of car ownership on the demand for passenger rail travel is uncertain since car availability may be a complement to rail travel (e.g., by allowing easier access to train stations), as opposed to a substitute (e.g., where owning a car allows the entire trip to be made by car rather than train).

The PDFH uses fuel cost to proxy for the short-run cost of running a car, separately from the car ownership variable. This suggests that there are two distinct aspects to the cost of owning a car: short-run marginal cost, currently modelled by fuel price, and long-run cost, currently modelled by car ownership. This approach is consistent with economic theory. However, to improve the representation of short-run marginal cost, the review of the PDFH v4.1 suggested that fuel costs be expanded to include:

all directly perceived motoring costs which we would suggest includes parking, tolls, congestion charges, and potentially, road pricing, as well as fuel costs.\(^25\)
The impact of car journey times on the demand for rail travel is currently imposed on the PDFH estimation and is based on an assumed trend in car journey times. This may introduce inaccuracy into forecasts developed using this variable, as the trend may vary as congestion patterns alter.

Oxera and Arup have developed two new variables which capture increasing car journey times and car cost (see the accompanying Data capability report for more details).

2.3.2 Aviation
The PDFH uses two terms in the forecasting framework to explain the difference in rail demand resulting from changes in the characteristics of air services: monetary cost and headway.

The impact of airline competition is important but only for those flows for which air is an effective competitor. Therefore, any variable included in the forecasting framework will need to account for the flow-specific nature of air competition.

2.3.3 Bus/coach
The PDFH includes three variables to explain the impact of changes in bus characteristics on rail demand: cost, headway, and journey time. However, discussion with the Project Steering Group suggests that these factors are not used in many practical applications. This finding is supported by the fact that only a relatively small percentage of commuters use the bus to travel to work in the areas considered—ie, Manchester and London.

This implies that bus and coach competition, while likely to be important in some local areas, may be of less importance for the overall forecasting framework than some other variables.

2.4 Fares
Fare elasticities are a controversial area, with some stakeholders continuing to use elasticities from the PDFH v4 rather than the PDFH v4.1.

Although an important issue, the impact of changes in ticket restrictions is difficult to investigate in econometric analysis of ticket sales data, which this study is pursuing. Where changing ticket restrictions have resulted in an important impact on the choice of product, this may show up as unexpected results from the econometric analysis. Hence, this restriction to the analysis will need to be considered when interpreting the results from the econometric analysis; as an example, the full and reduced fare ticket segments for the London, South East and East of England market have been combined due to the impact of fares regulation. (See the Findings report for more details.)

2.5 Summary
There is a substantial body of literature on forecasting the demand for passenger rail travel, which highlights a number of factors with important implications for the specification of the economic model used in this study.

This section has reviewed some of the literature, and has identified some issues which the study team has considered when conducting the econometric analysis. This literature review is supplemented by considering some relationships from economic theory in the next section.

27 ATOC (2009), op. cit. Chapter B1, p. 6.
28 Ibid.
3 Economic model

All models are simplifications of reality; the important issue is whether the model represents the behaviour of interest accurately enough for the model to be fit for purpose, which, in the case of this study, is to forecast the demand for passenger rail travel.

The relationships between the variables which are considered in this modelling framework can be assumed to be complex, and may change over time. Economic theory can be used to provide an expected direction of change of the relationships, and some of these relationships are considered in this section of the report.

The areas considered are summarised below.

**Constant and variable elasticities**: tests can be applied to the data to ascertain whether elasticities are constant both over time and with the level of the variable of interest.

**Model stability/market maturity**: stability—i.e., whether the model results depend on the time period used for the estimation—is important for any model, but especially so for one that is to be used for forecasting. This is a factor which has been tested in the analysis. Many demand forecasting models, such as the UK air passenger demand forecasts, impose an assumption of market saturation/maturity on demand forecasts. Whether there is evidence of market maturity is an empirical issue which has been an important part of the analysis in this study.

**Intertemporal effects**: these refer to whether the estimated relationships and parameters change over time. There are theoretical reasons why the estimated elasticities and relationships between the variables may change over time. This is a particular type of model instability, but if the parameters of the model do change over time, allowing for this should result in a more stable model for the other parameters.

**Pooled versus corridor analysis**: pooling flows in the econometric analysis imposes an assumption that the responses to changes in the explanatory variables are the same across the flows that are being pooled. Corridor analysis is a special case of pooling, whereby the pooling is conducted on the basis of geographic rail corridors—e.g., the West Coast Main Line.

**Generalised time/cost**: the formulation of generalised time/cost includes assumptions placed on the relationship between time and cost.

**Growth factors**: given the importance of the income variable, discussed in section 2 above, it is important to account for this variable as accurately as possible, and hence to consider how the income variable should be deflated in order to reflect accurately the economic variable it is intended to.

**Functional forms**: functional forms are the assumptions about how the variables enter the econometric model, which are made to enable the estimation of the model. These assumptions can be tested using statistical techniques.

All models are simplifications of reality; the challenge is to use models which represent the behaviour of interest accurately enough for the purpose required—in this case, to forecast the demand for passenger rail travel for a variety of purposes. Section 1.2 above set out the properties of an ideal econometric model, while this section considers the issues which must be considered in the development process of any model:

- what is the structure of the model?
- what are the functional form issues which need to be considered?
- what techniques are available to estimate the model, allowing for the identified functional form issues?

---


-- how are the variables used to populate the model specified?

The third question is discussed in detail in the *Econometric approach* report, while the fourth question is considered in the *Data capability* report.

The next section discusses some of the theoretical relationships which may be expected to arise in the demand for rail travel in Great Britain and which may affect the economic model.

### 3.1 Theoretical relationships

The relationships between those variables which drive the demand for passenger rail travel may be expected to be complex, and to change over time.

The Request for Proposal sets out a number of areas which require consideration of the relationships between variables. In addition, the study team, in conjunction with Professor John Preston, has considered the theoretical relationships that might be expected to exist between the variables, based on transport economics.

The Request for Proposal asks for the following areas to be considered:

- constant versus variable elasticities;
- model stability/market maturity;
- intertemporal effects;
- pooled versus corridor analysis;
- generalised cost/generalised time framework;
- the relationship between monetised and non-monetised variables.

These factors are considered below, together with some issues identified by the study team.

#### 3.1.1 Constant versus variable elasticities

Elasticities represent passengers' behavioural responses to changes in the drivers of demand, and hence it might be expected that they vary both between passengers and over time as passengers' preferences change. However, allowing elasticities to differ for every passenger in every time period would not result in a practical forecasting framework. This issue is considered in some detail in the *Market segmentation* report, as the market segmentation process is designed to group together flows which display similar responses to changes in demand drivers. The market segmentation work suggested that the behavioural response to a change in the demand driver may vary depending on the level of the variable. This, in turn, suggests that, as the level of the variable alters (either over time or across passengers), the elasticity may not be constant. This is an empirical and functional form issue, which is discussed further in section 3.2.1 below.

#### 3.1.2 Model stability/market maturity

Given that the primary use of the models produced by this study is forecasting, the stability of the model—ie, whether the parameters remain constant over time or vary—is of considerable importance.

In addition, demand for transport is unlikely to continue increasing at its current rate indefinitely. This issue is dealt with in transport modelling in a variety of ways, as discussed in more detail in section 3.2.2 below.

#### 3.1.3 Intertemporal effects

As stated above, elasticities are representations of behavioural responses and hence may be expected to change over time. Box 3.1 explores why this is the case.

---

Box 3.1 Income elasticity over time

Dargay and Wardman (2007) note that, in certain circumstances, the rail income elasticities of passenger rail travel might be expected to increase over time. The aggregate travel elasticity can be expressed as:

\[ I = S_r I_r + S_o I_o \]

where \( I \) = market income elasticity of travel, \( S_r \) = the share of rail travel in the total travel market, \( S_o \) = the share of other modes in the travel market, \( I_r \) = rail income elasticity and \( I_o \) = the income elasticity of other modes. Then, for marginal changes, it can be shown that:

\[ \frac{I_r}{I} = \left( \frac{\partial Q_r}{\partial Q} \right) / S_r \]

where \( Q_r \) = rail demand and \( Q \) = travel demand.

In other words, the ratio of the rail income elasticity to the market income elasticity is equal to the ratio of the rail sector’s share of new and existing trips. Supposing that the market income elasticity is 1, and the rail sector’s share of existing trips is 10% but its share of new trips is 20%, the rail income elasticity is then 2.

However, it may also be expected that if demand for rail travel reaches saturation point, the income elasticity may decrease as income continues to increase but the demand for rail travel remains constant. Hence, it is not possible to specify, a priori, what the expected direction of change (if any) in the income elasticity is.

Nevertheless, the study team is conscious that, in the long run, the market for rail travel may be expected to reach saturation point, and hence the relationship between the income elasticity and the level of income is likely to be negative at that point for the reason set out above.

In addition to elasticities changing over time, the relationship between monetary variables and non-monetary variables may change over time, as the average level of income increases. This issue is discussed further in section 3.2.1 below.

3.1.4 Aggregation and corridor analysis

In the presence of many cross-sectional units of data (such as rail flows), it might be feasible in some cases to treat several units as a single, larger unit. This is referred to as ‘aggregating’ the data, and might be undertaken, for example, on a regional basis, according to an urban/rural split, on the basis of demographics such as income, or using a mix of several criteria. An alternative would be to group the data by rail network routes—known specifically as ‘corridor’ data.

Flows differ by characteristics such as length, journey time, and journey purpose. These characteristics will influence the demand for travel on a particular flow. However, the relationships between these characteristics and demand may differ between flows. Accurate identification of such relationships for each flow is important if forecasts are to be reliable.

A higher volume of data provides a more reliable picture, since individual passengers will have less influence on the total. For example, revenue on a flow with two season ticket holders will be greatly affected if one passenger switches to travelling by car. Such influence would be much less important on a flow with 100 season ticket holders. For this reason, relationships estimated with more data can be considered more robust.

This holds only if the relationship between demand and the drivers of demand is sufficiently similar across the combined flows. Relationships estimated using combined data are a weighted average of those obtained from individual flows. Consequently, if the relationships vary significantly between the combined flows, the average estimate may not represent the true relationships for any of the flows, and hence may result in inaccurate forecasts.

As an example, consider two flows with an equal level of demand. Assume that Flow A consists primarily of leisure travellers who care relatively little about journey time, while Flow B consists mainly of business travellers who are sensitive to journey time. Flow A has a low volume of passengers travelling on full-fare tickets, as it is less common for leisure travellers to use a full-fare ticket. Combining A and B to estimate the response to changes in journey time for full-fare ticket holders may suggest that both flows are somewhat responsive to journey times. Subsequent forecasts would overestimate the impact of an increase in journey time for flow A, and would underestimate the impact for flow B.

Figure 3.1 illustrates how the flow, or pooled flows, will influence the demand forecasts through the estimated relationships.

**Figure 3.1 Summary of combined data decisions**

![Diagram showing flow data, elasticity relationship, and demand forecast](image)

The final row represents the combined data of A and B. The average elasticity relationship feeds through to average demand forecasts. If the relationships in flow A and flow B differ strongly, the combined forecast will be inaccurate for both. The aim of the market segmentation is to group together flows which have similar demand responses. (See the Market segmentation report for details.)

Table 3.1 summarises suitable approaches in different data contexts.

**Table 3.1 Summary of combined data decisions**

<table>
<thead>
<tr>
<th></th>
<th>Low volume of data</th>
<th>High volume of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous flows</td>
<td>Combined estimates</td>
<td>Flow estimates</td>
</tr>
<tr>
<td>Heterogeneous flows</td>
<td>Compare combined and flow estimates</td>
<td>Flow estimates</td>
</tr>
</tbody>
</table>

Source: Oxera.

In the presence of high volumes of data there is no direct need to combine the data. However, if the flows are highly homogeneous, combined estimates will be more accurate, given the increased data and the reduced number of parameters that need to be estimated.

In the presence of low volumes of data, homogeneous flows can be combined without necessarily adversely affecting parameter estimates and forecasts. Where there are low volumes of data and reasons to expect differences in demand relationships, neither approach is obviously preferable. Parameter estimates for individual flows may be influenced by the actions of individual passengers, and thus may potentially be misleading, while the combined estimate may be misleading since it may mask different relationships. In extreme cases:

- where the number of flow-level observations is very small (< 30 observations per year), combined data is arguably more reliable, due to the increased volume of data;
- where demand relationships are expected to be highly heterogeneous, individual flow estimates may be preferable, as an average could mask important differences.
The issue of how to combine data—for example, by region, demographics or rail corridor—is therefore a question of heterogeneity. Combining may offer benefits if the data is sufficiently homogeneous, in that the behavioural responses influencing demand are symmetric across the passengers in the segment.

It is also possible for certain relationships to be similar across segments, and for others to differ—for example, responses to changes in income may vary geographically, while attitudes to reliability may be similar geographically, but may vary by journey purpose. The potential for bias through combining therefore depends on the relationships of interest.

In practice, economic reasoning and an empirical assessment of the flow characteristics should guide combining decisions. Comparisons of the combined estimate to the underlying individual flow estimates provide an important cross-check of the rationale for combining. The market segmentation work, detailed in the Market segmentation report, aims to group together flows which display similar responses to changes in demand drivers, and hence to produce more homogeneous groups of flows.

The use of corridors is a special case of combining data.

### 3.1.5 Generalised time/cost

Generalised journey time (GJT) is defined as:

\[
GJT = \text{journey time} + \text{service interval penalty} + \text{interchange penalties.}
\]

This imposes a particular assumption on the relationship between journey time, service interval penalties and interchange penalties—i.e., that an increase in one can be offset by a decrease in another at a linear rate. Given the correct data, this could be tested empirically. However, given the data available for the purposes of this study, it is not possible to test this assumption and hence the study has continued to use GJT.

Generalised cost (GC) is defined as:

\[
GC = \beta GJT + F
\]

where \(\beta\) is the value of time and \(F\) is the fare. As in the discussion above, this imposes certain assumptions on the relationship between GJT and fare. This relationship is also testable, if the data is suitable. However, unless there is accurate data available for the value of time (e.g., different journey purposes and mappings from journey purpose to ticket type) then it is likely to be difficult to draw firm conclusions from any analysis. Given that the requirement for this study is to estimate directly as many elasticities as is feasible within the econometric framework, the study team has not estimated generalised cost elasticities, but has estimated separate GJT and fare elasticities.

### 3.1.6 Non-monetised variables

The relationship between fares and GJT is complex, and is best illustrated by algebra. Assume that there is a relationship of the form:

\[
Q = a GC^b Y^c
\]

where \(GC = F + \beta GJT\), \(\beta = \text{value of time}\), \(Q\) is the demand for travel by rail, \(F\) is the fare and \(Y\) is income. With this formulation, the fare elasticity = \(b(F/GC)\) and the GJT elasticity = \(b(\beta GJT/GC)\). Assuming \(d\beta/dY\) is positive then, as real income increases, the GJT elasticity will increase and the fare elasticity will decrease, all else being equal. This implies that over time, the GJT elasticity may be expected to increase, while the income elasticity may be expected to decrease. However, as noted in Box 3.1, there may be factors which tend to increase the income elasticity over time.

---

35 ATOC (2009), op. cit. Chapter B4, p. 2.
If it is further assumed that the demand for passenger rail travel can be expressed as \( Q = aF^bGJT^cY^d \) (where \( Q, F, \) and \( Y \) are defined as above, and \( a, b, c \) and \( d \) are parameters to be estimated) and if the value of time is a function of income, the formulation of the income elasticity will become more complicated. Suppose that \( \beta = dY \), the income elasticity becomes \( bdGJT/[(F/Y) + dGJT] + c \). Given that the expected signs are \( b<0 \) and \( d>0 \), as income increases the income elasticity will decrease. In fact, the income elasticity will change with income as follows: \( (bd\ GJT/ (F/Y + dGJT)^2) \ F/Y^2 \).

This implies that a constant elasticity formulation (see section 3.1.1 above) may not be appropriate, given that there are theoretical considerations which suggest that the elasticities may change with the level of the variable. Whether there is evidence for this is an empirical issue which has been addressed in the econometric analysis.

### 3.1.7 Growth factors

Income is likely to be an important driver of the demand for rail travel, and hence it is important that the measure of income used in the econometrics reflects the income measure of interest as accurately as possible.

The optimal theoretical outcome is to have separate income variables for business and leisure journey purposes to model the different income drivers which affect rail demand, discussed in section 2.1 above:

- for business, the optimal income variable is gross value added (GVA) on an employment basis, deflated by an industry-weighted GDP deflator;
- for leisure, the optimal income variable is personal disposable income on a residence basis, deflated by a consumer price index.

Income may also affect demand for season tickets since, if incomes increase, passengers may be more inclined to use rail as their mode of transport. Therefore, it is important to allow for this factor in the analysis.

To change these into appropriate per-person variables, the business variable should be on a per-worker basis—ie, the most appropriate business income variable is productivity (GVA per worker), while, for leisure, the income variable should be personal disposable income per capita at the origin (or household).

However, these theoretical variables do not necessarily have practical counterparts. The available income variables are discussed in the accompanying Data capability report.

### 3.2 Functional forms

A functional form is a restriction placed on the form of a model to allow the behavioural relationships of interest to be estimated, such as constant elasticities or linear relationships between variables. These assumptions can be tested using statistical techniques to determine whether the restriction is supported by the data.

There are a number of functional form issues considered in this section:

- constant or variable elasticities;
- changing relationships between variables over time;
- market saturation/maturity;
- dynamics;
- structural breaks.
3.2.1 Constant or variable elasticities

The current version of the PDFH assumes that all elasticities are constant, both over time and with the level of the variable.\(^{36}\) Whether elasticities vary over time has been considered in previous research, with the broad conclusion reached that there is limited evidence of elasticities varying over time. However, there is some evidence that elasticities may also vary depending on the level of the variable.\(^{37}\)

The most common approach to estimating constant elasticity models is the double log formulation.

\[
\ln(y_t) = \beta_0 + \beta_1 \ln(x_t) + \epsilon_t
\]

where \(y_t\) and \(x_t\) are variables, \(\epsilon_t\) is an error term, and \(\beta_0\), and \(\beta_1\) are parameters to be estimated.

This model specification has the advantage that it is easy to estimate and interpret, but the disadvantage that it cannot be derived from aggregation over individuals, and therefore restrictions from consumer choice theory cannot be readily imposed on the model. This may result in models that are not internally consistent; therefore, when interpreting the results of models of this type, it is important to be aware of this limitation. This means that the results may not satisfy restrictions from consumer choice theory. Specifications of this type are commonly used in empirical studies (eg, UK air passenger demand forecasts\(^{38}\)).

Constant elasticities impose an assumption on the data that the elasticities do not change over time. This has been tested in this study.

3.2.2 Market saturation/maturity

Some demand forecasting methodologies in the UK assume that the market will become saturated in the future. The methods for imposing this saturation effect include adjusting the demand forecast by an ‘\(x\)’ factor—eg, the Department for Transport’s UK air passenger demand model assumes that market saturation will arise between 2010 and 2020 in different markets.\(^ {39}\)

An alternative to imposing an external saturation effect is to test whether a saturation hypothesis is supported by the data, by including a squared term of the variable of interest in the model to be estimated—for example:

\[
\ln(y_t) = \beta_0 + \beta_1 \ln(x_t) + \beta_2 \ln(x_t)^2 + \epsilon_t
\]

where \(y_t\) and \(x_t\) are variables, \(\epsilon_t\) is an error term, and \(\beta_0\), \(\beta_1\) and \(\beta_2\) are parameters to be estimated.

If the estimated coefficient on this squared term (\(\beta_2\)) is negative, this provides support for the hypothesis that there is a market saturation effect because of the U-shape of the quadratic function—ie, as \(x_t\) increases, so does the elasticity, up to a point. After that point, as \(x_t\) increases further, the elasticity decreases. One potential issue to consider when forecasting is that there may be a saturation effect in the future which is not present in the data available for model calibration. Under this scenario, it may be necessary to impose assumptions on the forecasts relating to market saturation.

A different approach, which is adopted in the PDFH, is to use an exponential function to allow the elasticity to decrease as the level of the variable increases. For example, as the

---

\(^{36}\) The exception is the car ownership elasticity, which is specified such that it varies with the level of the car ownership variable.

\(^{37}\) See, for example, the accompanying Market segmentation report.

\(^{38}\) Department for Transport (2009), op. cit. p. 98.

\(^{39}\) Ibid, p. 114.
proportion of households with access to a car tends towards one, the effect of a marginal change decreases.

3.2.3 **Dynamics and structural breaks**

As stated above, all models are simplifications of reality. Dynamics are a way of relaxing some of the assumptions imposed on the models by allowing adjustment to changes in the explanatory variables to occur over a period of time, rather than within the same period as the change occurred. These types of models are discussed in more detail in the *Econometric approach* report.

Structural breaks allow the relationships between the variables within the model to change over time, either abruptly or over a period of time, and can be tested for using a variety of techniques.

The introduction of dynamics and structural breaks can introduce greater complication into the models, making the interpretation of the coefficients more challenging. However, they also allow for a much richer model specification and for more realistic relationships between the explanatory and dependent variable, and hence the production of more accurate forecasts.

This section has considered some of the functional form issues which the econometric analysis has accounted for. The next section concludes this report.
4 Conclusions

In conclusion, there are many complex relationships between the variables included in the forecasting framework. This report has considered some of the functional form and model specification issues that have been accounted for in the econometric modelling.

As can be seen from the above sections, the specification of the form of the economic model is a complex exercise. Following the specification of the economic model, further assumptions need to be made in order to specify the econometric model. It is important that as many of these assumptions as possible are tested using the data in order to determine whether the data supports the assumptions.

The general models, derived from economic theory and industry knowledge, are as follows:

\[ \text{Journeys} = \text{Journeys}_{t-1} + \text{fare} + \text{population} + \text{income} + \text{employment} + \text{prop. no car} + \text{car cost} + \text{car journey time} + \text{GJT} + \text{performance} + \text{SQI} \]

For season and full fare tickets, the income measure is GVA per employee at destination, while for reduced fare tickets, it is personal disposable income per capita at origin.

The study team has investigated four separate functional forms for each of the market segments, in addition to the basic double-log formulation:

- to allow for elasticities which alter with the level of the variable, a specification is run where income, population and employment enter the specification as levels, not logs;
- to allow for elasticities which vary with time, time dummies are interacted with fares, income, GJT, and car journey time, along with the level of the variable;\(^{40}\)
- market saturation is tested by including squared terms of the variables in the model;
- the impact of distance is tested by interacting the distance of the flow with the variable (income, population, employment) and testing whether the interaction term is significantly different from zero.

For details of the econometric techniques considered, and the process for the econometric modelling, see the accompanying *Econometric approach* report. The data collected for use in this study is discussed in the accompanying *Data capability* report.

\(^{40}\) An F-test is then conducted on the interactions to test whether they are jointly different from zero.