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A method Tor communicating with devides (121-123,131-133,141-143) in a
decentralized network, comprising:

receiving a packet from a device (121) in a point of presence (111),-fhe poirt of
resence {4.17) being remote from a centralized data center (L0 '

routing the packet according io a virtual circuit (220) from the point of presence to an
application computer (261) of afhe centralized data center (101) wherein the virual
circuit is defined such thst subseguently received packets in the point of presence
{111) from the device are also rauted according to the virtual circuit from the point of
presence (111) to the application computer (261), wherein  routing the . packet
Heeording.: to-the virtuat sircwit insludes yewriling o dostination address in the packet
from _an_ origiaal. destination address fo an.address assoviated with the centralized
107), wherein-the sewrifing. of #he destiration address is performed-in
accordarice with re-write rules provided Yo the peint of presence {1115

generating a reply packet by the application computer (261) processing information

~

in the packet; and-charagionze

passing the reply packet to a remux computer 271) In a default gateway of the
application computer (261); ard

re-writing the source iP address of the reply packet so as to include the original
destination address associated with the point of presence {111) according to re-write
rules provided fo the remux computer (271); and

transmitting the reply packet with the re-written source P address back to the device

from the remux computer (271).

1,.the method comprising sending the wacket over

The method atecrding te claim

address associated with the cenfralized data center.

The method aceordinia to claim 1 or %, wheren.a pliizalitv.of wof
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The rhethbd 'ai:cgrﬂh*:c: to ssine 1. 2 ar.3, wherein_the canfralized data center S104

pISES i le applieatior aomnuters (287263, arlcf wherein_each peint of

3= rras_a_uu'tua% et .22&-392 op by a circult keeper 12307, wherein each
20 starts i one of the & i
oné of the agglteaﬂan corhpuiers (26’1«-263} of ’the centralized data aente‘r ('f{}ﬂ and
.. the cirolit fesdriar 1235)
commurﬁéfes reswiite rules to eaoh pom’f of nr‘esemta {1 1;-1133 and re-wiits rules
to the remux.cefuiiter 12715 of the centralized data center {101),

The method according to claim 1,_2.-3 or 4. wherein the reply packet indicates a
destination P address associated with the device.

The method according to claim 35, wherein the routing of the packet fo the
application computer (261) of the centralized data center (101) includes routing the
packet to the centralized data center (104) according to a first static route defined in
a roufing table of a first computer (210) in the point of presence {111),

The method accarding to claim 1.2, 3 ar 4, whereln the routing of the packet to the
application computer (261) of the centralised data centrer (101) comprises:

rewriting the destination address in the packet from the address associated with the
centralized data canter (101) to an address associated with the application computer
(261) in the centralized data tentér (101); and
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routing the packet fothe application computer (261);
and generafion of the reply packet comprises:

processing the packet with an application program residing on the application
computer (261} to generate the reply packet.

The method according to claim 87, wherein the packet is routed to the application
computer (261) according to a static route defined in a routing table of a second
coinputer (240) in the centralized data center (107). '

The method according to claim &, wherein a second computer in the centralized data
center (101) and the application computer {261) communicate throtigh an Ethernet
network (250), and the address associated with the application computer {281) is an
Ethernet address assigned to the application camputer (261,

The method according 1o dlaim 308, further comprising: determining the Ethernet
address using informafion of a destination port indicated in the packet.

A method as claimed in claim 1,2 3 or 4, further comprising:

receiving a request to establish the virtual circult including a first computer (210) in
the point of presence {111), a second computer (240} in the centralized data center

{101), and the application computer {261)xtiatingthersgesh, and

sending first re-write rules to the first computer (210) and second re-write fules to the
second computer (240) when establishing the virtual circuit so that the first re-write
rules cause the first computer (210) to re-write a destinafion address included in a
packet of information received from the device in the. decentralized network to be re-
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written from an original destinabion address to an address associated with the
second computer (240), and the second re-write miles cause the second compuisr
(240) 1o re-wite the destination address from the address associated with the
second computer (240} to an addrass associated with the application computer (261}
after recelving the packet from the first computer (240).

The method according to claim 4231, further comprising sending a first static route to
the first computer (210) and a second -static route to the second computer (240)
when establishing the virnual circuit so that the first static route instructs the first
computer (210) to route the packet received from the device to the second computer
{240) and the second static route instrucis the second computer (240) to route the
packet to the application computer (261) after recelving the packet from the first

computer (210).

. The method according to claim 4211, wherein the address associated with the

application computer {281) is an Ethemnet address, and further comprising sending
third rewrite rules to a third computer {271) of a default gatsway of the application
computer (261) so that the third computer re-writes a source address in a reply
packet generated by the application computer (261} from the Ethernet address
associated with the application computer (261) to the original destinalion address.

A methad according to claim 1.2, 3 ¢ 4 wherein the generation of the reply packet
by the application computer (261) processing information of the packet comprises:

receiving a packet from the point of presence (111) that has re-written a destination
address in the packet from an original destination address associated with the point
of presence {111) to an address assotiated with = first node (240) of the centralized

network;

re-writing the destination address from the address associated with the first node
{240) to an address associated with the application computer (261) of the centralized
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data centrer (101);

routing the packet to the application computer (281) according to = static route
defined in a routing table of the first node (240); and

generating a reply packet by processing information in the packet using an
application program residing on the application computesr (261).

The method according to claim 4&14, wherein the centralized data centrer (101) has
an Ethernet network (250) and the address associated with the application computer
{261) is an Ethemet address.

The method zccording to claim 4715, further comprising: determining the Ethernet
address using information included in a destination port indicated in the packet.

The methed according to oleim 4811, wherein the receiving of the packet from the
point of presence (111) is received by the first node (240) of the centralized data
centrer {101) over the Internet, and the address associated with the first node {240)

is an [P adtress.

The method according to claim 4814, wherein the receiving of the packet from the
paint of presence (111) is received by the first node (240) of the centralized data
centrar (181) through a-virtual private network over the Internet, and the address
associated with the first node (240) is an allased address,






