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Introduction

1. The UK’s current data protection framework is set out in the UK GDPR¹ and the Data Protection Act 2018 (DPA 2018). The legislation protects the rights of individuals by setting out some key principles that all organisations must follow when processing personal data. It also obliges organisations to comply with other specific rules, for example, when transferring personal data abroad, reporting data breaches to the Information Commissioner’s Office (ICO) or demonstrating accountability with the fundamental principles. It also sets out certain rights individuals have in respect of their data, for example: seeking access to it; objecting to its processing; and seeking its rectification or erasure. The legislation is enforced by the Information Commissioner whose powers of investigation and enforcement are also set out in the DPA 18.

2. In some circumstances the general rules on the processing of personal data as set out in the UK GDPR and DPA 18 are supplemented by the Privacy and Electronic Communications Regulations (EC Directive) 2003 (PECR). PECR builds on the general rules by setting out additional and more specific rules in relation to electronic communications and other matters. For example, it sets out rules on marketing by electronic means, including marketing texts and emails.

3. The provisions within this Bill have been developed to deliver a data protection framework that is pro-innovation and pro-growth while maintaining high standards of data protection for individuals.

4. The provisions will make additions and changes to the UK’s data protection framework to:
   a. Remove barriers to responsible innovation using personal data;
   b. Enable the use of personal data to deliver better public services;
   c. Reduce burdens on businesses and deliver better outcomes for people;
   d. Boost trade and remove barriers to personal data flows;
   e. Reform the Information Commissioner’s Office.

5. This document records the analysis undertaken by DCMS and other contributing government departments to enable Ministers to fulfil the requirements placed on them by the Public Sector Equality Duty (PSED) as set out in section 149 of the Equality Act 2010. The PSED requires the Minister to pay due regard to the need to:
   a. eliminate unlawful discrimination, harassment and victimisation and other conduct prohibited by the Act;

¹ At the end of the transition period the EU GDPR was retained by the European Union (Withdrawal) Act 2018. The retained GDPR was modified by the Data Protection, Privacy and Electronic Communications (Amendments etc) (EU Exit) Regulations (DPPEC 2019) (as amended by the Data Protection, Privacy and Electronic Communications (Amendments etc)(EU Exit) Regulations 2020) and renamed the UK GDPR.
b. advance equality of opportunity between people who share a protected characteristic and those who do not; and

c. foster good relations between people who share a protected characteristic and those who do not.

6. The characteristics that are protected in relation to the PSED are age; disability; gender reassignment; pregnancy and maternity; race; religion or belief; sex; and sexual orientation. Marriage and civil partnership are also protected characteristics under the Equality Act but they are not covered by the duty.

7. The analysis for the data reform provisions within the Bill is split into two sections. Section 1 covers the PSED analysis undertaken prior to the publication of the ‘Data: a New Direction’ consultation, Section 2 covers the updated PSED analysis undertaken following consideration of consultation responses.

8. The Data Protection and Digital Information Bill also contains the following measures separate to data reform - analyses by the relevant teams are included in this document:

   a. Section 3 - Changes to Part 3 and Part 4 of the Data Protection Act 2018 - enhancing law enforcement use of data through improved consistency across data regimes; maintaining high data protection standards that preserve confidence in use of data for law enforcement and national security; reforming biometrics legislation to simplify the oversight framework for the police use of biometrics and overt surveillance and introduce a statutory code of practice. These measures are led by the Home Office.

   b. Section 4 - Digital Identity - making digital identities as trusted and secure as physical documents such as passports or driving licences by establishing robust governance, including independent accreditation and certification, and enabling data checking against more trusted datasets. These measures are led by the Digital Identity team in DCMS.

   c. Section 5 - Open Data Architecture - introducing new enabling powers for the Secretary of State to prepare and publish standards for IT products and services used in the health and adult social care sector in England and will require the suppliers of the products to comply with these standards. This measure is led by DHSC.
Data Reform

Summary of policy

9. The data reform proposals will update, and simplify, the UK’s data protection framework, including the role of the Information Commissioner’s Office, underpinned by a focus on protecting individuals’ data rights and generating societal, scientific, and economic benefits from a future data protection regime.

10. On data reform the Data Protection and Digital Information Bill will include proposals to:

   a. Remove barriers to responsible innovation - We will support innovators and enable greater data access and sharing in ways that preserve public trust. For example, through clarifying rules on use of AI technology to facilitate scientific breakthroughs.

   b. Reduce burdens on businesses and deliver better outcomes for people - We will reform the current UK GDPR framework from one that unnecessarily prioritises process and high-volumes of paperwork over effective protection of personal data.

   c. Boost trade and remove barriers to data flows - Reforms to create an autonomous UK international transfers regime which supports international trade and eliminates barriers to cross-border data flows, making the most of post-Brexit freedoms to establish and expand international data flows.

   d. Deliver better public services - We will permit better and more innovative use of data by government and other public bodies in the public interest, by providing clarity on how personal data can be shared and extending existing data sharing powers where required.

   e. Reform the Information Commissioner’s Office - We will free up the ICO’s resources by shifting their focus away from high-volume, low-value work towards more upstream work, supporting organisations to innovate responsibly, solve problems before they occur, and help them comply with the law.
Section 1 - Evidence and analysis (Pre-consultation analysis)

11. This section of the document outlines the PSED analysis undertaken by DCMS prior to the launch of the data reform consultation. This analysis of the equality impacts of specific data reform proposals in the Bill follows the same order as the consultation paper. The consultation paper is split into the following five main chapters: (1) Removing barriers to responsible innovation; (2) Reducing burdens on businesses and delivering better outcomes for people; (3) Boosting trade and removing barriers to data flows; (4) Delivering better public services; (5) Reforming the Information Commissioner’s Office.

Chapter 1 - Removing barriers to responsible innovation

12. This section of the consultation paper invited views on addressing aspects of the legislation that can create barriers to responsible innovation, particularly in the area of research. The specific proposals are listed below and discussed in more detail in the consultation paper.

13. This chapter of the consultation focussed on the following proposals

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Creating a single legislative chapter for research</td>
</tr>
<tr>
<td>#2</td>
<td>Incorporating a clearer definition of ‘scientific research’ into legislation</td>
</tr>
<tr>
<td>#3</td>
<td>Incorporating broad consent for scientific research into legislation</td>
</tr>
<tr>
<td>#4</td>
<td>Providing more clarity on how personal data can be further processed for scientific or historical research purposes, archiving in the public interest or statistical purposes</td>
</tr>
<tr>
<td>#5</td>
<td>Creating a limited, exhaustive list of legitimate interests that businesses can use personal data for without applying the balancing test for example; processing of personal data necessary for the purposes of ensuring bias monitoring, detection and correction in relation to AI systems constitutes a ‘legitimate interest’ in Article 6(1)(f)</td>
</tr>
<tr>
<td>#6</td>
<td>Make it clear that the existing derogation in Paragraph 8 of Schedule 1 of the Data Protection Act 2018 can be used for processing of sensitive personal data for the purpose of bias monitoring, detection and correction in relation to AI systems</td>
</tr>
</tbody>
</table>
### Proposal Details

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#7</td>
<td>Create a new condition within Schedule 1 of the Data Protection Act 2018 which specifically addresses the processing of special category data for the purpose of bias monitoring, detection and correction in relation to AI systems</td>
</tr>
<tr>
<td>#8</td>
<td>Clarifying that further processing for an incompatible purpose may be lawful when based on a law that safeguards an important public interest or when the data subject consented initially or has re-consented</td>
</tr>
<tr>
<td>#9</td>
<td>Bring UK GDPR Recital 26 onto the face of legislation</td>
</tr>
</tbody>
</table>

Eliminating unlawful discrimination, harassment, victimisation and any other conduct prohibited by the 2010 Act

14. The government has considered to what extent the proposals in this chapter will help to eliminate discrimination, harassment, victimisation or any other conduct prohibited by the Equality Act 2010 against individuals with protected characteristics.

15. The government is of the view that proposals 5 and 7, which seek to make it easier for organisations to process personal data for the purpose of bias monitoring, detection and correction in relation to AI systems in relation to AI systems will actively help to reduce discrimination. The Centre for Data Ethics has noted that “the algorithmic systems we use have the potential to amplify, accentuate and systemise our biases on an unprecedented scale, all while presenting the appearance of objective, neutral arbiters.” The Joint Committee on Human Rights recognised similar issues in chapter 5 of its 2019 report on ‘The Right to Privacy (Article 8) and the Digital Revolution’. The government considered views of consultation respondents before any legislative proposals were finalised, as discussed further in the ‘monitoring and evaluation’ section of this document.

16. Creating a new condition for processing sensitive personal data as per Proposal 7, and, albeit to a lesser extent Proposal 6, may result in a disproportionate increase of processing of personal data of individuals with protected characteristics. The more an individual's personal data is processed, the greater the likelihood of intrusion into their private and family life (Article 8 European Convention on Human Rights) and the greater the risk of a breach involving their personal data. However, the purpose of this proposal is to support organisations to monitor harmful bias and eliminate discrimination, so any detrimental impact is considered justifiable. Furthermore, the more representative the data that an AI system is trained on, the more the system will reflect a broader cross-section of the population. This in itself is likely to mitigate
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2 CDEI Landscape Summary on Bias in Algorithmic Decision-Making
3 https://publications.parliament.uk/pa/jt201919/jtselect/jtrights/122/12202.htm
bias and discrimination, and the government assesses that unjustified discriminatory AI systems are likely to generate greater adverse impacts on an individual with protected characteristics, compared to a data breach or a potentially greater level of intrusion.

17. The other proposals in the chapter are unlikely to help to eliminate discrimination, but the government has nonetheless considered whether any engage the equalities legislation through potential indirect effects on individuals with protected characteristics.

18. Proposals 1 - 4 and 6 - 9 are principally designed to make the legislation simpler for organisations to comply with by providing more focused guidance from the regulator, replicating recitals in the operative provisions of the legislation; and making existing practices more straightforward by bringing existing scattered legislation into one place. As the majority of these do not make significant changes to the current data protection legislation the government views that these will create no negative impacts on individuals with protected characteristics. However, proposal 3 (which enables scientific research to rely on broad consent for processing), could result in a shift when processing data for research purposes from using other lawful grounds, such as legitimate interests. The existing legitimate interests ground for processing contains safeguards for individuals (particularly children) so could have a disproportionately detrimental impact on some individuals in relation to the protected characteristic of age. The government will separately consider if any additional safeguards will need to be adopted under broad consent in addition to the ability to withdraw consent that already exists.

19. Proposal 5 which introduces a limited, exhaustive list of legitimate interests tasks for which organisations can use personal data without applying the balancing test (balancing the organisation's interest against the individual's rights). The aim of this proposal is to give organisations more confidence to process personal data without unnecessary recourse to consent. The government is of the view that some of the listed activities will help reduce acts of harassment and victimisation. For example, one of the listed tasks permits an organisation or an individual to report criminal acts or safeguarding concerns to the appropriate authorities as a legitimate interest without weighing up whether their interests outweigh those of data subjects. The effect of this proposal should give organisations more confidence to take action and may help to protect individuals with protected characteristics (e.g. where matters being reported involve issues of harassment on the grounds of race, sexuality, religious beliefs or disabilities).

20. Other processing activities that are listed as legitimate interests in the Bill that will not require a legitimate interests assessment include: processing activities that help to reduce bias in algorithmic decision-making; allow non-public bodies (such as mobile phone companies) to direct public health messages to particular groups in society; permit websites to use audience measurement cookies without consent to improve content for web users. Again, the government considers this could have positive impacts for particular groups if the algorithms being improved, communications being sent or websites being improved relate to individuals with protected characteristics.
21. The government is mindful that Article 6(1)(f) of the UK GDPR requires data controllers to have particular regard to the rights of children when relying on the legitimate interests lawful ground for processing data. It therefore proposes to maintain the balancing exercise in respect of children's data, irrespective of whether a processing activity appears on the newly created list of legitimate interests. The government considers this will mitigate any indirect impact on children, but also sought views on further possible safeguards via the consultation process, as discussed further in the 'monitoring and evaluation' section of this document.

Advancing equality of opportunity between people who share a particular protected characteristic and people who do not share it

22. The government has considered whether the proposals in this chapter remove or minimise disadvantages suffered by persons who share a relevant protected characteristic, take steps to meet the needs of persons sharing a protected characteristic, or encourage them to participate in public life. No impacts are identified in relation to most of the proposals.

23. For many of the same reasons provided in the previous section, the government views proposal 5 as providing positive outcomes in this area.

Foster good relations between people who share a particular protected characteristic and people who do not share it

24. The government also considered whether the proposals outlined in this chapter of the consultation help tackle prejudice and promote understanding between different groups. No obvious impacts are identified in relation to these proposals.
Chapter 2 - Reducing burdens on businesses and delivering better outcomes for people

25. The UK remains committed to high standards of data protection, but the government wants a regulatory regime that delivers effectively without unnecessary burdens. The current legislation is based on a model that prescribes a series of activities and policies that organisations must adopt to be considered compliant. There is a risk that this approach encourages a largely one-size-fits-all approach from organisations regardless of the relative risk of their data processing activities and potentially discourages innovation in how to achieve the actual goals of using data responsibly and protecting individuals' rights.

26. This chapter of the consultation paper focuses on the following proposals:

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Reform of the Accountability Framework so that it is based on a privacy management programme</td>
</tr>
<tr>
<td>#2 - i</td>
<td>Understanding the impact of subject access requests - introduction of a cost ceiling, similar to the Freedom of Information Act 2000 fee regime, to address organisations' capacity constraints</td>
</tr>
<tr>
<td>#2 - ii</td>
<td>Understanding the impact of subject access requests - amending the threshold for response by applying provisions to those in the Freedom of Information Act 2000 relating to vexatious requests</td>
</tr>
<tr>
<td></td>
<td>The consultation document also noted the previous approach (Data Protection Act 1998) where a small nominal fee could be charged for processing a subject access request.</td>
</tr>
<tr>
<td>#3</td>
<td>Making the ‘soft opt-in’ in relation to direct marketing activities available to a wider range of organisations</td>
</tr>
<tr>
<td>#4 - i</td>
<td>Working with regulators and the telecoms companies to tackle nuisance and fraudulent calls - updating the ICO’s enforcement powers so that they can take action against organisations for the number of unsolicited direct marketing call ‘sent’ rather than as just on calls which are ‘received’ and connected</td>
</tr>
<tr>
<td>#4 - ii</td>
<td>Working with regulators and the telecoms companies to tackle nuisance and fraudulent calls - introducing a ‘duty to report’ on communication service providers so that have to inform the ICO when they have identified suspicious traffic transiting their networks</td>
</tr>
</tbody>
</table>
Proposal number | Policy Name
--- | ---
#5 | Bringing PECR’s enforcement regime into line with the UK GDPR and Data Protection Act 2018

**Eliminating unlawful discrimination, harassment, victimisation and any other conduct prohibited by the 2010 Act**

27. The government has had due regard to the need to eliminate discrimination, harassment, victimisation and other conduct prohibited by the Equality Act 2010 during the development of the proposals in this chapter. Some of the measures are specifically designed to protect the interests of individuals and may help to eliminate discrimination of individuals in society who share protected characteristics. For example, there is evidence that older people, people with mental health issues and other vulnerabilities (i.e. with protected characteristics of age and disability) are disproportionately adversely affected by nuisance calls and more likely to fall victim to scams. Proposals 4 and 5 will strengthen the ICO’s enforcement powers and telecoms’ companies obligations in relation to nuisance calls to ensure they are effective, proportionate and dissuasive, and may therefore directly benefit these groups.

28. We have not identified the potential for the other proposals in this chapter to help to eliminate or reduce discrimination, victimisation or harassment, but the government has considered whether proposals might indirectly advantage or disadvantage individuals with protected characteristics.

29. **Proposal 1** will reduce burdens on organisations by removing some of the unnecessary requirements they must put in place to demonstrate compliance with the data protection legislation. The government has considered whether any aspects of these proposals will engage the equalities legislation.

30. None of the sub-options set out in the consultation paper have an obvious differential impact on individuals with protected characteristics. However the government has considered whether the removal of requirements to complete Data Protection Impact Assessments (DPIAs) in relation to high risk processing activities and to consult with the ICO if those assessments identify risks that cannot be mitigated might engage the equalities legislation.

31. Data processing can be riskier in nature if it involves “special categories” of data (which includes data about protected characteristics such as race, ethnicity, religious beliefs, sexual orientation). Requirements in relation to DPIAs and prior consultation with the ICO were designed to help organisations identify and mitigate risks, but the small number of consultations with the ICO suggests that organisations are not
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4 National Trading Standards report (“sucker lists”)
engaging openly or fully with the regulator, possibly due to fear of enforcement action.

32. To reduce burdens on organisations and increase meaningful collaboration between organisations and the ICO, the government proposes to remove mandatory requirements in relation to DPIAs and prior consultation with the ICO. Organisations will still be encouraged to undertake risk assessments and seek advice from the ICO when appropriate. The ICO will also be required to set out a list of processing activities that it considers to be high risk to ensure clarity for organisations. The government considers that these measures will help to mitigate any indirect impacts on individuals with protected characteristics and might lead to improved outcomes if constructive engagement with the ICO were to increase. The consultation paper sought views on these proposals, including their potential impact on individuals with protected characteristics.

33. Proposal 2 is focused on reducing the burden on organisations of high volume subject access requests and vexatious requests. The government has considered whether the proposals could disadvantage individuals who make subject access requests. These proposals are not meant to create a barrier or undermine an individual's right of access to personal data. The government recognises that this proposal may disproportionately impact those less able to express themselves due to age or disability by resulting in their requests being treated as 'disproportionate' or 'vexatious'; and assesses that this may be mitigated by the fact that a third party can raise a Subject Access Request on their behalf. The government has also considered the need for a similar safeguard in the Data Protection Act 2018 as the one provided under Section 16 of the Freedom of Information Act (for public bodies) to help data subjects by providing advice and assistance to avoid discrimination, and is inviting views on the necessity of this safeguard. In addition, the consultation paper invited views on the equality impact of these proposals, whether these or other safeguards are needed, and in case there are any impacts the government has not identified. This is discussed in the 'monitoring and evaluation' section of this document.

34. Proposal 3 aims to extend the 'soft opt-in' for direct marketing purposes. The soft opt-in currently allows businesses to contact customers by email or text if they have formed a relationship with them via a previous purchase. This proposal will extend the soft opt-in to non commercial organisations (such as political parties and charities). The extension will mean that individuals who have an established relationship with a particular charity or political party who have not opted-out of receiving direct marketing material could be contacted. The proposal could promote democratic engagement and a healthy third sector, which in turn could have valuable societal benefits. It is possible that there could be an indirect differential impact on particular protected individuals. Charities may be contacting people with particular protected characteristics (e.g. race, sexual orientation, sex, age) due to the focus of their work. Although it is not a protected characteristic, political parties may be processing special category data on the bases of political opinions. Some groups in society (e.g. older people, people with mental health issues) may be more concerned than others by emails, messages, texts from people they do not know well.
35. The government considers that any indirect equality impacts could be justified in light of the societal benefits outlined above, but in any event it has purposefully designed proposals with safeguards in mind to mitigate any risk. Safeguards include ensuring that non-commercial organisations are subject to exactly the same rules as commercial organisations in terms of respecting a person’s right to opt out and making it easy for them to do so. It also sought views through the consultation on whether there are any other safeguards that should be put in place.

Advancing equality of opportunity between people who share a particular protected characteristic and people who do not share it

36. The government has considered whether the proposals in this chapter remove or minimise disadvantages suffered by persons who share a relevant protected characteristic, take steps to meet the needs of persons sharing a relevant characteristic, or encourage them to participate in public life or in any other activity in which participation by such persons is disproportionately low. No impacts are identified in relation to most of the proposals in Chapter 2, but for the same reasons as set out in paragraph 32 above, the proposals on reducing the burdens of subject access requests may disproportionately impact those less able to express themselves, for example due to age or disability.

Fostering good relations between people who share a particular protected characteristic and people who do not share it

37. The government also considered whether the proposals in this chapter of the consultation help tackle prejudice and promote understanding between different groups, but there are no obvious ways in which these specific proposals could meet these objectives.
Chapter 3 - Boosting trade and removing barriers to data flows

38. The government aims to create an autonomous UK international transfers framework which reflects the UK’s independent approach to the protection of personal data and supports its wider objectives for trade and security. There is an opportunity to explore more flexible, innovative and reliable mechanisms for protecting the cross-border transfer of personal data. This includes more effectively using the UK data adequacy framework, which empowers the government to permit free flows of personal data where it is satisfied with the data protection standards in another jurisdiction, and improving the alternative tools that facilitate protected personal data flows. This will help support domestic businesses to connect with foreign markets, while attracting investment from abroad by businesses which can have confidence in the UK’s responsible use of data.

39. The specific proposals in the consultation are summarised in the table below:

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>UK adequacy: take a risk based approach to adequacy assessments</td>
</tr>
<tr>
<td>#2</td>
<td>UK adequacy: Amend the requirement to review adequacy regulations every four years</td>
</tr>
<tr>
<td>#3</td>
<td>UK adequacy: Amend legislation to be clear that either form of redress (administrative or judicial) is acceptable as long as the redress mechanism is effective</td>
</tr>
<tr>
<td>#4</td>
<td>Alternative mechanisms for international transfers of personal data: Amend legislation to reinforce the importance of proportionality when using alternative transfer mechanisms</td>
</tr>
<tr>
<td>#5</td>
<td>Alternative mechanisms for international transfers of personal data: Amend legislation to empower organisations to create or identify their own alternative transfer mechanisms in addition to those listed in Article 46 of the UK GDPR</td>
</tr>
<tr>
<td>#6</td>
<td>Alternative mechanisms for international transfers of personal data: Creating a new power for the Secretary of State to formally recognise new alternative transfer mechanisms</td>
</tr>
</tbody>
</table>

Eliminating unlawful discrimination, harassment, victimisation and any other conduct prohibited by the 2010 Act

40. The government has considered to what extent will our proposals help to eliminate discrimination, harassment, victimisation and other conduct prohibited by the
Equality Act 2010. The government’s view is that none of these proposals advantage or disadvantage any particular group with protected characteristics in a differential way and therefore do not engage the Equalities Act. The government considered the views of consultation respondents before finalising the legislative proposals.

Advancing equality of opportunity between people who share a particular protected characteristic and people who do not share it

41. The government has considered whether the proposals in this chapter remove or minimise disadvantages suffered by persons who share a relevant protected characteristic, take steps to meet the needs of persons sharing a relevant characteristic, or encourage them to participate in public life. No direct or indirect impacts are considered likely.

Foster good relations between people who share a particular protected characteristic and people who do not share it

42. The government has also considered whether the proposals in this chapter of the consultation help tackle prejudice and promote understanding between different groups, but there are no obvious ways in which these specific proposals could help to meet these objectives.
Chapter 4 - Delivering better public services

43. The UK’s experience of fighting the COVID-19 pandemic has demonstrated the power of personal data used responsibly in the public interest, and the benefits of collaboration between the public and private sectors. Some of the challenges of collecting, using and sharing personal data to deliver better public services are well known and this section of the paper invited views on how some of the known legal barriers could be addressed. The government also recognises that maintaining public trust is essential if more personal data is to be used for the purposes of improving the delivery of government services. Much of the personal data processed by government departments and other public authorities is sensitive in nature and the public rightly expects it to be processed fairly, transparently and securely.

44. This chapter of the consultation paper included the following proposals:

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Extending data sharing powers contained in Part 5 of the Digital Economy Act 2017: Create data sharing provisions to support businesses when trying to start up or applying for government grants</td>
</tr>
<tr>
<td>#2</td>
<td>Allow private companies to rely on Article 6(1)(e) of the UK GDPR when processing personal data at the request of public authorities to help them deliver public tasks</td>
</tr>
</tbody>
</table>

Eliminating unlawful discrimination, harassment, victimisation and any other conduct prohibited by the 2010 Act

45. In developing the proposals in the chapter the government has had due regard to the need to eliminate unlawful discrimination, harrassment, victimisation and other conduct prohibited by the Equality Act 2010. It considers that proposal 2, engages the legislation via indirect effects on individuals with protected characteristics.

46. Proposal 2 could result in processing currently based on legitimate interests under Article 6(1)(f) of the UK GDPR (where children's rights and interests are specifically considered) to processing based on public tasks under Article 6(1)(e) of the UK GDPR (where there's no such consideration). The protected characteristic of age may therefore be engaged by the proposal, but the government considers there are unlikely to be any adverse effects on children or other individuals with protected characteristics. That is because the circumstances in which non-public bodies could rely on Article 6(1)(e) will be very narrow. They will be limited to cases where public authorities have specifically requested non-public bodies to process data on their behalf and have identified their own legal basis for collecting and processing the data. Further safeguards are being taken forward, for example, non-public bodies carrying out the processing activity will not be allowed to continue to rely on Article 6(1)(e) once the task was complete or to reuse the data for other purposes.
Advancing equality of opportunity between people who share a particular protected characteristic and people who do not share it

47. The government has considered whether the proposals in this chapter remove or minimise disadvantages suffered by persons who share a relevant protected characteristic, take steps to meet the needs of persons sharing a relevant characteristic, or encourage them to participate in public life. No impacts are considered likely in relation to these proposals.

Fostering good relations between people who share a particular protected characteristic and people who do not share it

48. The government has also considered whether the proposals in this chapter of the consultation help tackle prejudice and promote understanding between different groups, but there are no obvious ways in which these specific proposals could help meet these objectives.
Chapter 5 - Reforming the Information Commissioner’s Office

49. The Information Commissioner’s Office is the independent supervisory authority with responsibility for monitoring and enforcing the application of data protection legislation in the UK. The Information Commissioner is accountable to Parliament and may be called to give evidence to the DCMS Select Committee. DCMS is the sponsoring government department of the ICO and the Secretary of State for DCMS is responsible for the ICO in Parliament.

50. The government will improve the legislative framework that underpins the ICO by setting new and improved objectives and a clearer strategic vision, improving accountability mechanisms, and refocusing the ICO’s activities away from handling a high volume of low-level complaints and towards addressing the most serious threats to public trust in data and inappropriate barriers to responsible data use. In the future, the ICO should devote more resources to support those organisations that want to innovate responsibly and tackle poor practices by those that do not meet the UK’s high standards for data protection. Mechanisms will also be put in place to ensure the ICO continues to work closely with other regulators to achieve better regulatory outcomes in digital markets. This will be done in relation to the government’s Digital Regulation Plan.⁵

51. This chapter of the consultation paper included the following proposals:

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Strategy, objectives and duties: Overarching objective</td>
</tr>
<tr>
<td>#2</td>
<td>Strategy, objectives and duties: Duty to have regard to growth and innovation</td>
</tr>
<tr>
<td>#3</td>
<td>Strategy, objectives and duties: Duty to have regard to competition</td>
</tr>
<tr>
<td>#4</td>
<td>Strategy, objectives and duties: A duty for the ICO to cooperate and consult with other regulators</td>
</tr>
<tr>
<td>#5</td>
<td>Strategy, objectives and duties: Introducing a power for the DCMS Secretary of State to periodically prepare a statement of strategic priorities</td>
</tr>
<tr>
<td>#7</td>
<td>Governance Model and Leadership: Introducing legislation to establish an independent Board and a Chief Executive</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proposal number</th>
<th>Policy Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#8</td>
<td>Governance Model and Leadership: Establishing an appointments process for the Chair, Board and CEO</td>
</tr>
<tr>
<td>#9</td>
<td>Governance Model and Leadership: Setting the Information Commissioner's salary</td>
</tr>
<tr>
<td>#10</td>
<td>Accountability and Transparency: Introducing a requirement for the ICO to develop and publish comprehensive and meaningful Key Performance Indicators</td>
</tr>
<tr>
<td>#11</td>
<td>Accountability and Transparency: Mandating certain transparency requirements so that the ICO is mandated to publish key strategies and processes</td>
</tr>
<tr>
<td>#12</td>
<td>Codes and Guidance: Giving the Secretary of State for DCMS the power to require the ICO to set up a panel of persons with expertise when developing complex or novel codes of practice and guidance</td>
</tr>
<tr>
<td>#13</td>
<td>Codes and Guidance: Making impact assessments and enhanced consultation mandatory when developing complex or novel codes of practice and guidance</td>
</tr>
<tr>
<td>#14</td>
<td>A more proportionate regulatory approach to complaints: Introducing a requirement for the complainant to attempt to resolve their complaint directly with the relevant data controller before lodging a complaint with the ICO</td>
</tr>
<tr>
<td>#15</td>
<td>A more proportionate regulatory approach to complaints: Requiring data controllers to have a simple and transparent complaints-handling process in place to deal with data subject complaints</td>
</tr>
<tr>
<td>#16</td>
<td>A more proportionate regulatory approach to complaints: Introducing criteria by which the ICO can decide not to investigate a given complaint.</td>
</tr>
<tr>
<td>#17</td>
<td>Enforcement powers: A power to commission Technical Reports</td>
</tr>
<tr>
<td>#18</td>
<td>Enforcement powers: A power to compel witnesses to interview</td>
</tr>
<tr>
<td>#19</td>
<td>Enforcement powers: An amendment to the statutory deadline for the ICO to issue a penalty following a Notice of Intent</td>
</tr>
</tbody>
</table>
52. The government has been mindful of the need to eliminate discrimination, harassment, victimisation and other conduct prohibited by the Equality Act 2010 when developing the proposals in this chapter.

53. Most of the proposals in this chapter are unlikely to have a differential impact on any particular protected group, but the following proposals may engage the equalities legislation through indirect effects on protected groups:

   a. Proposals 14 and 16 relating creating a more proportionate regulatory approach to complaints;

   b. Proposal 18 relating to ICO enforcement powers.

54. The impacts of these proposals, and possible mitigations are discussed in more detail below.

55. Proposals 14 and 16 aim to create a more proportionate regulatory approach to complaints. Proposal 14 introduces a requirement for the complainant to attempt to resolve their complaint directly with the relevant data controller before lodging a complaint with the ICO. This has the potential to adversely impact people who share protected characteristics (e.g. children, older people or people with disabilities) who might be less able or confident to take complaints up with the data controller directly and is therefore likely to engage equality legislation. The government considered that risk in developing the proposal and suggested safeguards in the consultation paper. Mitigation of these impacts may include ensuring the policy is combined with a series of exemptions, allowing, for example, children and vulnerable groups to proceed directly to the ICO with their complaint(s). Additionally, all data subjects will be permitted to proceed to lodge their complaint with the ICO if the data controller causes undue delay in responding to their complaint.

56. Proposal 16 proposes introducing criteria by which the ICO can decide not to investigate a given complaint. This policy has been carefully developed and implemented to avoid giving the ICO too much discretion not to investigate significant data protection complaints. The government sought views on these proposals and how these impacts may be mitigated. The government is also exploring additional safeguards for this proposal so that the ICO is always required to investigate complaints from certain data subjects who share protected characteristics (e.g. children or people with disabilities) to the extent necessary.

57. Proposals 17 - 19 on enforcement powers aim to extend the ICO’s powers where appropriate to ensure enforcement provisions are fit for purpose, i.e. that the regulator has tools appropriate to both promote compliance and to impose robust, proportionate and dissuasive sanctions where necessary.

58. It is possible that proposal 18, states that the ICO should be able to compel witnesses to interview, may engage equality legislation. This is because it is a wide
ranging power, with implications on individuals’ rights and freedoms. The granting of this power has been carefully considered with due regard to how it will affect individuals and to the circumstances in which it is designed to be used. Being called to interview by the regulator could potentially be intimidating for individuals, particularly for individuals in protected groups. The government is looking to ensure that use of this power is therefore limited to only when necessary to an investigation and information could not be elicited by other means. The government has developed provisions to ensure its use remains proportionate, and set clear parameters to prevent misuse or overuse. For instance it will apply only to individuals with a formal connection to the investigation, in most cases employees or former employees.

Advancing equality of opportunity between people who share a particular protected characteristic and people who do not share it

59. The government has considered whether the proposals in this chapter remove or minimise disadvantages suffered by persons who share a relevant protected characteristic, take steps to meet the needs of persons sharing a relevant characteristic, or encourage them to participate in public life or in any other activity in which participation by such persons is disproportionately low. No impacts are identified in relation to most of the proposals in Chapter 5.

60. However, proposal 14 relating to creating a more proportionate regulatory approach to complaints potentially poses a risk in hindering equality of opportunity between people who share a particular protected characteristic and people who do not share it. This is because people who share certain protected characteristics (e.g. children, older people or people with disabilities) may feel less confident or be less able to first approach the relevant data controller with their complaint, prior to proceeding to the ICO. The government is working to create safeguards and exemptions which will prevent any barriers being created between the ICO and data subjects who share a particular protected characteristic, allowing them to proceed directly to the ICO with their complaint(s).

Fostering good relations between people who share a particular protected characteristic and people who do not share it

61. The government also considered whether the proposals in this chapter of the consultation help tackle prejudice and/or build understanding between different groups. There are no obvious impacts considered likely in relation to these proposals.
Section 2 - Monitoring and evaluation (Updated analysis post consultation)

62. The equality impacts of the data reform proposals have been given due regard throughout the policy development process and Ministers have received advice when required and appropriate. The ‘Evidence and analysis’ section of this document outlined the analysis undertaken ahead of publishing the Data: a New Direction consultation.

63. Following the close of the consultation the government considered the consultation responses carefully, including any comments on how specific proposals might affect individuals with protected characteristics.

64. In light of consultation responses the government updated it’s equality duty analysis on the following proposals:

<table>
<thead>
<tr>
<th>Description of proposal</th>
<th>Nature of indirect impact on groups with protected characteristics</th>
<th>Proposed mitigation</th>
<th>Updated analysis following consultation response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reform of the accountability framework based on introduction of ‘privacy management programme’ - specifically the removal of the requirements for the completion of DPIAs to identify processing risks and and for prior consultation with the ICO about any risks that can’t be mitigated</td>
<td>The removal of prescriptive requirements to complete DPIAs and consult the ICO before embarking on high risk processing, including processing involving special category data, could mean that potential disproportionately detrimental effects of the processing for individuals with protected characteristics may not be identified.</td>
<td>Under this proposal, organisations will still be required to have risk management processes in place. While these will allow greater flexibility than DPIAs, the underlying requirement for risk assessment and mitigation remains in place. Replacing the mandatory requirement with a voluntary incentive to consult the ICO with regards to high risk processing is intended to encourage more dialogue with the ICO and a more collaborative approach.</td>
<td>Our pre-consultation analysis considered whether this proposal could have disproportionately detrimental effects for individuals with protected characteristics. Concerns were raised by consultees that removing the requirement to undertake DPIAs will result in increased uncertainty and unmitigated impacts on individuals, particularly where the processing relates to groups which share protected characteristics or involves the use of special categories of data. However, under the PMP proposals, organisations will still be required to consider risk through the use of risk assessment tools and implementation of their risk-based privacy management programme, taking into consideration the volume and sensitivity of the personal data they handle. Therefore this in itself is likely to mitigate any risk of protected characteristics not being identified. The use of DPIAs will also remain a valid tool in achieving the new outcomes focused requirement under the PMP proposal. The ICO will be expected to produce updated guidance on risk assessments and the use of impact assessments and we will continue to work with them to ensure there is clear guidance.</td>
</tr>
<tr>
<td>Description of proposal</td>
<td>Nature of indirect impact on groups with protected characteristics</td>
<td>Proposed mitigation</td>
<td>Updated analysis following consultation response</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------------------------------------</td>
<td>---------------------</td>
<td>---------------------------------------------------</td>
</tr>
<tr>
<td>Introduce a fee-regime, similar to the Freedom of Information Act 2000 fee regime, to address organisations’ capacity constraints, which would introduce a cost ceiling, and amend the threshold for response by applying provisions to those in the Freedom of Information Act 2000 relating to vexatious requests.</td>
<td>Reducing the burden on organisations of high volume subject access requests and vexatious requests may disproportionately impact those less able to express themselves due to age or disability by resulting in their requests being treated as ‘disproportionate’ or ‘vexatious’. Introducing a nominal fee creates an affordability threshold. This might affect the ability of some groups with protected characteristics to raise a subject access request if they do not have the means to pay (e.g. on account of age, disability etc.)</td>
<td>Third parties can raise a subject access request on behalf of an individual. We are considering whether the need for a safeguard (similar to the one provided under Section 16 of the Freedom of Information Act (for public bodies)) is required to help individuals by providing advice and assistance to avoid discrimination, and we are inviting views on the necessity of this safeguard. The consultation document noted that additional safeguards may be needed, and invited views on their necessity. As for the nominal fee, to mitigate the affordability issue, the consultation asked for views on the desirability, and reasonable level of a fee. We also invited views from consultees on possible safeguards we should consider.</td>
<td>Subject Access Requests (nominal fee): Our pre-consultation analysis considered whether the re-introduction of a nominal fee for Subject Access Requests (SARs) could harm or disadvantage individuals who make these requests, and this was highlighted in a small percentage of consultation responses as having a potential impact on individuals with protected characteristics, particularly age and disability. The government will not re-introduce a nominal fee for subject access requests and will not proceed with introducing a cost ceiling. The government also considered whether introducing a similar safeguard in the Data Protection Act 2018 as the one provided under Section 16 of the Freedom of Information Act (for public bodies) to help data subjects by providing advice and assistance is necessary. The government deems the current duty to facilitate data subject rights under Article 12(2) UK GDPR and Section 52(6) of the DPA 2018 to be sufficient. Potential revised guidance from the ICO would further mitigate any impact on groups with protected characteristics. The government is satisfied that proposals in this area will not disproportionately impact groups with protected characteristics.</td>
</tr>
<tr>
<td>Subject Access Requests (cost ceiling):</td>
<td>The key issues which arises from the cost ceiling proposal in relation to the Public Sector Equality Duty which we have identified is the cost ceiling could negatively impact vulnerable individuals or groups with protected characteristics such as those with a disability or long-term medical condition, who may be more likely to submit requests of fundamental importance to their lives which due to the complexity or high volume involved in complying with these requests may be more likely to reach the cost limit threshold, resulting in them not being able to access how their personal data is being processed. These proposals are not meant to undermine an individual’s right of access to personal data, and the government is not proposing to introduce a cost ceiling for SARs.</td>
<td>Subject Access Requests (advice and assistance): In the consultation, we also considered the need for a similar safeguard in the Data Protection Act 2018 as the one provided under Section 16 of the Freedom of Information Act (for public bodies) to help data subjects by providing advice and assistance.</td>
<td></td>
</tr>
<tr>
<td>Description of proposal</td>
<td>Nature of indirect impact on groups with protected characteristics</td>
<td>Proposed mitigation</td>
<td>Updated analysis following consultation response</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------------------------------------</td>
<td>---------------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>Permitting organisations to place cookies on a user’s device for other legitimate purposes where the impact on the privacy of the user is likely to be minimal.</td>
<td>Some people might have concerns about websites processing increased volumes of data without consent (especially if it relates to children or people with disabilities or mental health issues (i.e individuals with protected characteristics of age and disability) who are less able to raise concerns.</td>
<td>The proposal has been purposefully designed narrowly to permit only low risk processing activities without consent. More invasive data processing, such as sharing data with third parties and the micro-targeting of individuals for advertising purposes would not be permitted by these proposals. Safeguards including the anonymisation of personal data, restrictions on data sharing, and the right for users to opt out of the use of such cookies will be required.</td>
<td>Our pre-consultation analysis recognised that some people might have concerns about websites processing increased volumes of data without consent, especially if it relates to children or people with disabilities or mental health issues. Concerns were raised by some respondents about the importance of not undermining the Age Appropriate Design Code (AADC) standards, notably the need for a high level of transparency when children’s data is being collected. The proposals that the government will take forward (i.e. permitting audience measurement and some other non-intrusive cookies without consent), will be carefully designed with safeguards to protect the rights of individuals, such as limiting any information that is processed for audience measurement purposes to aggregate statistical information and not using the data for more intrusive purposes. A move from an opt-in to an opt-out consent model for websites would only take place once Ministers are content that users have access to technology that supports them to effectively manage their preferences on how their data is processed.</td>
</tr>
<tr>
<td>Removing consent requirements for all types of cookies</td>
<td>This proposal had the potential to have a disproportionate impact on some groups with protected characteristics, if not designed carefully enough. For example, an individual with a gambling addiction who visits a betting website could have his/her data shared with thousands of other gambling websites in</td>
<td>We have been mindful of these risks when designing the new proposals and consent requirements will not be switched off until automated technologies are more widely available and sufficiently understood by web users so that they can set their online</td>
<td>The vast majority of respondents disagreed with removing the consent requirement for all types of cookies, particularly more intrusive varieties which collect personal data for the purposes of real-time bidding and the micro-targeting of advertisements. Many respondents argued that web users should be given clearer information about these types of cookies, so that they could exercise their right to reject them where appropriate.</td>
</tr>
<tr>
<td>Description of proposal</td>
<td>Nature of indirect impact on groups with protected characteristics</td>
<td>Proposed mitigation</td>
<td>Updated analysis following consultation response</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>milliseconds if consent requirements are removed without alternative safeguards being in place. Similarly, we recognise that the public might be concerned if the proposals led to increased microtargeting of children with inappropriate advertising content.</td>
<td>preferences at browser level. Even then, the changes will not apply to websites that are likely to be accessed by children. We will also ensure that if regulations are used in the future to switch off consent requirements for more intrusive types of cookies, consideration of relevant safeguards are baked into the design of the provisions. Therefore, this proposal is now less likely to have a disproportionate impact on groups with protected characteristics.</td>
<td>There was also support for websites respecting individuals’ preferences set through their browser, software applications or device settings. Many respondents highlighted that it would improve user experiences and benefit trust in those using services, but some highlighted risks relating to healthy competition and queried whether different platforms and services would have the technological capability to provide legally compliant technology.</td>
<td>Following consideration of responses, the government intends to legislate to remove the need for websites to display cookie banners to UK residents. In the immediate term, the government will permit cookies (and similar technologies) to be placed on a user’s device without explicit consent, for a small number of other non-intrusive purposes. These changes will apply not only to websites but connected technology, including apps on smartphones, tablets, smart TVs or other connected devices.</td>
</tr>
<tr>
<td>Making the soft opt-in in relation to direct marketing activities available to a wider range of organisations, such as political parties and charities.</td>
<td>Some groups in society (e.g. older people, people with mental health issues) may be more concerned than others by emails, messages, texts from people they don’t know well.</td>
<td>We proposed safeguards in the consultation paper around ensuring that people have the opportunity to opt out of receiving communications. Organisations will be required to make it easy for individuals to opt out. We also invited views from consultees on whether there are other safeguards we should consider.</td>
<td>Our pre-consultation analysis recognised that this proposal would mean that some people will receive direct marketing material that they would not have received previously. This reform could promote democratic engagement and a healthy third sector, which in turn could have valuable societal benefits. It is possible that there could be an indirect differential impact on particular protected individuals. Charities may be contacting people with particular protected characteristics (e.g. race, sexual orientation, sex, age) due to the focus of their work. Although it is not a protected characteristic, political parties may be processing special category data on the bases of political opinions. Some groups in society (e.g. older people, people with mental health issues) may be more concerned than others by emails, messages, texts from people they do not know well. Ministers received advice on this proposal on 4 February. To mitigate the risks identified here, this proposal has been designed so that non-commercial organisations are subject to exactly the same rules as commercial organisations in terms of respecting a person’s right to opt</td>
</tr>
<tr>
<td>Description of proposal</td>
<td>Nature of indirect impact on groups with protected characteristics</td>
<td>Proposed mitigation</td>
<td>Updated analysis following consultation response</td>
</tr>
<tr>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>A more proportionate regulatory approach to complaints: Introducing a requirement for the complainant to attempt to resolve their complaint directly with the relevant data controller before lodging a complaint with the ICO</td>
<td>Some groups in society (e.g. children and vulnerable adults) might be less able/willing to take up complaints directly with the data controller.</td>
<td>Specific safeguards were suggested in the consultation paper, including allowing children and vulnerable groups to proceed directly to the ICO with their complaint(s). Additionally, all data subjects would be permitted to proceed to lodge their complaint with the ICO if the data controller causes undue delay in responding to their complaint.</td>
<td>We are no longer pursuing a blunt requirement for complainants to attempt to resolve their data protection complaint with the relevant data controller prior to lodging a complaint with the ICO. Rather, we will be pursuing the proposal to introduce criteria in legislation by which the ICO can decide not to investigate a given complaint (this proposal and associated PSED concerns are outlined in the next section). This will: i) enable the ICO to refuse to investigate a complaint if, in its opinion, the data subject has not made reasonable efforts to resolve it with the controller/processor first; ii) enable the ICO to refuse to investigate vexatious complaints. Concerns were raised by some respondents that requiring data subjects to complain to the relevant controller first would create a (real or perceived) barrier between complainants and the ICO. In pursuing this latter policy, we will also introduce safeguards to mitigate this risk (see next section).</td>
</tr>
<tr>
<td>A more proportionate regulatory approach to complaints: Introducing criteria by which the ICO can decide not to investigate a given complaint. This will: i) enable the ICO to refuse to investigate a complaint if, in its opinion, the data subject has not made reasonable efforts to resolve it with the controller/processor or first; ii) enable the ICO to refuse to investigate</td>
<td>A decision not to investigate could have a disproportionate impact on some groups with protected characteristics, such as children and vulnerable adults. Also, some groups in society (e.g. children and vulnerable adults) might be less able/willing to take up complaints directly with the data controller.</td>
<td>Specific safeguards have been proposed in the consultation paper, for example ICO could always be required to investigate complaints from data subjects who share protected characteristics to the extent necessary.</td>
<td>Concerns were raised by some respondents that requiring data subjects to complain to the relevant controller/processor first would create a barrier between data subjects and the ICO, and prevent data subjects from being able to exercise their rights to complain or seek redress. To mitigate these risks, we will combine this proposal with several safeguards. As such, the ‘reasonable efforts’ requirement for data subjects to resolve the complaint with the relevant controller/processor first will be discharged if: i) the data subject has given at least 30 days for the controller/processor to respond; ii) they receive a response they consider to be unsatisfactory; iii) a data controller has not provided the data subject with contact details to raise a complaint; iv) a data subject has attempted resolution with the controller but found the process too time consuming; v) for any other reason in the ICO’s judgement, the complaint should be considered by the ICO directly. Moreover, the ICO, in exercising its new discretion, will</td>
</tr>
<tr>
<td>Description of proposal</td>
<td>Nature of indirect impact on groups with protected characteristics</td>
<td>Proposed mitigation</td>
<td>Updated analysis following consultation response</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>vexatious complaints.</td>
<td></td>
<td></td>
<td>be required in legislation to consider the vulnerability of the data subject, in particular their age or other characteristics under the Equality Act 2010. We will also retain current statutory accountability mechanisms to ensure that the ICO does not use its discretion too freely with regard to data protection complaints. Article 78 of UK GDPR confers the right of judicial remedy where the supervisory authority 'does not handle a complaint or does not inform the data subject within three months on the progress or outcome of the complaint' and this will be maintained.</td>
</tr>
<tr>
<td>Permitting processing of special category data for the purpose of bias monitoring, detection and correction in relation to AI systems</td>
<td>This proposal is likely to lead to an increase in the processing of sensitive personal information and the potential for intrusion on individuals with protected characteristics.</td>
<td>The purpose of this proposal is to support organisations to monitor harmful bias and eliminate discrimination, so any detrimental impact is thought objectively justifiable.</td>
<td>In our pre-consultation analysis we considered how our proposal on creating a new condition for processing of sensitive personal data for bias monitoring and correction in relation to AI systems would impact the public sector equality duty under section 149(1) Equality Act 2010. Our analysis of consultation responses was largely congruent with our pre-consultation analysis that this condition would lead to increased processing of sensitive personal data of individuals with protected characteristics. The purpose of this proposal is to support organisations to monitor harmful bias and eliminate discriminatory outcomes, so any detrimental impact is considered justifiable on this basis. Furthermore, the more representative the data that an AI system is trained on, the more the system will reflect a broader cross-section of the population. This in itself is likely to mitigate bias and resulting discrimination, on an individual with protected characteristics. Finally, we are developing safeguards that reflect concerns raised by stakeholders that organisations would hold greater amounts of sensitive personal data. These include appropriate impact assessments, technical limitations on re-use, and the implementation of state of the art security and privacy preserving measures when processing for this purpose.</td>
</tr>
<tr>
<td>Future-proofing Article 22</td>
<td>The proposals around reforming Article 22 could potentially lead to an increase in automated</td>
<td>The government believes this proposal is mitigated by the approach to bias</td>
<td>Consultation responses raised concerns over safeguards for automated decision-making, and particularly that removing the right to human review could have a</td>
</tr>
<tr>
<td>This proposal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Description of proposal</td>
<td>Nature of indirect impact on groups with protected characteristics</td>
<td>Proposed mitigation</td>
<td>Updated analysis following consultation response</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------------------------------------------------------------</td>
<td>------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>seeks to clarify Article 22, making it more effective to ensure high-risk decisions are fully captured in its scope and appropriate safeguards taken.</td>
<td>decision-making including profiling which would result in an increase in the number of legal or similarly significant decisions made about individuals. The proposals to revise Article 22 to affirm its function as right to be invoked will make clear that low risk (beneficial) automated decision making is not captured within Article 22, this could also potentially lead to an increase in this type of processing. The government acknowledges that historically automated decision making has had a disproportionately detrimental effect upon people with protected characteristics, for example on the basis of race. If left without further mitigation, this could perpetuate inequalities by increasing the number of decisions made about people based on their protected characteristics.</td>
<td>mitigation as set out in the national policy position on AI governance that will be detailed in the White Paper later this year and in the other AI reforms proposed to enable organisations to test AI-driven automated decision-making for potential biases and to ensure appropriate steps are taken to mitigate risks associated with bias. Controllers carrying out automated decision making remain subject to duties under the Equalities Act 2010 and the Human Rights Act 1998.</td>
<td>disproportionately negative impact on people with protected characteristics, for example on the basis of their sex or race. A frequently cited example of this was the 2020 A-Level results algorithm, which respondents felt discriminated unfairly against pupils. Though precautions were taken to prevent bias based on protected characteristics, the profiles of those attending different schools inevitably led to outcomes being different based on their protected characteristics, including race and sex. In this example, there was uncertainty over the appeal mechanisms pupils could access. Our proposals retain human review as currently required under Article 22 but will ensure that a data subject has access to clearer safeguards for any significant decision made without meaningful human involvement.</td>
</tr>
</tbody>
</table>

<p>| Setting out a list of processing activities where data controllers do not have to weigh up whether their interests outweigh those of data subjects before embarking on the processing activity. | The current legitimate interests test requires data controllers to weigh up whether their interests outweigh the rights of data subjects, having particular regard to the rights of children. ICO guidance recommends that the outcome of the ‘legitimate interests assessment’ is documented. | The consultation proposed safeguards which would see the balancing test maintained in relation to children’s data. It also invited views from consultees on whether any further safeguards should be considered. | Our pre-consultation analysis noted the potential indirect impacts of the legitimate interests proposals on groups with protected characteristics. This was supported by consultation respondents who warned that removal of the balancing test could disadvantage children or vulnerable groups in society who are less able to complain to the regulator if their data has been used without careful forethought about the risks. Following consideration of consultation responses, Ministers are minded to adopt a cautious approach in implementation of the policy. The balancing test will only be removed for a narrow range of processing activities where there are strong public interest reasons for the processing to occur without delay. This is likely to include processing which is necessary for national security purposes, the prevention of crime and safeguarding purposes. Although the balancing test will be removed in these scenarios, other safeguards will remain - for example, controllers will still have to |</p>
<table>
<thead>
<tr>
<th>Description of proposal</th>
<th>Nature of indirect impact on groups with protected characteristics</th>
<th>Proposed mitigation</th>
<th>Updated analysis following consultation response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allowing non-public bodies to rely on the ‘public tasks’ lawful ground instead of ‘legitimate interests’ when carrying out activities at the request of government departments.</td>
<td>Currently, controllers relying on legitimate interests would have to weigh up whether their interests outweigh the interests of data subjects, giving particular regard to the interests of children.</td>
<td>The consultation proposals have been designed so that non-public bodies would only be able to rely on public interest tasks in a narrow set of circumstances, e.g. where a public authority has specifically asked them to disclose information and has identified its own lawful ground for processing the data.</td>
<td>Our pre-consultation analysis noted that this proposal could result in processing currently based on legitimate interests under Article 6(1)(f) of the UK GDPR (where children’s rights and interests are specifically considered) being undertaken under Article 6(1)(e) of the UK GDPR instead (where there’s no such consideration). It is possible that this is permitted currently but not entirely clear so controllers may be relying on A6(1)(f). The protected characteristic of age may therefore be engaged by the proposal, but the government’s view remains that there are unlikely to be any adverse effects on children or other individuals with protected characteristics. That is because the circumstances in which non-public bodies could rely on Article 6(1)(e) would be very narrow. They would be limited to cases where public authorities have specifically requested non-public bodies to process data on their behalf and have identified their own legal basis for collecting and processing the data. Respondents to the consultation suggested that any new legislative provisions should make it clear that non-public bodies carrying out a processing activity under Article 6(1)(e) could no longer rely on that ground once the task was complete or reuse the data for other purposes. They also said any new legislation should clarify whether a data subject’s rights to object should be directed to the non-public body or the public body. We will consider the most effective ways of clarifying these issues when we draft any new legislative measures.</td>
</tr>
</tbody>
</table>

<p>| Defining the meaning of ‘substantial public interest’ for the purposes of processing | As above, any measure which permits processing of special category data in a wider range of circumstances is likely to engage the equalities | Any new measures will need to be formulated carefully to protect the rights of individuals. We will need to consider evidence submitted via... | We received very few suggestions from respondents for changes to the substantial public interest exemptions in Schedule 1, but some faith organisations said the legislation could be clearer in relation to the processing of religious data for every day... |</p>
<table>
<thead>
<tr>
<th>Description of proposal</th>
<th>Nature of indirect impact on groups with protected characteristics</th>
<th>Proposed mitigation</th>
<th>Updated analysis following consultation response</th>
</tr>
</thead>
<tbody>
<tr>
<td>special category data add/or adding new situations to the list of activities where processing of such data would be permitted.</td>
<td>legislation.</td>
<td>the consultation process to determine whether new provisions are justified.</td>
<td>administrative tasks (e.g. correspondence from a ‘Revd’ or a ‘Bishop’ which identifies a religious affiliation) or when compiling electronic prayer lists. Sporting governing bodies asked for greater clarity on the circumstances they could process special category data (e.g. about disability or health) when assessing the eligibility of athletes for sporting competition. One political party asked for greater clarity about the circumstances in which elected representatives can process data about a person’s political opinions for political campaigning purposes. It seems unlikely that legislation of this nature could eliminate discrimination, advance equality of opportunity or foster good relations between different groups, but would be welcomed by the stakeholders who made these suggestions. If Ministers were minded to proceed with changes of this nature, they could be taken forward via a statutory instrument using powers in section 10 of the DPA 2018. A more detailed equality assessment would be completed if/when that legislation were pursued.</td>
</tr>
</tbody>
</table>

Changes to increase legal certainty for organisations and individuals processing personal data without consent for the purposes of democratic engagement. In particular, relevant organisations will no longer have to apply the ‘legitimate interests’ balancing test before processing personal data without consent

Although the measures could help to advance equality of opportunity and/or foster good relations between different groups by allowing relevant organisations and individuals to actively engage with those that don’t always participate in the electoral process, there are also some risks to certain groups with protected characteristics (e.g. age and disability). For example, if the measures resulted in children, older or vulnerable people receiving more unwanted emails, texts or telephone calls from people they didn’t know, this could disproportionately increase anxiety and distress amongst groups with

We have been mindful of these risks when designing the proposals, which is why we are proposing to limit the use of these measures to registered parties, elected representatives, candidates who have been formally nominated, permitted participants in referendum campaigns and recall petitioners. We will be excluding third party campaign groups and individuals who announce an intention to stand in an election but have not yet been formally nominated. We will also be making it clear that

There were mixed views from respondents about giving political parties and elected representatives etc. greater freedom to process personal data without consent for the purposes of democratic engagement. Of the respondents that agreed, some highlighted the importance of clarifying the law to promote a healthy democracy and increase voter turnout. Some of those who disagreed emphasised the need for continued case-by-case consideration to protect the rights of individuals, and voiced concern about the impact of removing the balancing test on levels of public trust.

In recognition of the mixed views, the government intends to pursue the proposal, but it will be designed with safeguards to limit the scope of the provision (see column to the left).
<table>
<thead>
<tr>
<th>Description of proposal</th>
<th>Nature of indirect impact on groups with protected characteristics</th>
<th>Proposed mitigation</th>
<th>Updated analysis following consultation response</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td>protected characteristics as compared to those without.</td>
<td>relevant organisations cannot contact children under the age of 14 for the purposes of democratic engagement in reliance on this provision, although alternative lawful grounds may be available in certain circumstances. (14 years is the age in some parts of the UK at which children are eligible to register to vote). Also if any child under the age of 18 objects to the processing, then continued processing would not be permitted.</td>
<td>We will also create a regulation-making power, so that additional conditions and safeguards could be added, if the provisions did not operate as intended. Any changes made via regulations would be subject to parliamentary scrutiny.</td>
</tr>
</tbody>
</table>

Secretary of State approval of ICO statutory codes and guidance

No10 requested the inclusion of a SoS approvals process for ICO statutory codes of practice and guidance. The SoS will be required to consider a final version of a statutory code submitted by the ICO and decide whether to approve it. Where the code is approved, it must then be laid before Parliament for final approval. Where the code is not approved, the SoS will be required to publish a statement, setting out the rationale for not approving a code. The Commissioner must then revise the code in the light of the statement and submit the revised code to the Secretary of State for approval before it may be laid before Parliament. We have considered this policy in light of the PSED and we consider it unlikely that the proposal will have a differential impact on a protected group. As with the majority of the proposed reforms relating to the ICO, no impacts are identified in relation to advancing equality of opportunity and fostering good relations.

N/A - no impacts are identified in relation to advancing equality of opportunity and fostering good relations.

The majority of respondents disagreed with this proposal. Respondents mainly highlighted concerns about the risk to the ICO’s independence. The government believes that the new requirements on the ICO to carry out impact assessments and to set up expert panels will ensure that codes and guidance procedures are more robust. However, the government also believes it is important for democratic accountability that such guidance is approved by the DCMS Secretary of State, as a final safeguard in this process, before the guidance is laid in Parliament.
<table>
<thead>
<tr>
<th>Description of proposal</th>
<th>Nature of indirect impact on groups with protected characteristics</th>
<th>Proposed mitigation</th>
<th>Updated analysis following consultation response</th>
</tr>
</thead>
<tbody>
<tr>
<td>equality of opportunity and fostering good relations.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

65. The government will continue to monitor the potential equality impacts of the data reform proposals as the Bill goes through both Houses of Parliament.
Section 3 - Changes to Part 3 and Part 4 of the Data Protection Act 2018

Introduction

1. The UK’s current data protection framework is set out in the UK GDPR and the Data Protection Act 2018 (DPA 18). The law governing law enforcement and the intelligence services fall under Parts 3 and 4 of the UK GDPR.

2. This document sets out the Equalities Impact Assessment undertaken by the Home Office as part of its policy development of proposals to update data protection law in relation to processing by law enforcement and the intelligence services. The Department for Digital, Culture, Media and Sport have undertaken a similar exercise for the proposals affecting other parts of the data protection legislation.

3. This assessment forms part of the Government’s analysis undertaken to enable Ministers to fulfil the requirements of the Public Sector Equality Duty (PSED) as set out in s.149 of the Equality Act 2010. The PSED is an ongoing duty which will continue to be monitored and reviewed. There are three limbs to the PSED as outlined below:

   a. Eliminate discrimination, harassment, victimisation, and any other conduct that is prohibited by or under the Equality Act 2010;

   b. Advance equality of opportunity between persons who share a relevant protected characteristic and persons who do not share it;

   c. Foster good relations between persons who share a relevant protected characteristic and persons who do not share it.

4. This document considers the proposals individually and assesses whether they meet the standards of the PSED.

---

6 These are Age, Disability, Pregnancy and Maternity, Race, Religion or Belief, Sex, Sexual Orientation, Gender Reassignment and Marriage and Civil Partnership.
### Summary table of Home Office proposals:

<table>
<thead>
<tr>
<th>Policy Team</th>
<th>Proposal</th>
<th>Impacts/Discrimination Identified</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Eliminate discrimination, harassment, victimisation</td>
<td>Advance equality of opportunity</td>
<td>Foster good relations</td>
<td></td>
</tr>
<tr>
<td>Part 3/4</td>
<td>Subject Access Requests (SAR)</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Part 4</td>
<td>Co-operation across data boundaries</td>
<td>Indirect: Sex</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduce a national security exemption into Part 3</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduce a ‘Legal Professional Privilege’ Exemption</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduce a definition of ‘consent’ to Part 3</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduce a power to allow bodies representing Part 3 controllers and processors to produce ‘Codes of Conduct’</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Remove the need to log the ‘justification’ for consulting/disclosing data disclosure</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduce the ability to actively review automated decisions</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>International Transfers</td>
<td>Reforms of the Adequacy/Removal of the Review Period/Reform to the Appropriate Safeguards Mechanisms</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clarifying use of s. 76 of DPA.</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Policy Team</td>
<td>Proposal</td>
<td>Impacts/Discrimination Identified</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Eliminate discrimination, harassment, victimisation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Advance equality of opportunity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Foster good relations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reform subsequent transfers provision (s. 78 of DPA)</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biometrics</td>
<td>Oversight Reform</td>
<td>None</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General Register Office (GRO)</td>
<td>Amend Births &amp; Deaths Registration Act 1953 remove the requirement for paper birth &amp; death registers moving to an electronic register</td>
<td>None</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>International Law Enforcement Alerts Platform (I-LEAP)</td>
<td>Statutory Code of Practice</td>
<td>Indirect: Race, Age, Gender Reassignment, Sex</td>
<td>Advance equality for all</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>
Reforms where no or limited impact on discrimination have been identified after considering the three limbs

66. We acknowledge that these reforms will have some impacts on data subjects more broadly, and where this is the case, we have considered the public interest for the measure. We do not however consider that they will adversely impact or discriminate against those groups with protected characteristics.

Parts 3 and 4

67. **Subject Access Request (SAR):** Currently all SARs under Part 3 (Law Enforcement) and 4 (Intelligence Services) need to be actioned within one month. Unlike the UK GDPR, Parts 3 and 4 of the DPA 18 do not recognise and allow for a proportionate time period for dealing with particularly complex requests. The proposal is to mirror an existing UK GDPR provision within Part 3 and 4 of the DPA 18 that permits a two-month extension to a SAR time period when a request is particularly complex. This will introduce greater consistency across the legislation. The proposed reforms do not seek to limit data subject rights, but simply better reflect the complexities of cases that are often received in a law enforcement or national security setting. By bringing the time frames for responding to SARs under Parts 3 and 4 in line with UK GDPR, data controllers will have a better opportunity to consider and respond to a request. Whilst it is acknowledged that this extension of time may lead to an extended delay to data subjects receiving responses to their SARs, it is considered reasonable as it better reflects the time that can be needed to ensure more comprehensive responses to complex requests. The evidence gathered to come to this conclusion came from discussions with operational stakeholders and legal teams.

Part 3

68. **Introduce a ‘Legal Professional Privilege’ Exemption to Part 3:** In the UK GDPR there is an exemption for processing that is subject to ‘Legal Professional Privilege’. This protects communications between lawyers and their clients and exempts the requirement for the controller to provide the data subject with information about processing and access to their data. However, this exemption does not apply to data processed under Part 3.

69. This proposal seeks to replicate that exemption in Part 3 in order to bring consistency and clarity between the regimes. Controllers and processors under Part 3 must currently rely on ad hoc restrictions contained within s.44 (Right to be informed) and s.45 (Right of access) DPA 2018 which need to be evaluated and justified even though the restriction will almost certainly always be applied, and stakeholders have indicated that this can be challenging. This amendment therefore seeks to simplify an existing process for information that would already be legally privileged.

70. Evidence received from stakeholders does not indicate that introducing an exemption for LPP is likely to lead to an increase in its use. We therefore consider it unlikely that it will discriminate, cause harassment or victimise any individuals belonging to a particular protected characteristic.
71. We do not consider the introduction of a “Legal Professional Privilege” exemption, in relation to age, disability, pregnancy and maternity, race, religion or belief, sex, sexual orientation, gender reassignment and marriage and civil partnership; will have any significant impacts regarding the need to foster good relations between people who share a protected characteristic and people who do not: the policy is neutral in this regard.

72. **Introduce a definition of ‘consent’ into Part 3:** The ‘consent’ of a data subject is an available legal basis for processing under Part 3 of the DPA 2018. There is a risk (albeit low) that it may be interpreted incorrectly in the absence of a clear definition. Therefore, this proposal seeks to replicate the UK GDPR definition of consent into Part 3 thereby bringing clarity for Part 3 controllers and consistency across the regimes. The evidence gathered from the Data Reform consultation responses indicated agreement with the standardisation of definitions across the data protection regimes. From the Data Reform consultation responses indicated agreement with the standardisation of definitions across the data protection regimes.

73. Evidence received from the police, Her Majesty’s Revenue and Customs, the National Crime Agency and the Crown Prosecution Service indicate that consent is rarely used as a basis for processing under Part 3 and that providing a definition is unlikely to lead to an increase in its use. We therefore consider it unlikely that it will discriminate, cause harassment, or victimise any individuals belonging to a particular protected characteristic.

74. We do not consider the introduction of a definition of consent into Part 3, in relation to age, disability, pregnancy and maternity, race, religion or belief, sex, sexual orientation, gender reassignment and marriage and civil partnership; will have any significant impacts regarding the need to foster good relations between people who share a protected characteristic and people who do not: the policy is neutral in this regard.

75. **Introduce a power to allow bodies representing Part 3 controllers and processors to produce ‘Codes of Conduct’:** In the UK GDPR codes of conduct can be produced by representative bodies (for example, trade associations) to clarify the application of data protection laws in particular sectors, which are then approved by the ICO. There is no equivalent power under Part 3 DPA 2018 and stakeholders have indicated that this could be a useful tool to future-proof their data use. This proposal aims to expand it to the law enforcement sector enabling similarly representative bodies to create codes of conduct for Part 3 under the purview of the ICO.

76. As the creation of Codes of Conduct will assist data controllers in their compliance with the data protection requirements under Part 3, we consider it unlikely that it will discriminate, cause harassment, or victimise any individuals belonging to a particular protected characteristic.

77. We do not consider the introduction of the power to create Codes of Conduct, in relation to age, disability, pregnancy and maternity, race, religion or belief, sex, sexual orientation, gender reassignment and marriage and civil partnership; will have
any significant impacts regarding the need to foster good relations between people
who share a protected characteristic and people who do not: the policy is neutral in
this regard.

78. As this provision is designed to future proof LEA compliance with Part 3 data
protection requirements, any future Codes of Conducts will be required to comply
with the public sector equality duty.

79. **Remove the need to log the ‘justification’ for consulting/disclosing data:**
Currently, law enforcement agencies (LEAs) are required to keep logs of several
processing activities that they carry out. This proposal seeks to remove the
requirement to record a ‘justification’ in the logs of consultation and disclosure. It is
technologically challenging for LEAs to automatically log a ‘justification’ as it requires
human input to ‘justify’ the reason for accessing/disclosing data; and from feedback
we have received, it holds limited value in maintaining accountability, especially in
police misconduct investigations. This is because an individual misusing the
database is unlikely to record an honest justification. An important element of our
assessment of the impact of this measure is that we are only removing the
‘justification’ element, which is considered of low value; the other requirements to
monitor compliance will remain in legislation.

80. The removal of this information is unlikely to have an effect on any individuals
belonging to a particular protected characteristic, as information contained within logs
of consultation and disclosure is designed to be used for internal review and audit.
Since the information about data subjects will maintain its fidelity, we consider it
unlikely that it will discriminate, cause harassment or victimise any individuals
belonging to a particular protected characteristic.

81. We do not consider the removal for the need to log the ‘justification’ in relation age,
disability, pregnancy and maternity, race, religion or belief, sex, sexual orientation,
gender reassignment and marriage and civil partnership; will have any significant
impacts regarding the need to foster good relations between people who share a
protected characteristic and people who don’t: the policy is neutral in this regard.

82. **Introduce the ability to actively review automated decisions:** Currently, LEAs are
required to inform a data subject as soon as is reasonably practicable where a
decision which produces an adverse legal effect is made which is based solely on
automated processing. The purpose of this is to allow the data subject to then
request that a human either reconsiders that decision or takes a fresh decision which
is not based solely on automated processing.

83. The police have stated that this can cause them difficulties. For example, where
automated decision making (ADM) is used to match an individual to a record on a
dataset, the police must then either inform the data subject that they are under
investigation (thereby tipping them off that they are of interest) or, alternatively,
ensure that the decision is reviewed by a human (thereby removing the need to
inform the data subject but running the risk that by the time the human review had
been completed, it would be too late to act).
84. This proposal will provide an alternative option for LEAs to provide for a human to actively review the decision after it has been taken as soon as is reasonably practicable thereby removing the need to notify the data subject at the time. It effectively builds in the remedy that the data subject should have had were they notified that a decision had been made based solely on automated processing. However, in order to ensure that the new power is only used when necessary, LEAs will only be able to use it if informing the data subject would engage one of the grounds set out under section 44(4) of the DPA (i.e. to avoid obstructing an official or legal inquiry, investigation or procedure etc.). This change will ensure that the rights of data subjects who are subject to ADM continue to be protected whilst improving the ability of the police to tackle crime, ensure public safety and bring offenders to justice. It contributes to the HO priority outcomes of reducing crime and the risk of terrorism to the UK and UK interests overseas. Whilst the use of ADM is likely to have both a direct and indirect effect on any individuals belonging to a particular protected characteristic, the purpose of this provision is providing an alternative option to LEAs to provide for a human to actively review the decision after it has been taken as soon as is reasonably practicable, thereby removing the need to notify the data subject at the time.

85. Therefore, whilst the use of ADM could potentially discriminate against any individuals, it is unlikely that this particular provision will discriminate, cause harassment or victimise any individuals belonging to a particular protected characteristic because we are only addressing when, or if, a data subject is notified about an ADM decision, not the parameters of why they were subject to ADM.

86. We do not consider the introduction of the ability to actively review automated decisions, in relation age, disability, pregnancy and maternity, race, religion or belief, sex, sexual orientation, gender reassignment and marriage and civil partnership; will have any significant impacts regarding the need to foster good relations between people who share a protected characteristic and people who do not: the policy is neutral in this regard.

International Transfers

87. Reforms of the Adequacy/Removal of the Review Period/Reform to the Appropriate Safeguards Mechanisms – Home Office will mirror those reforms into the DPA. Those proposals are led by the DCMS, and Home Office is mirroring selected reforms into the Data Protection Act 2018 (DPA). The aim is to codify existing practices regarding the UK Adequacy decisions, remove the prescribed by legislation review period for those decisions and alter Alternative Transfers Mechanisms. As those reforms address International Transfers framework, we believe that they will not result in any direct or indirect discrimination of any of the groups with protected characteristics. Data transferred internationally for law enforcement purposes via reformed transfer mechanisms will not impact rights of data subjects, regardless of their background due to the fact that in the law enforcement context all data subjects are treated equally. Additionally, those reforms will allow for transfers of data more efficiently and improve the volume of transfers at
a time; it will not change the fact that said data would have already been transferred under the current legislation. On that basis no impact was identified.

88. **Clarifying use of s. 76 of DPA.** This reform should clarify that Controllers can use s.76 to transfer larger volumes of law enforcement data and decrease the likelihood of non-compliance. Similarly, to other ITR reforms, data transfers made on a basis of the reformed s.76 would be also conducted under current regime, only at a different speed. We did not extend groups of data subjects nor changed the manner with which this data will be handled. Therefore, we conclude that this reform has no impact on persons with protected characteristics.

89. **Reform subsequent transfers provision (s. 78 of DPA).** This proposal only introduces a very narrow exception where there is an immediate and serious threat to life and authorisation for onward transfer of data cannot be obtained in good time but maintains the general principle that authorisation must be sought in all other circumstances. We do not assess the conditions imposed to be targeted or disproportionately affect any data subjects.

**Biometrics**

90. **Oversight Reform:** Changes in this area aim to simplify the oversight regime for the police use of biometrics and overt surveillance. The current oversight arrangements include several different, overlapping oversight bodies (the Information Commissioner, Investigatory Powers Commissioner, the Surveillance Camera Commissioner and Biometrics Commissioner). To help clarify and simplify the oversight functions, we aim to repeal the statutory roles of the Biometrics Commissioner (BC) and Surveillance Camera Commissioner (SCC), transferring the BC’s casework functions to the Investigatory Powers Commissioner (IPC) and leaving the ICO as the key regulator.

91. We assessed the application of the three limbs to the oversight reforms. Through this assessment, we did not identify any changes which would directly change the way either the oversight bodies or data controllers involved interact with individuals of different protected characteristics. The oversight regimes (BC, SCC, IPC & ICO) focus on law enforcement and primarily work with individual police forces, local authorities, and other data controllers, rather than directly with the public. The oversight regime, which includes compliance with Data Protection Legislation, Human Rights and Equality Legislation, applies to all law enforcement use of biometrics and overt surveillance regardless of protected characteristics. To inform this assessment, we considered the impact of different oversight bodies and their activities, particularly since the establishment of the Biometrics and Surveillance Camera Commissioners in 2012. In addition, we also took into account the views from various stakeholders and our consultation responses as evidence to support that these changes would not have any direct or indirect impact on individuals with protected characteristics.

GRO
92. **Amend the Births and Deaths Registration Act 1953 - to remove the requirement for paper birth and death registers moving to an electronic register:** The purpose of this proposal is to reform the way in which births and deaths are registered in England and Wales, moving from a paper-based system to registration in an electronic register (Registration Online, known as RON). Since 2009 all birth and death registrations have been captured electronically on RON in parallel with the paper registers leading to duplication of processes. Once a registration is complete the RON system generates the paper register page which is signed by the informant(s) and the registrar and is the formal record of the event. The registrar puts the signed register page into a loose-leaf register and is required, initially, to keep the register safe in a box provided by the Registrar General. This proposal will remove the current duplication whereby births and deaths are registered both electronically and in paper registers creating a more secure system for the maintenance of birth, still-birth and death registers and for the processing of data held in those registers. In developing the policy proposals, we consulted with the National Panel for Registration.

93. Births and deaths will continue to be registered through personal attendance at the register office, by a person qualified to provide the information, in the sub-district in which the birth or death occurred. As registrars currently use the RON system to register births and deaths the informant attending to register a birth or death will not see any difference in service. We do not consider there are any equality issues with the removal of paper registers and the move to the RON system.

94. We do not consider there are any equality issues with the removal of paper registers in relation to discrimination, harassment, victimisation and any other conduct prohibited by the Equality Act.

95. The Bill includes a regulation-making power for the Minister to make regulations, which would have to be approved by both Houses of Parliament, to provide that if a person complies with specified requirements at the time of registering a birth or death they are to be treated as having signed the register in the presence of the registrar. This may include requiring a person to sign something other than the register or requiring a person to provide specified evidence of identity.

96. When the new affirmative regulations are drafted, following Royal Assent of the Bill, due consideration will be given to the requirements of the Equality Act when determining the specified evidence of identity an informant will need to provide when registering a birth or death.

97. We do not consider there are any equality issues with the removal of paper registers in relation to discrimination, harassment, victimisation and any other conduct prohibited by the Equality Act. Full consideration will be given when the affirmative regulations are drafted following Royal Assent to ensure the provisions in those regulations do not introduce any negative impacts.

**Reforms where impacts or discriminations have been identified after considering the three limbs**
Part 3

98. **Introduce a national security exemption into Part 3:** Although Part 3 does provide LEAs with the ability to restrict the rights of data subjects in order to protect national security, unlike Parts 2 & 4, it does not include a standalone exemption for processing national security data. Mirroring this exemption into Part 3 will help strengthen the police’s ability to tackle threats to national security. It will assist closer working between LEAs and the intelligence services and provide greater legal certainty for international transfers involving national security data.

99. The national security exemption is not targeted at particular groups. We therefore believe that it will not lead to any direct discrimination. However, a study of arrest data\(^7\) shows that men are nearly seven times as likely to be arrested as women, therefore there is a potential for this group to be subject to indirect discrimination. However, we consider that any indirect discrimination caused is proportionate to the legitimate policy aims of keeping the public safe, bringing criminals to justice and maintaining national security.

100. We do not consider the introduction of a national security exemption under Part 3, in relation age, disability, pregnancy and maternity, race, religion or belief, sex, sexual orientation, gender reassignment and marriage and civil partnership; will have any significant impacts regarding the need to foster good relations between people who share a protected characteristic and people who do not: the policy is neutral in this regard.

Part 4

101. **Co-operation across data regime boundaries:** Introduce a power that would allow the Secretary of State to issue a notice authorising a law enforcement body to process data under the Intelligence Services regime in Part 4 of the DPA 2018 in specified circumstances.

102. We believe that this reform will not result in any direct discrimination amongst persons of a particular age, ethnic group, sex, or people who have undergone gender reassignment. The evidence gathered to come to this conclusion came from discussions with operational stakeholders and legal teams.

103. There is a risk of indirect discrimination, in that statistically, males are more likely to commit crime and as such will be more likely to have data processed by law enforcement bodies. As a result of this reform therefore, there may be an increased likelihood that males will have their data processed by law enforcement and/or intelligence bodies under this provision. Any indirect discrimination caused is proportionate to the legitimate policy aims of keeping the public safe, bringing criminals to justice and for the maintenance of national security.

104. Statistically, Asian/British Asian and Muslim individuals have been disproportionately affected by terrorism legislation relative to the total percentage of

---

\(^7\) [Arrests - GOV.UK Ethnicity facts and figures](https://ethnicity-facts-figures.service.gov.uk)
Asian/British Asian and Muslim individuals in the total population. However, this reflects the terrorist ideologies currently present within the UK (Islamic Extremism) and therefore the overrepresentation of some groups within scope of this policy will reflect the nature of terrorism in the UK at any given point. Therefore, any indirect discrimination on Religion or Belief is proportionate to the legitimate policy aims of keeping the public safe, bringing criminals to justice and for the maintenance of national security.

105. We believe that this reform will not result in any direct or indirect discrimination on groups with of the following characteristics: Disability, Pregnancy and Maternity, Marriage or Civil Partnership and Sexual Orientation. There is no association between an individual in one of these groups and the likelihood of having their data processed by a law enforcement body and/or intelligence service.

I-LEAP

106. **Statutory Code of Practice:** International Law Enforcement Alert Platform (I-LEAP) improves UK law enforcement agencies access to international alerting information. It does this by enhancing the use of INTERPOL and, in time, by creating new international data sharing arrangements with partner countries. I-LEAP will enhance equality of opportunity by enhancing UK Law Enforcement (UKLE) capabilities to keep the public safe, and to better protect those of particular religions or beliefs that historically have suffered disproportionately from crime.

*Eliminate unlawful discrimination, harassment, victimisation and any other conduct prohibited by the Equality Act*

107. We believe that this reform will not result in any direct discrimination amongst persons of a particular age, ethnic group, sex, or people have undergone gender reassignment.

108. There is potential of indirect discrimination on young people (on the grounds of age) being more likely to engage in criminal activity, and therefore be subject to an international alert. This will also result in an increased likelihood of action taken upon them by UKLE. Any indirect discrimination caused is proportionate to the legitimate policy aims of keeping the public safe and bringing criminals to justice.

109. We believe that this reform will not result in any direct or indirect discrimination on groups with of the following characteristics: Disability, Pregnancy and Maternity, Religion or Belief, Marriage or Civil Partnership and Sexual Orientation. There is no correlation between an individual in one of these groups and likelihood of having an alert issued upon them, and corresponding action being taken by UKLE.

110. There may be a risk of indirect discrimination for groups who have undergone gender reassignment due to the inclusion of historical subject details and images. Any indirect discrimination caused is proportionate to legitimate policy aims of keeping public safe, bringing criminals to justice, etc.
111. There is a risk of indirect discrimination on the grounds of nationality for individuals whose country of origin either upload disproportionately more alerts to Interpol than other countries, or with whom the UK has secured bilateral alert exchange via I-LEAP. Also, a country is disproportionately likely to issue alerts on their own nationals, which means UKLE have access to more alerts relating to certain nationalities and are therefore more likely to take action upon individuals of those nationalities. Where the country in question’s population is composed of a certain ethnicity, this also then carries a risk of indirect discrimination on the ground of ethnicity. Those arrested and convicted for criminal offences are more likely to have an alert issued on them. Ethnic minorities make up roughly 13% of UK population but 23% of arrests. This creates a risk of indirect discrimination based on race. The possibility of unlawful discrimination and indirect discrimination caused is considered and is proportionate to legitimate policy aims of keeping public safe, bringing criminals to justice, etc.

112. There is a risk of indirect discrimination, in that males are more likely to commit crime, and in turn will have an alert issued on them. They are therefore more likely for UKLE to take action upon them based on an alert. If there is no image provided of the suspect the sex may be wrongly assumed by the user based on other characteristics such as name. Any indirect discrimination caused is proportionate to legitimate policy aims of keeping public safe, bringing criminals to justice, etc.

Advance equality of opportunity between people who share a protected characteristic and people who do not share it:

113. No age group has specific needs that could be affected by I-LEAP, nor will any age group be placed at a particular advantage or disadvantage through I-LEAP as a result of being a particular age. Young people aged 12-17 are particularly vulnerable, and by I-LEAP providing more circulations on missing persons – this will encourage equality of opportunity by increasing the likelihood of being found.

114. Those with disabilities do not have specific needs that could be affected by I-LEAP, nor will those with disabilities be placed at a particular advantage or disadvantage through I-LEAP as a result of being disabled. Those with physical (visible), those with mental health conditions and non-visible disabilities could be particularly vulnerable. So better provision and quality of alerts relating to missing/vulnerable people could help with the advance equality of opportunity. Disabled adults were significantly more likely to have experienced crime in the last year (23.1%) than non-disabled adults (20.7%). Data source: Disability and crime, UK – Office for National Statistics (ons.gov.uk). Therefore, if I-LEAP helps to keep the public safe by bringing criminals to justice; this advances equality of opportunity as disabled people will feel safer and more likely to participate in public life.

115. I-LEAP advances equality of opportunity by helping to protect a group of people who are often victimised in hate crimes. Those who identify with a different sex to the one registered at birth account for 30.7% of victims in 2020, compared to 20.8% for those who identify as the same sex they were registered at birth. Data source: Crime in England and Wales: Annual Trend and Demographic Tables
I-LEAP helps to keep the public safe by bringing criminals to justice and therefore advances equality of opportunity as people who have undergone gender reassignment will feel safer and more likely to participate in public life.

Those who are pregnant do not have specific needs that could be affected by I-LEAP, nor will those who are pregnant be placed at a particular advantage or disadvantage through I-LEAP as a result of being pregnant. However, being pregnant may put women at increased risk of abuse, although the data available on prevalence of domestic abuse amongst pregnant individuals is limited. Some studies suggest prevalence as high as 40%-60% of pregnant women experience abuse during pregnancy therefore, I-LEAP may improve equality of opportunity.

I-LEAP will enhance equality of opportunity by enhancing UKLE capabilities to keep the public safe, and so help to better protect ethnic minorities, women, members of religious groups or belief systems and members of LGBTQ+ community, who historically have suffered disproportionately from crime. With regard to race, if you are black, you are more likely to be a victim of crime (13% of victims, smaller population share). Data source: Statistics on Race and the Criminal Justice System 2018 (publishing.service.gov.uk). I-LEAP will increase the volume of information available to law enforcement partners from additional countries and therefore nationalities that could otherwise be missed from other diffusion matching sources will be available.

Foster good relations between people who share a protected characteristic and persons who do not share it:

With regard to Age, Disability, Pregnancy and Maternity, Race, Religion or Belief, Sex, Sexual Orientation, Gender Reassignment and Marriage and Civil Partnership - we have not identified any impacts as regards the need to foster good relations between people who share a protected characteristic and people who don’t: the policy is neutral in this regard. No mitigations are required or identified for these categories at this time as this is very subjective dependant on the types of alerts countries want to share with us for e.g. some may want to include vulnerable and missing people and others may want to focus on wanted people.
Section 4 - Digital Identity

Summary of policy

119. The Digital Identity measures provide people with an additional choice of how to prove things about themselves but do not remove any current methods or mandate a new approach. These measures have no identifiable adverse or negative impacts in relation to the first limb of the Equality Duty.

120. Instead, these measures ought to have a positive impact on promoting equality. As discussed below, without intervention it is likely that a digital identity market may develop which negatively impacts those with protected characteristics. The trust framework aims to tackle this by setting rules for trust-marked private sector organisations (who are not themselves necessarily bound by the public sector equality duty).

121. These initiatives can help advance equality of opportunity between people who share a protected characteristic and those who do not share it. For example, the fact that a digital identity can be based on a wider range of attributes could help someone with a disability prove something about that disability more seamlessly than is currently possible. Further iterations of the trust framework will contain information around sex and gender to give guidance on information sharing for people who have undergone, intend to undergo or are currently undergoing gender reassignment so they can limit excessive or unnecessary disclosure.

Evidence and analysis

122. Although a digital identity market already exists, it is not developed to its full potential and it presents some key flaws which may exclude minorities or those with protected characteristics. For example:

   a. When setting up a digital identity, individuals have highlighted that the process usually requires a sequencing of tasks which are considered difficult for people that are, for instance, digitally excluded or neuro-diverse.

   b. The digital identity system tends to be rather rigid, therefore excluding people whose circumstances differ from the expected social structure, such as those wishing to manage two bank accounts at the same bank from one mobile phone.

123. Research was commissioned from Royal Holloway (available here) which informed consideration of the Equality Duty.

124. The digital identity measures, by promoting the growth of the digital identity market in an inclusive way, provides the opportunity to use a digital alternative, giving to excluded individuals an easier option for proving their identity or eligibility. For example, those who cannot afford a passport may instead opt for a digital identity product based on their data or a ‘vouch’. A vouch is a declaration from someone that knows the user which can be used as evidence for identity proof.
125. Inclusion is explicitly mentioned in the UK digital identity and attributes trust framework. Although signing up to the trust framework is not compulsory, organisations will need to be certified against it to prove that their products or services meet the UK Government requirements for checking government-held records of identity-related data.

126. The framework aims at improving inclusivity by:

a. Stating that all identity service providers should ensure no one is excluded due to their ‘protected characteristics’. There are exemptions to this, for instance restricting the availability of a product or service to an individual due to their age (e.g. businesses cannot sell alcohol to underage individuals).

b. Giving examples of ways organisations can increase inclusivity. For instance, when choosing a system for facial recognition, digital identity and attribute providers should ensure that the chosen system is built in an inclusive way. A system which was tested with a small sample of white men risks excluding users of other genders and ethnicities, therefore excluding minorities or those with protected characteristics from being able to use the service.

c. Requesting both public and private sector organisations to meet appropriate accessibility standards. For instance, those that operate in Wales offer products and services available in Welsh.

d. Requiring organisations that sign up to the framework to submit an annual inclusion report.

127. The inclusion report aims to provide information on the routes service providers offer users for acquiring a digital identity. The report will also allow organisations to provide evidence of their efforts to improve their level of inclusivity. This information will give the governance function an overview of all of the avenues available across the market, so that it can determine whether any intervention is needed to encourage a diversity of avenues across the market. The government will not mandate that organisations collect information solely for the purposes of reporting.

Decision making

128. On 10 March 2022 the government published its response to the digital identity and attributes consultation. Alongside this response, the government published a De Minimis Assessment (DMA), assessing the economic impact of the measures set out in that consultation. The DMA contained an Equalities Impact Assessment and analysis of the interaction between those measures and the public sector equality duty. As set out above, there are no negative public sector equality duty concerns inherent in these proposals and several positive impacts these interventions may have in the advancement of equality of opportunity have been identified.
129. On the basis of this analysis, Ministers decided to publish the consultation response, De Minimis Assessment, and to proceed with the digital identity measures.

**Monitoring and evaluation**

130. The legislation requires the Secretary of State to prepare and publish an annual report on the operation of the digital identity measures. Part of this report will deal with inclusion and the public sector equality duty will be duly considered.
Section 5 - Open Data Architecture

Introduction/Background/context (explanation of the policy)

131. Taking due regard to the Public Sector Equality Duty as set out at section 149(1) of the Equality Act 2010, the Government has chosen to consider at a high level the potential impacts on equalities that may arise as a consequence of the provisions of the Bill.

132. The Act prohibits discrimination in the exercise of public functions and requires decision-makers to have due regard to the need to eliminate unlawful discrimination, harassment, victimisation and any other conduct prohibited by the Act; and advance equality of opportunity and foster good relations between persons who share a relevant protected characteristic and persons who do not share it.

133. Having due regard to the need to advance equality of opportunity involves having due regard, in particular, to the need to:

- remove or minimise disadvantages suffered by persons who share a relevant protected characteristic that are connected to that characteristic;
- take steps to meet the needs of persons who share a relevant protected characteristic that are different from the needs of other persons;
- encourage persons who share a relevant protected characteristic to participate in public life or other activities where their participation is disproportionately low.

134. Having due regard to the need to foster good relations between persons who share a relevant protected characteristic and persons who do not share it involves having due regard, in particular, to the need to—

(a) tackle prejudice, and
(b) promote understanding.

135. Currently, service users and their care teams cannot easily access or share, in real time, all the health and/or social care information that is relevant to their care. This is in part because IT suppliers are not uniformly providing products and services based on shared principles that incorporate or enable interoperability, so that data can easily be shared between organisations that use different systems.

136. The proposed open health and care architecture provisions will make it clear that the Secretary of State for Health and Social Care’s power, under the Health and Social Care Act 2012 to prepare and publish standards relating to the processing of information, includes technical standards. The provisions will also ensure that suppliers of IT products and services to the health and adult social care sector in England can be required to comply with these standards.

137. The provisions are aimed at ensuring that the health and adult social care sector’s IT products/services are built on principles of a unified system architecture, open data standards and interoperability. This in turn is intended to remove barriers to data flows, providing the technical ability to share a person's care data (in a standardised form) across and between health and care professionals to provide optimal and safe care; timely data to run and operate health and care services in local areas; and the necessary data for local places to manage population health and reduce health inequalities (where there is a legitimate and lawful basis to do so).
The Department for Health and Social Care set out key findings of the direct benefits of interoperability to staff, patients and service users in the Tech Vision 2018. They cite the Wachter Review, which finds that interoperability reduces regional disparities in the quality of health and care provision and increases scope for empowering patients and their caregivers to be involved in key decisions about their care. Also cited is a report from the National Information Board, which details the role of interoperability in facilitating care that is genuinely personalised. Personalised care and patient empowerment benefit patients with protected characteristics by serving to ensure that care is tailored to meet any needs arising as a result of these characteristics. The reports cited do not identify any respects in which improved interoperability would disadvantage people with protected characteristics and do not envisage any detrimental impact. Interoperability improvements merely remove practical impediments to actions that are already authorised, but in practice difficult to achieve. So, such improvements do not create new powers that could disadvantage people with protected characteristics. These findings remain applicable.

Consideration of any equality impact and mitigating actions

Age

Older people are more likely to have multi-morbidities and consequently make greater use of health and social care services (for instance 65.6% of people receiving long term adult social care in 2020/21 were over 65). As a result, the health and care system may hold more information about older people. This means that they may be more likely to benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability that enables health and social care professionals to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of healthcare. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of age.

Interoperability facilitates multi-disciplinary collaboration between care professionals to ensure that a patient’s needs are considered and met in a holistic manner. On balance, we consider that greater interoperability can facilitate effective use of data to benefit the health and care system and may identify issues which could be addressed to improve inequalities in access, experience and outcomes of health and care services.

In addition, the likelihood of developing multi-morbidities as an individual ages means that individuals with this characteristic are more likely to benefit from improvements in data use. Multi-morbidities require complex care plans, produced by multi-disciplinary collaboration between a range of care professionals. Greater Interoperability enables such interaction by facilitating the sharing of relevant information between professions.

---

Open health and care data architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of age and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of age and others however, in general, an improvement in services for persons with a protected characteristic is likely to promote understanding between those persons and others.

Disability

People with physical and learning disabilities may access health and care services more than people without disabilities. For instance, it is likely that the vast majority of the 289,695 adults under 65 accessing long term social care in 2020/21 will have a disability.

Therefore, it is likely that people with disabilities will benefit from the improvements to health and adult social care provision which we anticipate, through improved interoperability enabling health and adult social care professionals to better communicate with each other, thereby supporting treatments, improving health and adult social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of health and adult social care. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of disability.

Service users with disabilities will in many cases benefit directly from improvements in interoperability (standardising the way in which organisations collect, store and share data). Interoperability facilitates multi-disciplinary collaboration between care professionals to ensure that a patient’s needs are considered and met in a holistic manner. Service users with disabilities who require complex care plans, taking into account information from a large range of sources, will therefore benefit significantly from interoperability improvements.

Open health and care data architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will remove practical impediments and have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of disability and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of disability and persons who do not share it; however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.

Gender reassignment

We do not have evidence that persons sharing the protected characteristic of gender reassignment are more likely to use health and care services. However it is likely that such persons will benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability enabling health and social care professional to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of health and adult social care. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of disability.

---
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tailed outcomes and experiences of healthcare. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of gender reassignment.

148. Service users with the shared protected characteristic of gender reassignment will in many cases benefit directly from improvements in interoperability as it facilitates multi-disciplinary collaboration between care professionals to ensure that a patient’s needs are considered and met in a holistic manner. Service users with the shared protected characteristic of gender reassignment who require sometimes complex care plans, taking into account information from a large range of sources, will therefore benefit significantly from interoperability improvements. Such improvements could also increase the likelihood that service users with particular needs resulting from this protected characteristic are treated in line with their preferences, reducing the need to reiterate them each time they interact with a different service provider. We also consider that greater interoperability and standardisation of information can facilitate effective use of data to benefit the health and care system and may identify issues which could be addressed to improve inequalities for those sharing the protected characteristic of gender reassignment in access, experience and outcomes of health and care services.

149. Open health and care architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of gender reassignment and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of gender reassignment and persons who do not share it however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.

Marriage and civil partnership

150. There is no foreseeable differential impact of the proposals for people with these protected characteristics. Generally, it is likely that such people will benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability enabling health and social care systems to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of healthcare. On balance, we consider that greater interoperability can facilitate effective use of data to benefit the health and care system and may identify issues which could be addressed to improve inequalities in access, experience and outcomes of health and care services.

151. Open health and care architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will remove practical impediments to actions that are already authorised.

Pregnancy and maternity

152. Currently, pregnant women must bear most of the burden of ensuring that relevant information is available at point of care - they are advised to carry their maternity notes with them at all times in case they need urgent medical care. Interoperability can directly benefit pregnant women and mothers, by ensuring that
relevant information is available at the point of care and by facilitating multidisciplinary interaction between relevant care providers.

153. It is likely that people sharing the protected characteristic of pregnancy and maternity will benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability enabling health and social care systems to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of healthcare. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of gender reassignment.

154. More widely, improved sharing of data will enable research into specific issues which may impact on individuals with protected characteristics, and better planning and commissioning of health and care services to deliver improved and more tailored outcomes and experiences of healthcare.

155. On balance, we consider that greater interoperability can facilitate effective use of data to benefit the health and care system and may identify issues which could be addressed to improve inequalities in access, experience and outcomes of health and care services.

156. Open health and care data architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of pregnancy and maternity and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of pregnancy and maternity and persons who do not share it; however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.

Race

157. Access to primary care health services is generally equitable for ethnic minority groups, but this is less consistently so across other health services. However, people from ethnic minority groups are more likely to report being in poorer health and to report poorer experiences of using health services than their white counterparts.

158. It is therefore likely that people sharing the protected characteristic of race will benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability enabling health and adult social care professionals to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of healthcare. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of race.

159. Service users who share the protected characteristic of race will in many cases benefit directly from improvements in interoperability (standardising the way in which organisations collect, store and share data). Interoperability facilitates multidisciplinary collaboration between care professionals to ensure that a patient’s needs are considered and met in a holistic manner. Service users who share the protected

13 The health of people from ethnic minority groups in England | The King’s Fund (kingsfund.org.uk)
characteristic of race will therefore benefit from interoperability improvements that allow for information to be taken into account from a large range of sources.

160. Open health and care data architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will remove practical impediments and have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of race and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of race and persons who do not share it; however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.

Religion or belief

161. It is likely that people who share the protected characteristic of religion or belief will benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability enabling health and social care professionals to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of healthcare. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of religion or belief.

162. Interoperability facilitates multi-disciplinary collaboration between care professionals to ensure that a patient’s needs are considered and met in a holistic manner. The interoperability provisions will enable better information sharing between health and care professionals and could increase the likelihood that service users with particular needs resulting from their religious beliefs are treated in line with their preferences and reduce the likelihood of their need to reiterate these preferences each time they interact with a different service provider.

163. Open health and care data architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of religion or belief and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of religion or belief and persons who do not share it however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.

Sex

164. Persons who make greater use of health and care services will have more information held by different organisations that they interact with and receive services from.

165. Women are more likely to be in receipt of long-term adult social care than men (57.4% in 2020/2021)\textsuperscript{14}. With respect to health care, in 2019/20 women constituted 57.8% of outpatient attendance and in 2022 - 49% of patients registered at a GP practice\textsuperscript{15} 16. Though this may simply reflect the demographic make-up of


\textsuperscript{15} Summary Report - outpatient appointments by gender - NHS Digital

\textsuperscript{16} Microsoft Power BI – NHS Digital
those 65 and over (who are most likely to access social care services) it does mean that women are more likely to benefit from the improvements to health and adult social care provision. We anticipate that improving interoperability will enable health and adult social care professionals to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of health and adult social care for those with the protected characteristic of sex. In particular, research into sex-specific issues may have a positive impact on such individuals.

166. Service users with sex-specific needs will in many cases benefit from interoperability that facilitates multi-disciplinary collaboration between care professionals to ensure that the needs of patients sharing the protected characteristic of sex are considered and met in a holistic manner. We consider that greater interoperability can facilitate effective use of data to benefit the health and adult social care sector and may well identify issues which could be addressed to improve inequalities between the sexes in access, experience and outcomes of health and care services.

167. Open health and care architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will remove practical impediments and have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of sex and others. There is limited scope for the policy to foster good relations between persons who share the protected characteristic of sex and others; however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.

Sexual orientation

168. We do not have evidence that persons sharing the protected characteristic of sexual orientation are more likely to use health and care services. However, it is likely that people of all sexual orientations will benefit from the improvements to health and adult social care provision which we anticipate through improving interoperability enabling health and social care systems to better communicate with each other, thereby supporting treatments, improving health and social care service planning, commissioning and delivery, and enabling research to deliver improved and more tailored outcomes and experiences of healthcare. In particular, research into specific issues may have a positive impact on individuals sharing the protected characteristic of sexual orientation.

169. Interoperability facilitates multi-disciplinary collaboration between care professionals to ensure that a patient’s needs are considered and met in a holistic manner. On balance, we consider that greater interoperability can facilitate effective use of data to benefit the health and care system and may identify issues which could be addressed to improve inequalities between persons sharing the characteristic of sexual orientation and others, in access, experience and outcomes of health and adult social care services.

170. Open health and care architecture and the interoperability improvements remove practical impediments to actions that are already authorised, but in practice are difficult to achieve. So, the provisions do not involve discrimination and the resultant data architecture improvements will have a positive impact on advancement of equality of opportunity between persons sharing the protected characteristic of sexual orientation and others. There is limited scope for the policy to foster good
relations between persons who share the protected characteristic of sexual orientation and persons who do not share it; however, in general, an improvement in services for persons is likely to promote understanding between those persons and others.