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Ministerial foreword 

The world is in the middle of a data revolution. With 
every passing second, the volume of digital information 
that flows between businesses, governments and 
people is expanding rapidly. Data now increasingly 
underpins our everyday lives: we use it to shop online, 
to monitor our exercise regimes and personal bank 
accounts. It has been a crucial weapon in the battle 
against coronavirus, and has become an increasingly 
important aspect of international trade and global 
relations.  

 
This digital transformation represents a huge opportunity for the UK. By harnessing the 
power of data, we can boost growth and productivity, drive innovation, improve public 
services and inform a new wave of scientific research. Our upcoming National Data Strategy 
is an ambitious bid to make the most of this moment, so that data’s value can be felt across 
the entire UK. 
 
But we also need to understand the growing risks associated with the data boom, including 

cybercrime and disinformation. This report helps us identify those threats, and the 

government has been careful to reflect its findings in our own National Data Strategy, so that 

we can protect members of the public while they experience data’s many benefits. 

 

At the same time, we can’t shape our own data regime in a vacuum. Emerging technologies, 
socioeconomic shocks, geopolitical changes and global crises – such as the pandemic we 
are tackling today – all have the ability to significantly alter the facts on the ground. That is 
why it is crucial that the UK uses its international influence and leadership, both to drive the 
global attitude to data while ensuring our own strategy is adaptable enough to respond to the 
inevitable shocks of the future. 
  
We also want members of the public to be active agents in the thriving digital economy, and 
have confidence and trust in how data – including citizen data – is used. This will be 
especially important as we transform government’s use of data to drive efficiency and 
improve public services – with a clear understanding that it is our duty to use data to deliver 
better outcomes. 
 
A successful data system will need to be flexible and react quickly to changes. In future 
updates, we will lay out the steps that we will take to implement the strategy, and the way 
that engagement and evidence will have shaped our approach. 
 
The UK is already one of the most competitive digital nations in the world. Through its 
recommendations and the evidence base it affords us, this report will help us build on that 
position of strength, fuelling a new era of growth and unlocking benefits for society as a 
whole. 

 
The Rt Hon John Whittingdale OBE MP 

Minister for Media and Data 
Department for Digital, Culture, Media and Sport  
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Preface 

Information is a powerful and growing force in society. 
The collection and use of information about individuals 
and groups of people – citizen data – is accelerating 
particularly sharply. More than ever, we leave a digital 
footprint whenever we browse the internet, travel and 
shop; in virtually every aspect of our daily lives. 
 
Citizen data presents enormous potential value to 
consumers, businesses and public authorities. In the 

digital age, a range of information about citizens can now be used far more easily for a wider 
set of purposes, and for purposes which were not initially anticipated. These can also involve 
malicious intent and, without careful management, harm to individuals, society and national 
security. 
 
This report highlights how regional citizen data systems, and the business models that 
reflect them, have emerged across the world. Governments have taken, at times, strikingly 
different approaches to balancing their economic, social and national security goals when 
governing data. With strengthening links to global trade, these regional systems interact to 
create a ‘system of systems’, bringing complexity, uncertainty and risks of fragmentation. 
Demographic and technological trends can be powerful drivers of change. Conflict and 
political or economic shocks may also shape the future of these systems. The COVID-19 
pandemic already looks set to have profound impacts on the use and sharing of citizen data 
with public authorities and others, and public attitudes towards this. 
  
This report sets out four future scenarios for 2030, illustrating how global norms, business 
models and government approaches to citizen data could develop. In some scenarios there 
is convergence in governance of data, and it moves more freely around the world. In others, 
countries or regions take more divergent and often restrictive approaches, and data 
becomes increasingly localised. 
  
We need to forge a path that best serves the interests of our society, whilst recognising that 
international collaboration and leadership will be crucial to success here and globally. The 
UK is well-placed to show such leadership, with a developed research system and strengths 
in emerging data-driven technologies which mitigate risks, preserve privacy and protect 
against misuse of data.  
 
This report highlights the importance of having a clear vision for what we want to achieve 
with citizen data, and building understanding and confidence among citizens in how we will 
achieve it. It highlights opportunities and risks in the context of globally different approaches 
to citizen data. Given the inherent uncertainty described by the scenarios, it is clear that we 
will need to adapt our approach methodically when the situation changes and as new 
evidence emerges. 
 
This report has been informed by a wide range of academic, government and industry 
experts. I am very grateful for their time and insights. 

 
Sir Patrick Vallance 

Government Chief Scientific Adviser  
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Executive summary 

Data about people, here referred to as citizen data, is increasing rapidly in volume and 
variety. The effective use and sharing of such data has the potential to bring huge benefits 
to the economy and society as a whole: boosting productivity and trade, enabling innovative 
products, improving public service delivery and informing scientific research.  
 
However, the shifting data landscape is challenging for policymakers to navigate. 
Data collected for one purpose can be used many times over for a range of other ones, and 
government policy in one area can have unintended impacts elsewhere. Restrictions of data 
sharing can sometimes mitigate risks of privacy breaches and misuse. However, the linking 
together of new types of citizen data – across the boundaries of industry, government, and 
our personal lives – offers some of the greatest opportunities. 
 
Data is internationally mobile, and increasingly tied to the provision of goods and 
services. This means data is an important consideration in international diplomacy, 
collaboration, and trade. The effectiveness of regulation and data security measures depend 
on enforcement activity which may involve agencies in other countries. Meanwhile malicious 
actors including hostile states are developing more advanced ways to use citizen data for 
their own interests.  
 
This report therefore aims to inform public debate and government decisions with an 
international and whole-system view of citizen data. It considers interactions between 
data governance frameworks, public values and behaviours, technologies, and data-focused 
business models. We consider these components to form a ‘citizen data system’. We 
contrast the evidence of how three major regional data systems reflect and determine 
developments in economies, security and societies. 
 
Finally, the report explores factors that might drive future changes. We use this to build 
four plausible scenarios for the landscape of data systems across the world in 2030. These 
are intended to help decision-makers form ambitious strategies that are resilient to the 
uncertainties that prevail. 
 
Data systems today 

Governments can use several levers and policy stances to shape domestic data 
systems. These include regulation on privacy and data protection; competition policy; use of 
data for national security and law enforcement; and the use and sharing of public sector 
data. Regional approaches have tended to develop organically, building on existing norms 
but aligning with forward-looking geopolitical aims:  
 

o China has prioritised national economic and social security, with strong 
government coordination and control of citizen data combined with restrictions on 
international transfers. These values are demonstrated by the Chinese Social Credit 
System, which is intended to aggregate financial, law enforcement, commercial, 
social media and other data in order to monitor citizens’ compliance with various 
obligations, determine sanctions and encourage certain behaviours.  

o In contrast, the EU has prioritised citizen rights and competition within the 
internal market, with variation between member states in national security 
approaches. Individuals can legally challenge the data practices of large international 
companies. Privacy campaigner Max Schrems’ legal challenge to Facebook’s policy 
of transferring user data to the US resulted in the invalidation of the entire EU-US 
Safe Harbour commercial data sharing agreement, and the adequacy decision for its 
replacement, the EU-US Privacy Shield, 5 years later. The EU has often been a first 
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mover in developing rules and regulations on data, such as the comprehensive 
General Data Protection Regulation (GDPR). It appears that the new rights and 
responsibilities enforced by the regulation are being widely used; some observers 
worry that they may benefit incumbent dominant businesses but robust evidence of 
its impact on data markets is still scarce. 

o The US has, consistent with its wider economic stance, taken a generally less 
interventionist approach to data, whilst actively seeking to use it in support of 
national security. For example, there is currently no comprehensive federal data 
protection law, although there is legislation relating to specific sectors and a marked 
variation in approach between different states. This has supported the growth of 
industries such as data brokerage, where data relating to individuals is amassed and 
passed on for profit. The US has levied large fines on companies for data-related 
reasons (such as the Federal Trade Commission’s $5 billion fine on Facebook in 
2019 regarding data privacy issues), but these tend not to be associated with 
competition concerns, in contrast with the EU.  

 
Varying priorities have therefore contributed to the formation of somewhat divergent 
data systems in these three regions. As set out above, some of the differences have 
emerged as a direct result of government action. Factors not directly within government 
control, or which require agreement between different governments, will have also had an 
impact. 
 
Citizen values may have also played a role in shaping data systems. For example, 
evidence suggests people in China typically indicate higher levels of trust and lower levels of 
concern over data use and privacy than those in the EU and US. However, it is unclear how 
far this is influenced by their governments’ approaches in the first place. Values may change 
rapidly over time, and within most countries there is significant variation in attitudes towards 
privacy concerns and levels of trust.  
 
Citizen behaviour does not always match reported values. Evidence also points to a 
disparity between people’s expressed values around data privacy and the way they interact 
with services that require data sharing, for example only requiring very small incentives to 
share personal details, independently of reported privacy concerns. This ‘privacy paradox’, 
widespread mistrust of some business practices, and concerns about cyber criminals might 
imply that many citizens would welcome further government intervention to protect their 
data. However, surveys suggest, for example, that a large proportion of people worldwide 
see their government contributing to their distrust of the internet. This suggests that building 
greater consensus over policies which combine individual choice with trusted interventions 
to protect citizens should be a priority for building confidence in data systems. 
  
The incentives to use citizen data to create successful or even dominant business 
models also shape data systems. The value companies are able to extract from large 
datasets, in targeting their services and training new programmes, incentivise business 
models based on aggregation of citizen data. These business models have dominated digital 
services and increasingly enable innovations in every-day products and devices, including 
via the Internet of Things. Large internationally operating companies with data-focused 
business models have grown in the US and China, often collecting and linking different types 
of citizen data from across multiple platforms and services in order to gain insights into 
citizen behaviour that inform product development, or are key components of products 
themselves.  
 
This is less the case in the EU, where citizens typically rely on US companies for 
many online services. There, however, data-intensive models have still been a major driver 
of industrial development for large companies and SMEs alike, fuelling growth in sectors 
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important to the UK such as e-commerce, financial services and telecommunications. As of 
July 2020, in most of the 25 ‘unicorns’ (private companies with a valuation over $1 billion) 
located in the UK, data is a major aspect of operations, incorporating fintech, AI, internet, e-
commerce, data management, cybersecurity or hardware. 
 
Innovative approaches to data will have an influence over the wider system. Data 
portability initiatives can enable greater consumer choice – the Open Banking initiative in the 
UK already has over 130 third-party providers of services including financial managers and 
account aggregators.  
 
Trade negotiations are having an increasing impact on data systems. Regional citizen 
data systems interact most obviously through the international flow and use of data as part 
of business models and global value chains. In recent years, however, most new regulations 
have acted to restrict cross-border data flows. Many countries are introducing rules such as 
data localisation, with a preference for citizen data being stored or processed within national 
borders. This trend has been somewhat countered by key trade agreements and 
international frameworks promoting free flow of data, such as USMCA (United States-
Mexico-Canada Agreement) and CPTPP (Comprehensive and Progressive Agreement for 
Trans-Pacific Partnership). Differences between major regional systems have led to 
international tensions, for example over data transfer between the EU and US.  
 
Data diplomacy to shape or align with other systems is growing in importance. The 
geopolitical power of countries and regions can be used to spread their preferred models of 
data governance and potentially constrain the emergence of alternatives. Being ‘outside’ of a 
particular model can restrict data flows with countries within it, and evidence suggests that 
international restrictions on such flows can create considerable economic costs, particularly 
in relation to trade in services. Regulatory approaches similar to and influenced by GDPR 
have spread internationally along with market access arrangements. Meanwhile, China has 
expanded its influence on data systems with large investments in data infrastructure around 
the globe. 
 
Future trends 

Global megatrends will shape how data systems develop. The world’s economic centre 
of gravity is predicted to shift eastwards, with ageing populations in the West and rapid 
economic growth anticipated elsewhere. The distribution of internet traffic and users will also 
shift, with the potential for African nations in particular to hugely expand use. This may 
increase the global influence of data models different to those prevalent in the West, 
changing the dynamics of the geopolitical forces discussed above.  
 
Wider geopolitical trends may play out in data systems, placing greater value on 
shaping international norms. If regional or other international data systems continue to 
grow in importance, individual nations may have reduced agency in designing their own 
policy frameworks if they wish to continue to benefit from data-enabled trade. Accordingly, 
the success of efforts to build global trade and expand it further in services may depend 
upon either building clearer global consensuses on data systems or improving 
interoperability between those that are different.  
 
National prosperity is likely to be increasingly tied to the effectiveness of data 
systems. Almost all predictions suggest rapid increases in the volume and variety of citizen 
data, generated through increasingly varied devices and services, and held across the public 
and private sectors. Data systems that embrace this stand to benefit from higher 
productivity; improved public services; and a role in the advancement of global science. 
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Data is an increasingly critical tool in addressing grand challenges, but the growing 
volume of energy-intensive processing raises its own sustainability issues. Without 
mitigation this proliferation in data will also contribute to increasing the energy demands of 
data processing. Whilst technological breakthroughs may help, enabling international data 
flows could come at the expense of domestic incentives to reduce data-related 
environmental footprints. The future of global data flows may therefore depend on making 
globally coordinated progress on climate change and sustainability policies. 
 
New types of citizen data and novel uses bring new threats to manage. Evolving risks 
include micro-targeting of cyberattacks and disinformation, the exploitation of vulnerabilities 
in machine-learning systems, inadvertent introduction of biases, and harms associated with 
online targeting. A particular issue is the degree to which data can be genuinely made 
anonymous before being released or shared. More nuanced conceptualisations of openness 
and risk will be needed, and technological change will mean that judgements about what is 
‘safe’ will be subject to continual revision. New privacy enhancing technologies will likely 
help facilitate more data-sharing for a given level of accepted risk, but this may come with 
performance trade-offs. 
 
Potential disruptors 

In addition to long term trends, recent experience suggests that future data systems 
are likely to be shaped by unpredictable shocks, and successful data systems will be 
those that can effectively and swiftly adapt. 
 
New technologies might change what a successful data system looks like. New 
analysis approaches could reduce the importance of access to the largest datasets; instead 
the variety and type of data may become more important, potentially influencing business 
incentives to gather data. New computing technologies could address existing issues, for 
example with more compact computing power allowing more secure local processing of 
sensitive data; but they could also create new challenges, for example with quantum 
computers breaking some of today’s cryptographic methods. 
 
Economic shocks and the associated rise and fall of particular business models 
could change the incentives for business data use, reduce barriers to entry or 
entrench incumbent positions. Before the financial disruption caused by the COVID-19 
pandemic, the technology company market showed some features similar to previous 
bubbles, such as the dot-com bubble of 2000. The long-term impacts of the pandemic on 
dominant business models are still to be seen, but initial evidence suggests incumbent, 
dominant technology market players have been well positioned to adapt.  
 
Political shocks and conflict could change citizen beliefs and values, changing what 
national approaches can be sustained with public licence. For example, there was 
increasing support for security uses of citizen data in the US after 9/11, leading to the 
introduction of the USA PATRIOT Act.  
 
New models of data governance may emerge. This could include different ways of 
addressing harms or shifting power balances, from new sets of data rights through to models 
of data ownership and data trusts. These changes could be led by governments, individuals, 
or businesses, and designed with a range of different aims in mind. Large-scale uptake of 
these models could improve some people’s confidence in how their data is used and 
broaden access to its benefits. However, the proliferation of incompatible models could 
undermine innovations that require comprehensive, large-scale datasets.  
 
The COVID-19 pandemic is changing the use of citizen data in ways which could have 
profound and long-lasting impacts. It represents a disruptor event that may significantly 
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influence the future of citizen data systems. Its full impacts are still unknown; however, we 
can already see differences in national and international approaches to the use of citizen 
data in response to the pandemic, the role of technology companies in determining norms, 
and the debates being raised around prioritisations of individual privacy, security, and social 
aims. 
 
Scenarios for global citizen data systems in 2030 

This uncertainty and complexity implies a wide range of possibilities for how the 
future may look in 2030. We describe four scenarios, illustrating the scope of possible 
national and global outcomes, with potential implications for the UK economy, security and 
society in 2030. They all raise challenging questions for policymakers to consider. 
 

o Divergent data nationalism. A world with low citizen engagement on data privacy 
and trust issues, a rise in nationalistic data policies, little technological innovation, 
and disruption of existing business models by regional government interventions. 

o Multipolarity. A world with moderate but mainly government-led citizen engagement 
on data privacy and trust issues, hardening of the three main regional data systems, 
varied uptake of emerging data-driven technologies, and consolidation of market 
power for incumbent dominant players. 

o Deregulation. A world with moderate but mainly individualistic and business-led 
citizen engagement on data privacy and trust issues, a relaxed global regulatory 
environment, high technological innovation, and consumer-led emergence of new 
business models. 

o Multilateralism. A world with high collective citizen engagement on data privacy and 
trust issues, increased international collaboration on data policies, resistance to 
some emerging data-driven technologies, and disruption to existing business models 
by international interventions and a change in the value of large datasets. 

 
These scenarios were produced in collaboration with a wide range of government, 
academic and industry-based experts. They were designed to help policymakers reflect 
on the uncertainty inherent in the global data system. They are intended to all be plausible, 
whilst sufficiently different and challenging to be useful to policymaking. For states and their 
citizens, outcomes will be determined by whether their policies are resilient to a range of 
potential futures, as well as whether the global arrangements that emerge meet their 
objectives and values in the first place. 
 
Policy recommendations 

What does this all mean for the UK’s approach?  
 
Navigating an uncertain future with appropriate agility is only possible with clarity 
about our aims. The UK government should seek to clearly articulate what it wants to 
achieve with its data system: what economic, social and security-related ambitions it has for 
better use of citizen data and what objectives for security, inclusion and individual rights it 
will prioritise. 
 
It will be important to take a holistic approach to data systems. In developing its 
strategy, to avoid unintended consequences the government should take a ‘whole system’ 
view. It will be important to acknowledge the complex interactions between businesses, 
government, the wider public sector, the third sector and the public. Commitments made in 
one area, for instance on the use of data for the protection of national security, can have 
important implications for the assurances that can be given elsewhere, such as for privacy. 



  

8 
 

This is not a statement of government policy 

 
Given this, the trade-offs between competing policy objectives for a data system need 
to be made consciously. Policymakers should be transparent and realistic about such 
trade-offs. In particular, governments should also recognise that seeking to maximise the 
benefits its citizens gain from global trade may mean not being fully free to set their own 
citizen data arrangements unilaterally. Coherence with regional data systems, for example 
the EU and regulations including GDPR in the UK’s case, can be important for businesses 
seeking to export and consumer access to services. However, there are also important 
variations in domestic implementation of different policies and regulations, and the 
multilateral frameworks that have emerged do not necessarily preclude other forms of 
international coordination. 
 
The UK should take opportunities to steer the formation of new global norms, as well 
as respond to them. Combined with domestic strength in data-intensive industries, showing 
leadership in developing forward-looking data regulation approaches, and ensuring wider 
economic policies are fit for the digital age, would put the UK in a strong position to do so. 
There may be opportunities to shape and support emerging data governance frameworks in 
countries with less developed systems, and aligning these with the UK’s could help to 
underpin future economic partnerships. 
 
Members of the public need to be an active and engaged part of the UK’s data system. 
Given the lack of consensus within and between countries on the issues discussed in this 
report, and variable levels of trust, governments need to actively engage with the public 
about data. A reliance on supposed disinterest is unlikely to be sustainable long term. 
Governments should listen and respond to concerns, but also be willing to lead, educate and 
persuade where there is strong evidence in support of interventions. If a larger proportion of 
the public feel confident in our data system, more may engage with it in an informed way 
and access its benefits. The risks highlighted in this report need careful managing, and not 
all citizens will value economic gains equally, but an inability to harness data in a 
comprehensive way can, for instance, mean missed opportunities to help vulnerable families 
or improve public health. 
 
A successful data system will need to be flexible and react quickly to changes. Given 
the uncertainties highlighted in this report, resilience and agility should be built into data 
policy development. All data policy should be developed with a range of futures in mind, and 
the scenarios developed in this report are intended to provide a starting point for this. More 
generally, it will not be possible for a strategy to foresee every eventuality. Error-correction 
mechanisms need to be built in. Some policies or regulations will need to adjust as new 
evidence emerges and as the global data system develops. This should not necessarily be 
taken as a failure of the original vision. 
 
Finally, we will need to continually improve our understanding of the system. The 
most effective and valuable methods of integration of citizen data into businesses, public 
services and global interactions remains an emerging area of research. This should be 
prioritised by government and academia, building on the UK’s existing strength in this field. 
This could support innovations, for example in energy-efficient computing and privacy-
enhancing technologies, that would make the trade-offs described above easier to manage 
in future. This report highlights gaps, and some inconsistencies, in the available evidence. 
There is also a need for research into the impacts of our data system and alternative 
governance models on social, economic and security outcomes; the economic effects of 
diverging from trading partners’ policy frameworks; and how to share the benefits of data-
related innovations more widely.  
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1 Introduction 

1.1 Report aims, method and scope 

This report is intended to stimulate thought and inform debate about system-wide and 
international issues related to citizen data, focusing on the future, and setting out 
plausible paths to 2030. It is not a comprehensive account of the evidence on technical or 
policy issues, and there are areas that we intentionally do not cover. We focus on the 
collection, processing and use of citizen data, rather than factors that affect or result from 
these things, such as physical communications infrastructure or specific applications of 
artificial intelligence (AI).  
 
This report is based on interviews and engagement with experts on aspects of citizen 
data systems from technology to legislation. Expert input has been supplemented with desk 
research and evidence review by internal teams, but a comprehensive systematic review is 
beyond the scope of the report. The report has been also peer reviewed by several experts 
as listed in the Acknowledgements. The 2030 scenarios were developed through an 
anonymous survey of international experts, a development process with UK policy experts, 
and further expert review. 
 

 
Figure 1 – The Future of Citizen Data Systems report outline. 

Part 1: Data systems today describes how citizen data systems have formed across 
the world. Read Sections 2 and 3 for an overview of the ways that governments can shape 
how citizen data is collected and used, and how three different world regions have 
approached this. Read Section 4 for an explanation of how wider non-government factors 
such as commercial business models also determine the nature of data systems. Read 
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Section 5 for a discussion of the evidence around the impacts of government actions on data 
systems in different regions.  
 
Part 2: Future paths describes potential future paths for citizen data systems across 
the world. Read Sections 6, 7, 8 and 9 for a review of the geopolitical, social, technological 
and economic factors that could affect global data systems to 2030. Read Section 10 for a 
short case study on international approaches to responding to the COVID-19 pandemic, and 
what this might mean for the future of citizen data systems given the current limited and 
emerging evidence. Read Section 11 for four broad and varied scenarios of future global 
data systems in 2030, and policy questions for the UK in each. 
 
1.2 What is citizen data? 

Data about people is generated constantly through interactions with a huge range of 
public and private services, with and without knowledge and consent. Here, we use the 
term citizen data to refer to any data that could originate from or relate to any individuals or 
groups of people from any country, now or in future. Such data may be held by any number 
of organisations, including the private sector. We use this term to distinguish what we mean 
from specific legal or other definitions of personal data, which change over time and across 
jurisdictions and may imply specific rights associated with it such as ownership.  
 
Examples of what we mean by citizen data include: 
 

• Unique identifiers (e.g. NHS or passport number) 

• Shared identifiers (e.g. name, date of birth, address) 

• Biometric data (e.g. DNA, fingerprints) 

• Medical, educational or other records 

• Data generated or observed through interaction with services or devices, such as 
o Internet browsing history, tracking cookies, IP addresses 
o Video data (e.g. CCTV images) 
o Utility usage data (e.g. from smart meters) 
o Data generated though interaction with Internet of Things (IoT) devices (e.g. 

voice recordings) 
o Consumer data (e.g. online shopping behaviour) 
o Social media data 
o Location data (e.g. through fitness tracker apps) 

• Inferences, predictions and assumptions derived from data about people (e.g. digital 
profiles used for targeted advertising) 

• Metadata relating to data about people (e.g. when and how data was generated) 

• De-identified data (e.g. medical records with identifying fields removed or changed, 
for use in scientific research and planning) 

• Aggregate data such as census information, even if it is reportedly anonymised  
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Figure 2 – A diagram showing some examples of types of citizen data, organised in layers of proximity from 
citizens, moving outwards from citizen individual identity data to citizen aggregated, inferred and metadata. 

1.3 What makes a data system? 

The term data system will have different associations for those with different 
backgrounds. Technologists and scientists may think of computing systems; business and 
IT experts may think of enterprise architecture; legal and policy analysts may think of the 
laws, regulation and policy which shapes what can and cannot be done with data. Others 
may have entirely different conceptions of the term. Such variation in viewpoints and 
language is a key challenge in understanding system-wide issues. 
 
We take a broad view of data systems, which includes all the following, and more: 
 
The people, processes and technologies involved in collecting, discovering, storing, 
analysing, linking, and sharing citizen data. This includes the individuals that collect data 
(e.g. in doctor-patient interactions), sensors and other data-generating technologies, 
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technical standards, systems that store and process data, and the degree to which datasets 
are consolidated and/or shared between different parties. 
 
The legal, ethical, and procedural frameworks that shape how the above can take place, 
who is involved, and the degree of oversight or availability of meaningful challenge. This 
includes everything from laws and regulations, to codes of practice, ethical guidelines, and 
the standard operating procedures of individual organisations. 
 
The wider incentives, values, behaviour and other dynamics of actors within these systems. 
This includes both the expectations and values of citizens and their behaviour related to data 
collection and use, the business incentives and business models that exist in particular 
regions, and the incentives and actions of other actors, from governments to lobby groups or 
malicious actors. 
 
These components do not operate independently of each other, but instead interact in 
complex ways to form data systems. These interactions can be difficult to fully understand 
or predict, and have implications when designing interventions which attempt to address 
issues in specific areas. Therefore, throughout this report we take a whole-system view and 
consider the different components that make up data systems, and how they interact.  
 
We also consider the interactions between systems, which may differ at local, regional, 
national and international level. The approaches of individual cities, countries and regions 
don’t exist in isolation – globally there is a system of systems, with each potentially exerting 
pressure on others and leading to compromise or reaction elsewhere. 
 
1.4 Why is this important for government?  

1.4.1 Data is an increasingly important facet of our economy, security and society  

The increasing volume and variety of data about people, generated by a growing 
number of digital devices, is a huge opportunity. It has the potential to boost productivity 
and trade1, and support new businesses and jobs2, through increasing the efficiency and 
scope of scientific research3, and better targeting of policy and public services, bringing 
benefits to society and individuals.  
 
Market forces alone are unlikely to ensure that data is used to the full benefit of 
society. This is because data is non-rival, meaning it can be used and re-used by many 
people at the same time without it being exhausted. In addition, there are externalities 
associated with using citizen data, both positive (for example, if datasets are aggregated and 
provide new insights), and negative (for example, unwanted intrusions into privacy). A 
market may therefore produce too much of some kinds of data and too little of others, even 
where there is potentially large public value4. 
 
Linkage and re-use of datasets mean that data issues cannot be viewed in isolation, 
or within individual domains or sectors. In current systems, access to the largest, highest 
quality and most varied datasets relevant for a particular use tends to increase actors’ ability 
to achieve analytical, commercial, social or malicious aims. Big datasets collected for one 
purpose are becoming useful for others: consumer data can be used for policy, international 
development or public good research. Government interventions to increase or decrease 
data availability or sharing for one purpose are likely to affect all the others. 
 
This also creates risks that must be considered holistically. Social media data could be 
used maliciously to direct cyberattacks, for example. The greater availability of data, the 
more likely it's possible to re-identify from supposedly ‘anonymised’ aggregate datasets. As 
the role of data in everyday life grows, familiar risks such as data breaches and privacy 
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scandals are increasing. New issues are emerging such as targeted data poisoning attacks 
manipulating automated systems, and the impact of data use on energy demands and the 
environment. Network effects in digital services mean that a concentration of users and data 
with a limited number of organisations could create a concentration of power and undermine 
competition.  
 
1.4.2 Some interventions could be in conflict or have unintended consequences  

Actions discussed or proposed now are often focused on tackling specific goals, 
issues or harms. These can include increasing data mobility and openness as a 
competition remedy5, to tackling online harms and the potential for manipulation6, to 
increasing individual privacy and security. But interventions are likely to have impact beyond 
their specific goal due to interactions between the components that make up a data system, 
as discussed above. Indeed, in any system, intervening by shifting information or data flows 
can have consequences felt elsewhere across the system7. There are costs to restricting 
access and use of data, and risks in opening it up. The global impacts of recent interventions 
are still unfolding and difficult to comprehensively evaluate. To take GDPR as an example, 
there is some evidence that the legislation has heightened security standards and may 
improve customer value to advertisers8. On the other hand, some rights under GDPR could 
be implemented in ways that increase risks to people and/or organisations9,10, and some 
suggest GDPR may benefit large companies at the expense of smaller competitors and 
aspects of trade. Potential benefits and risks need to be understood and considered with 
nuance, as part of a complex system. 
 
1.4.3 The paths taken by other countries will affect the UK 

Data is increasingly international. By one estimate, global data flows increased by a factor 
of 148 between 2005 and 201711. International data flow enables business to operate more 
efficiently across borders, can allow SMEs (small and medium-sized enterprises) to access 
global markets, and is vital in the global exchange of knowledge and information12. 
International data flows can be integral to the success of businesses in many sectors, such 
as telecommunications, professional services, and advertising. The ability to analyse 
international datasets will be important for many objectives, such as addressing global 
development goals13, improving image recognition14, and in genomic medicine15. The 
dynamics can be complex. Data generated in one region may be cleaned and labelled by 
people in another16,17, to be used by a business based in yet another region, to develop a 
product or service sold in multiple regions, use of which generates further data. Data and 
associated regulation form an integral part of global trading relationships, including those 
related to goods not conspicuously associated with the data economy, and will become even 
more important if trade in services grows. The UK’s domestic and international policies, their 
compatibility with those in other regions, and the ability for regulators and others to 
cooperate across jurisdictions, will affect the ease of international data flow and analysis, 
costs and benefits to the economy, and privacy and security risks. 
 
The global centre of gravity is changing. We will likely see an economic shift eastward 
and a shift in the internet and data economy, with the relative size of the US and Europe (in 
internet users, and as providers and users of data services) declining relative to Asia, Africa 
and South America. Many emerging data economies have the opportunity to leapfrog 
technological or governance stages – for example with the uptake of mobile internet in much 
of Africa without first going through a substantial landline stage, or countries where Chinese 
companies are exporting infrastructure. These economies may choose to adopt a particular 
governance system, such as the EU’s relative focus on privacy rights, which will then have 
impact on that system’s power and the global balance.  
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Different regions and systems may have differing priorities for particular risks and 
benefits, such as privacy, national security, commercial data availability and consumer trust. 
This will have implications for global society, security, prosperity, and analytical or 
commercial advantage. 
 
1.4.4 We need to build resilience to an extremely uncertain future 

All these factors point to an uncertain future. The choices made now in individual 
components of the data system will have long-term and hard to predict effects on our 
society, economy and security, and the evidence of the impact of different approaches is 
often weak. Because of this high uncertainty and limited evidence, we have used futures 
thinking techniques to develop plausible alternative scenarios out to 2030, to help in the 
development of resilient and robust policies that achieve positive outcomes and minimise 
risks associated with citizen data in the UK.  
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Part 1: Data systems today 

2 What governments can do to shape data systems 

Many factors affect how data is collected, analysed and used, from technology to business 
models. There are a number of levers and stances that governments can use to shape data 
systems as a whole, such as regulation, procurement, and convening power. Here, we focus 
on some common ones: privacy and data protection regulation, competition policy, access to 
data for national security and law enforcement, public sector data, and international and 
trade policy. They have varying impacts, levels of agency and dependency on other actors, 
and similar interventions can be used for very different overall aims. 
 

 
Figure 3 – Key levers governments can use to shape data systems. 

 



  

18 
 

This is not a statement of government policy 

2.1 Privacy and data protection 

Regulation on privacy and data protection is one of the typical levers available to 
control the flow and use of citizen data. Such regulations could protect individuals and 
groups against security threats, prevent intrusion and interference with private lives, 
empower people with rights over the content and use of data about them, and mitigate 
specific harms such as unwanted targeting or discrimination based on citizen data. Different 
requirements that could form part of privacy and data protection legislation are shown in 
Table 1. 
 

Table 1 – Examples of government privacy and data protection requirements which can shape data systems. 

Government requirement Description  

Lawful use  Defines lawful basis for collection and processing of 
citizen data (e.g. requiring consent or for specific 
purposes only) 

Purpose limitation  Defines conditions for new use of data (e.g. if further 
consent is required or only specific uses are allowed) 

Security, integrity and 
confidentiality  

Defines minimum legal standards and obligations to 
maintain security, integrity and confidentiality 

Data minimisation  Limits data collection to the minimum needed for a 
particular use; or storage to the minimum time 
needed 

Anonymisation  Defines what types of data are considered 
anonymous, and therefore perhaps not covered by 
some other requirements 

Individual rights  Defines what control individuals have over data 
about them held by others (e.g. rights to access, 
correct or delete data, to prevent or object to certain 
uses, to be informed of use) 

Accountability and enforcement  Defines who is responsible for ensuring compliance, 
and the consequences of non-compliance (e.g. fines) 

Exemptions Exempts specific organisations and uses from 
requirements above (e.g. for national security or 
public good research) 

 
The nature of these rights and controls has wider impact – and sometimes cost – to 
the economy and security. Without such controls, businesses and governments can freely 
collect, exchange, and use citizen data. This can have commercial and social value, for 
example by providing insight into behaviour. However, it also comes with risks of misuse, 
from unwanted use of data in another setting (e.g. health data used in insurance), to directly 
malicious attempts to steal identity or target citizens with disinformation. Where rights exist, 
they will to some extent restrict the collection and use of data by certain parties, involve a 
cost of compliance for data users and regulators, and could help or hinder the success of 
certain public services, research uses or business models using citizen data (see Section 
4.2). 
 
Current privacy and data protection rights vary widely between regions, perhaps due 
to differing government and societal views on their meaning and importance. There 
may be relatively comprehensive rights and requirements that apply to all actors in the data 
system, or frameworks may apply only to certain sectors, types of data or actors. These 
differences reflect values, history, economics, politics and public awareness – but in many 
cases, development of rights and regulation has been in reaction to negative events or 
risks.  
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‘Privacy by design’ is a framework which aims to embed the right to privacy into the 
design of information management systems and business practices. The concept was 
first developed by former Ontario Information and Privacy Commissioner Ann Cavoukian 
and establishes seven foundational principles including transparency, security over the full 
processing lifecycle, and privacy as the default setting18. The concept has since been 
adopted by various public and private sector organisations as part of laws or frameworks, 
including in Article 25 of the EU’s GDPR “Data protection by design and by default” (See 
Section 3.2.1 for a more detailed discussion of the EU approach). In this way, data 
protection regulation can protect citizens’ right to privacy, whilst also enabling data owners to 
trade and share data. 
 
It is hard to evaluate how specific differences in approaches affect wider outcomes 
such as economic growth and national security. There could be advantages for regions 
where data access is easier, or for those where robust rights minimise harm to citizens. This 
will be entangled with wider social, political and economic factors. However, the compatibility 
of different systems is a key factor in enabling exchange of data and trade in data services. 
 
2.2 Competition law and policy 

Competition law and policy seeks to promote market efficiency by prohibiting 
businesses from engaging in anti-competitive conduct. Anti-competitive conduct may 
include anti-competitive agreements between firms (such as price fixing or collusion within 
cartels); abuse of dominant position (within the EU) or monopolisation (within the US) (such 
as charging excessively high prices, or excluding competitors from a market); and 
concluding mergers and acquisitions (M&A) that are likely to lead to a substantial lessening 
of competition (unless the potential negative effects on competition are offset by efficiency 
gains that ultimately benefit consumers and competition). 
 
Control over the most valuable datasets is likely a substantial contributor to market 
power in some circumstances. The associated product developments can drive 
innovation, productivity and create better services, but could also lead to consolidation if 
competitors are unable to access the equivalent data inputs needed to compete effectively. 
For example, it has been speculated that several acquisitions of smaller companies have 
been motivated by a desire to acquire their data assets or complementary sources of data19. 
If companies can restrict competitor access to their user data, their ability to better target 
new offerings to their users may help them lock in customers and spread to new markets, 
alongside existing network effects. In principle, these possibilities could detract from some of 
the benefits for innovation cited above, if businesses focus on using user data to obtain 
market power, rather than improving services or reducing costs which may further reduce 
incentives to prioritise customers. This could also act as a barrier to entry and expansion for 
competitors, who may be able to offer more innovative products or services if able to 
compete on a level playing field. On the other hand, some policymakers, particularly those in 
the US, take the view that monopolistic tendencies in the tech industry are tolerable, 
following the argument of economist Joseph Schumpeter that they can lead to innovation 
that serves consumer interests, with the prize of winning dominance in a market a strong 
incentive to develop disruptive technologies in the first place20. 
 
There is evidence of market concentration (particularly for online platforms) which 
may be driven by data, and the evidence of impact on citizens is emerging. In relation 
to digital markets, evidence of potential benefits and harms for consumers was reviewed in 
the Furman Review of competition in the digital economy5. A recent market study of online 
platforms and digital advertising by the UK Competition and Markets Authority (CMA) found 

a range of concerns in these markets21. While large online platforms provide services to 
consumers for free, and higher volumes of user data may enable them to deliver better 
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personalised services, some have argued that an increasing volume of personalised 
advertising, misuse of data and privacy issues22 are all evidence of low quality that may not 
exist in a more competitive market. As discussed in Section 8, access to the largest datasets 
may become less important in future as algorithms and computing power evolve. 
 
The degree to which data is seen as a competition issue in different regions affects 
the collection, sharing and protection of data by companies, and determines whether 
competition regulators can intervene. Companies in the data economy are subject to 
traditional competition measures in most jurisdictions. EU and US cases against Microsoft in 
the 2000s provide an example: legal and technical restrictions Microsoft put in place that 
prevented PC manufacturers and users from uninstalling Internet Explorer and using other 
competing browsers, a technique known as ‘tying’, were found to represent an abuse of its 
dominant position in the PC operating system market23. But it is not always as easy to 
evaluate the use of data itself to consolidate market power in a wider range of industries. 
Particularly where ‘free’ services are offered to consumers in return for data (and paid for 
through advertising), it could be harder to use traditional variables such as price to establish 
anti-competitive behaviour5.  
 
If data is deemed an important input such that it can give rise to market power and 
competition concerns, regulators can already consider measures to widen or restrict 
access to it. Levers may be traditional (e.g. fines, blocking mergers or breaking up 
companies), or include data-specific measures (e.g. allowing consumers to move their own 
data between platforms, or mandating some level of data access for competitors). Examples 
of such levers are shown in Table 2. These measures either increase the number of parties 
who can access datasets or reduce the size/scope of the data available to perceived data 
monopolies. Several countries are considering updating competition frameworks to further 
address specific issues around modern digital economies and use of data, as discussed in 
later sections. 
 

Table 2 – Government competition law and policy measures which can shape data systems. 

Government measure Description  

Merger control Prevent mergers where acquisition or linkage of 
large citizen datasets would be likely to cause a 
substantial lessening of competition, or to require 
merging parties to agree remedies to address 
competition concerns, e.g. the licensing or 
divestment of datasets, as a condition for merger 
approval 

Antitrust enforcement Fine businesses or impose criminal sanctions upon 
individuals that are found to have used data to 
restrict competition. Impose structural or behavioural 
remedies upon such businesses to divest assets, 
business divisions, and/or refrain from participating 
in certain conduct  

Data portability  Mandate that consumers are able to access data 
about them and take it to another provider 

Interoperability  Mandate standards that allow data and services from 
different companies to work together  

Data access or sharing Require companies to open or share their data with 
others 

 
Use or not of these levers in different regions could have mixed impacts on citizens, 
the economy and security, which are hard to predict. For example, data portability or 



  

21 
 

This is not a statement of government policy 

more extreme measures to widen access could increase security or breach of privacy risks, 
for example if datasets are shared widely without properly mitigating the risks of re-
identification. Fragmentation of platforms could negatively affect consumers and services. 
As with other forms of competition policy, states may face a challenge in balancing 
consumer welfare with the desire to promote domestic companies and protect national 
champions, particularly where citizens in one region rely on services from elsewhere. 
 
2.3 National security and law enforcement 

Citizen data has always been a major source of information for national security. This 
can range from targeted interception of communications (e.g. the calls or emails of a 
suspect), to analysis of broader datasets such as travel data or communications metadata 
(e.g. the times of calls). Such citizen data can enable both individual interventions (e.g. using 
data to monitor and identify suspects) and higher-level strategic decision-making (e.g. using 
data to target enforcement activity across institutions or areas, and analyse factors driving 
offending rates to inform crime prevention policies). Access through bulk powers or specific 
intercept powers may require authorisation (e.g. a warrant) and may be subject to 
independent oversight mechanisms to ensure proportionality and necessity. Further 
examples of potential measures are given in Table 3. The benefits to security and justice are 
usually recognised by society, but there is often seen to be a trade-off with privacy24. Views 
of this balance depend on the values of particular groups and regions, and the impact of 
recent events (from terrorism to perceived misuse of government power), which may not be 
stable or consistent within countries. See Section 4.1 for further discussion of this. 
 
Table 3 – Government measures for national security and law enforcement use of citizen data which can shape 

data systems. 

Government measure Description 

Targeted interception of 
communications data 

Monitor a suspect’s communications (e.g. phone 
data)  

Bulk data collection or analysis Collect communication metadata (where, when, etc) 
to inform decision-making and identify targeting 
identifiers 

Oversight mechanisms and 
warrant requirements 

Define whether a warrant is required before 
collecting or using data for security measures, and 
whether its use must be overseen or approved (e.g. 
by independent review) 

Restrictions on control of 
critical datasets or 
infrastructure 

Require that a key dataset (e.g. health or law 
enforcement records) is controlled by public or 
national companies 

Encryption requirements or 
restrictions 

Ban end-to-end encryption for certain uses to aid law 
enforcement investigations; or require the use of 
encryption for sensitive communications 

 
The malicious use of citizen data, and control over data by foreign actors, are 
increasingly becoming national security considerations. This includes state-sponsored 
disinformation campaigns, cybercriminals using citizen data to target specific kinds of attack, 
and broader risks related to foreign companies gaining ownership or control over large 
citizen datasets and infrastructure. The openness of data systems may influence these risks. 
For example, features of the US data system often regarded as strengths (free speech, 
openness, limited regulatory intervention) could create asymmetries with other regions with 
contrasting regimes that increase cyber risk25.  
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The choices made by regions in use of data for security purposes affect the wider 
data economy, and vice versa. Interventions in trade or competition that make data more 
available could increase security risks, without the right protection. The actions of external 
states and agents also determine security risk, and act as drivers for security measures 
elsewhere. Privacy-enhancing technologies and behavioural or societal drivers could reduce 
these risks or build resilience to malicious data use (see Sections 7 and 8). 
 
2.4 Public sector data 

Different state approaches are also seen in how public sector data is collected, used 
and shared, and in investments in associated infrastructure. Ethical guidelines, 
regulation or legislation may exist to direct when and how data should be used, and how 
issues such as bias in datasets should be addressed26. These have varied implementation 
and enforcement. Public data initiatives may be led by national governments, or by 
governance organisations at a more local level, such as cities or hospital trusts – or both 
may exist and interact. Examples of measures that can be taken by governments around 
public sector data are shown in Table 4. 

 
Table 4 – Government measures around public sector data which may shape data systems. 

Government measure Description  

Freedom of information 
requirements 

Require that the government provide physical 
documentation or other information on citizen 
request 

Open data requirements Require that public or private sector organisations 
publish certain datasets online 

Accessibility/usability 
requirements 

Require that datasets be provided in common, 
machine-readable formats, e.g. with metadata to 
support use 

Adoption of commercial models 
for data access 

Enable public organisations to realise financial or 
other value from private sector use of data, through 
fees, licensing models, royalties or similar 
mechanisms  

 
National statistical systems can play an important role in enabling effective use of 
citizen data to inform policy and academic research, and monitor UN Sustainable 
Development Goals. These systems are typically implemented by a national statistical 
office, usually an autonomous body with responsibilities established by legislation, in order 
to ensure independence, integrity and trust in the data that is provided. A national statistical 
office may collect relevant citizen data via censuses, through other government departments 
and agencies, and from charities and private sector organisations. Expert official statisticians 
then conduct and present analysis of this data that is trusted and useful for research, 
policymaking and monitoring. In this way they can play an important role in the wider data 
system of a region. Investment and capability in such national statistical systems varies 
widely between nations, with capability gaps in some developing countries. However, a 2017 
OECD report noted that all countries have room to increase statistical capacity, transparency 
and use27. 
 
Sharing of data between regions and sectors is a key variable. There is great potential 
for public and economic good from opening public sector data. There are also risks to 
privacy and security, and the perceived risk of not effectively exploiting the commercial value 
of locally held datasets as intangible assets, which may bring direct benefits to the state and 
citizens.  
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The drivers and mechanisms for opening up government data differ widely, with 
considerable impact on how easy it is to access and use for different purposes. The 
motivations for opening up data can differ between regions and over time. The goal may be 
increasing the transparency and accountability of government, supporting devolved 
decision-making, improving service delivery (such as digital services and services provided 

by the public and charity sectors), or stimulating innovation in the wider economy. Some 

governments may simply make data available (for example publishing it on a website), while 
others ensure that data is findable, accessible, interoperable and reusable (FAIR), as well as 
easily machine-readable, such as through publication under an open licence28. While the 
former may satisfy basic requirements for transparency, the latter is likely to have far greater 
impact on re-use of data for research and innovation. 
 
2.5 International and trade policy 

International data flow enables trade in physical and digital goods and services, 
including data itself. It also underpins public-good uses of citizen data, for example in 
global health research and monitoring international development goals. In conjunction with 
other frameworks (e.g. privacy and data protection), trade and international data policy 
determines the ability of citizen data to flow across borders. Restricting or facilitating these 
flows could have considerable economic effects. One estimate is that international data 
flows contributed $2.8 trillion to the global data economy in 201429, while the EU estimated 
the value of its data economy at almost €300 billion in 201630. In a UK context, it was 
estimated that EU personal data enabled services exports to the UK were worth 
approximately £42 billion in 2018, and exports from the UK to the EU were worth £85 
billion31. 
 
Broader trade policy is often directed at data-related technologies. Tariffs and 
import/export controls can be used to restrict or control trade in technologies such as 
encryption that are dual use (i.e. may be used for civilian or military application) or seen as 
strategically important. 
 
Free flow of data is generally seen as beneficial for global trade, but states and 
regions take different positions on its prioritisation versus domestic policy, privacy 
and security. These differences in approach can act as trade barriers, or as incentives for 
adoption of a particular data system. Some states require data localisation and other 
restrictions to keep control and access to certain data within their borders. Others (such as 
the EU) require evidence of a particular data protection or other standard before agreements 
that enable flow of citizen data. Examples of such conditions are detailed in Table 5. These 
may form part of wider international trade deals and negotiations. Specific international 
agreements and their key features are given in Table 7 in Section 3.4. 
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Table 5 – Government measures in international and trade policy which may shape data systems. 

Government measure Description 

Data localisation requirements 
or bans 

Require or prohibit that data (or a copy) related to 
citizens must be stored within national borders 

International rules on privacy or 
data protection  

Voluntary or binding privacy or data protection rules 
agreed or enforced between multiple countries 

Tariffs on data-related 
technology 

Tax the import or export of technologies related to 
data or communication infrastructure to/from certain 
countries 

Import/export controls Restrict the export or import of sensitive technologies 
such as encryption or surveillance devices to certain 
countries 

Local provider requirements Require that certain aspects of data storage or 
processing are conducted by local firms 

 
2.6 Strengths of intervention and enforcement 

Across all of these areas, governments can choose the style, strength and 
enforcement of each intervention. These can range from softer convening and 
stewardship measures, through funding or providing services, to harder laws, regulations 
and powers in cases of non-compliance. A mapping of UK data portability interventions 
found a wide range of approaches in use, from government acting as a convener in the 
financial services sector to primary and secondary legislation32. There is considerable 
debate as to what level of intervention is appropriate and effective for particular uses or 
sectors. For example, in AI (where issues often overlap with those of citizen data), many 
ethical principles have been agreed across the public and private sectors. However, 
questions remain over implementation and enforcement, perhaps requiring new regulatory 
or legislative frameworks33,34.  
 
Even where there are clear laws or regulations, enforcement capability and 
approaches can vary. The staffing and funding of data protection authorities varies widely 
across the world35. Similarly, different approaches to competition enforcement exist across 
different jurisdictions. For example, US competition law is enforced via a prosecutorial 
system managed by two federal authorities, while EU competition law is enforced by the 
European Commission (with National Competition Authorities within EU Member States 
responsible for enforcement both of EU and national law) (see Section 3.3.2). Differences in 
national approaches to enforcement can exist even in regions with harmonised rules such as 
GDPR36, as data protection authorities within EU member states are responsible for 
enforcement and imposing sanctions for non-compliance. As data flow and use is often 
international, these differences can present a further challenge for governance. Emerging 
evidence on the impacts of such regulations and regional differences in enforcement are 
discussed in detail in Section 5.  
 
Different regulators and organisations may perform similar or overlapping functions. 
For example, in February 2020 the UK announced an online harms regulator37, whose role 
may overlap with other regulators. In the UK, the Information Commissioner’s Office provides 
both guidance and enforces data protection regulations, while the National Data Guardian38 
issues official guidance specifically pertaining to UK health data. 
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3 World data systems 

This section reviews how China, the EU and the US have taken stances that affect the 
collection, use and sharing of citizen data within and between these regions. It looks into 
some of the factors that may drive differences between these regional approaches, and how 
the three systems interact with one another through international agreements and cross-
border regulations. 
 
We recognise that these are not the only regions with different or notable approaches to the 
control and use of data; that there can be substantial differences within these regions (e.g. at 
the level of EU Member States or cities); and that our areas of focus are not the only 
possible factors that affect data use. However, by considering these three contrasting and 
influential regional systems in depth, this section should serve to highlight the range of 
stances taken in mature systems globally, as well as the importance of different policy areas 
and the interplay between them. 
 

 
Figure 4 – A summary of the different approaches taken by China, the EU and the USA regarding government 

policies that control the use of citizen data. These are discussed in more detail throughout this section. 

3.1 China: national, social and economic security  

3.1.1 National security aims drive data governance and use  

Broad national security aims are often the primary driver for data governance 
frameworks. As early as the 1990s, China was developing approaches to data governance 
and use that focused on strong state control and security, in line with broader Chinese 
government aims. Examples include the CL97 law defining cybercrime, and the 
implementation of broad internet filtering – the so-called ‘great firewall’39. The 2015 
Counterterrorism Law requires telecommunications companies and internet services 
providers to assist the government, including sharing citizen data and “decryption and other 
technical assistance”40. The 2017 National Intelligence Law similarly obliges organisations 
and individuals to “support, assist and cooperate with state intelligence work”41. Chinese law, 
including the 2017 National Intelligence Law as well as the 2016 Cybersecurity Law 
discussed below, allows the state considerable control over Chinese companies, and 
potentially wider Chinese controlled technology groups, who are required to support the 
Chinese intelligence agencies in the interests of national security.  
 
It has been suggested that the Chinese approach is driven by a desire to accelerate 
economic development through the opening of the economy, while maintaining social 
and national security42. This is further demonstrated by China’s recently released draft 
version of an intended Data Security Law, which, if enacted, would likely become China’s 
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highest-level set of rules for data governance, alongside the proposed Personal Information 
Protection Law referenced below. The draft Data Security Law includes developments such 
as a national-level data classification system for categories such as ‘important’; data 
transaction markets which consider data as a ‘factor of production’; and further principles for 
data access/flows between the state and private sector in China, and with foreign 
organisations and governments43. 
 
Government projects in China also focus on data for security. The Skynet programme 
uses data from nationwide surveillance cameras and facial recognition for law enforcement 
and counterterrorism44. This is being extended with the Sharp Eyes project, mainly aiming to 
expand coverage into rural areas, including use of phones and televisions45. Where these 
systems have been deployed, decreases in crime have been reported in some cases46. 
Reports suggest China is the largest market for security and surveillance equipment, with 
large-scale government procurement47. 
 
3.1.2 Privacy and data protection rights exist, but mostly without direct application to 

government 

In China, privacy and data protection laws are developing, but currently exist only as 
part of wider frameworks for cyber- and national security. The main legislation in this 
area is the 2016 Cybersecurity Law, which mandates some data localisation and restricts 
cross-border transfers of data, as well as setting out measures for business to secure data 
against cyberattack and misuse48. It comes with a standard for data protection that provides 
guidance on consent requirements, deidentification, rights to deletion and data minimisation, 
among other things. A 2018 e-commerce law extends this to provide consumers with rights 
to correct and erase user information49. Authorities have also announced that they will soon 
introduce a Personal Information Protection Law, following the enactment of the country’s 
first Civil Code in 2020, which includes preliminary measures on privacy and data 
protection50.  
 
Legislation generally provides the government with broad discretion over collection, 
access and use of citizen data51. For example, the data protection standard associated 
with the 2016 Cybersecurity Law provides exemptions for purposes related to state security, 
public security and major public benefits, among others. Another example of government 
use of citizen data is the Social Credit System (SCS). The SCS is a policy initiative 
consisting of multiple systems and pilot projects at differing stages of development, 
operating at various regional and national levels. It is reportedly intended to aggregate 
financial, law enforcement, commercial, social media and other data, in order to monitor 
individuals’ and businesses’ compliance with legal, moral and professional obligations. It 
assigns trustworthiness scores to individuals and businesses, and these can be used to 
determine sanctions such as restricted access to transport options or bank credit. The SCS 
is meant to foster trust between government, businesses and individuals, and strengthen 
social governance52. There is evidence that government SCS data is shared with business, 
with government blacklists used by Alibaba to prevent defaulters buying luxury goods, for 
example53. While the SCS may be less comprehensive and potentially less effective than 
often claimed in foreign media52,54, there is clear evidence of the collation of large amounts 
of data related to individuals, for instance DNA databases and compulsory biometrics for 
residents of the Xinjiang region55. 
 
3.1.3 Competition policy is clearly aligned to the social and economic interests of the state 

Chinese competition policy shares elements of EU and US approaches, but with wider 
alignment to state aims. China’s Anti-Monopoly Law (AML) was passed in 2007, as the 
country’s first comprehensive competition framework. It contains broadly worded measures 
to address monopolistic conduct, covering monopoly agreements between undertakings, 
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abuse of a dominant market position, and mergers and acquisitions (M&A) that restrict (or 
may restrict) competition56. In contrast to the EU and US, the AML allows for economic 
development and national interest to be considered within the competition authority’s 
substantive assessment of whether certain conduct or a transaction may give rise to 
competition concerns57. Since 2018, one agency – the State Administration for Market 
Regulation – has been responsible for regulation and enforcement of the AML, which was 
previously split across three authorities focused on mergers, pricing, and non-price related 
issues58. 
 
The AML is perceived by some to benefit domestic and state-owned companies, but 
evidence supports this more for M&A than for other antitrust issues. The US 
Department of State has reported concern by foreign companies that antitrust enforcement 
in China is used to target them as an “extension of other industrial policies that favour state-
owned enterprises and Chinese companies deemed potential ‘national champions’”59. This 
may reflect a high level of reporting and concern among international business – in 2014, 
84% of firms in one survey expressed this60. One study found that between 2008 and 2013, 
only 15% of merger decisions dealt with by the Ministry of Commerce concerned purely 
domestic deals, compared with 47% in the EU57 and it has been reported that all deals 
approved with conditions or rejected to 2018 involved foreign companies61. However, 
antitrust enforcement appears mostly focused on domestic companies, although some 
reports claim foreign companies have faced higher fines62.  
 
How far data is considered as a competition issue in China is unclear and may be 
changing. A few, mostly domestic, internet companies have developed huge market share 
in China (e.g. Baidu in online search, Alibaba in online shopping). However, more recently 
an investigation was launched into potential anti-competitive practices of Tencent Music, a 
large domestic incumbent, although this was suspended in February 2020. The State 
Administration for Market Regulation asserted that “the Internet is not beyond the reach of 
antimonopoly regulations”63, implying that such companies may be subject to competition 
interventions. Draft amendments to the AML published in January 2020 include additional 
factors for determining dominance in the Internet sector specifically, such as an entity’s 
capabilities with regard to data manipulation and processing64. 
 
3.1.4 There are national rules for open government data, but implementation varies 

National rules on open information have existed since 2008. The Open Government 
Information (OGI) regulations mandate access to government information from some 
agencies65, and some local initiatives existed even prior to this, for example in Guangzhou66. 
The OGI regulations were revised in 2019, expanding their coverage, making clear that 
disclosure is the default approach, and clarifying exemptions (e.g. for information that may 
‘endanger national, public, economic, or social stability/security’)67. 2018 regulations also 
require data from government-funded scientific projects to be available to the public68. It has 
been reported that the government proactively published more than 35 million records to 
2018 and received millions of disclosure requests69. 
 
Open data has been stated as a priority, but implementation and standardisation can 
vary. China has typically ranked much lower than the US and UK on indices of open data 
availability, implementation and impact70. Despite this, multiple local and regional-level 
portals and services do exist, which may be rapidly growing71. Data may not always be 
machine-readable – for example Chinese open data on air pollution has been re-released in 
machine-readable formats by NGOs72. 
 
Such initiatives are reportedly designed to support law-based governance, 
transparency of government, and ‘economic and social activities’69,73. More recently the 
importance of high-quality open data (versus simply provision of information) has been 
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recognised. For example, open data is a key project in the Big Data Development Action 
Plan of 2015, and important for China’s AI ambitions.  
 
3.1.5 China has restrictive requirements for digital trade and international data flow 

China is ranked highest on several global indices of digital trade restrictiveness74,75 
and has many policies seen as barriers to international digital trade. For example, the 
2016 Cybersecurity Law requires operators of ‘critical information infrastructure’ (a very 
broad definition encompassing many sectors) to store personal data within China unless 
there is a security assessed exemption76. This effectively requires many foreign firms to 
invest in local data centres, or contract/partner with domestic companies77. There are also 
limits on the ability to transfer certain data internationally. More recently announced draft 
measures on the cross-border transfer of personal information would make these restrictions 
even more stringent78. Imported and exported encryption products require state 
certification79. International businesses are also affected by the data-driven Social Credit 
System (see above), with for example several US airlines having received letters saying 
their trustworthiness score would decrease if they did not label Macau, Hong Kong or 
Taiwan as part of China80.  
 
Simultaneously, China is exporting its model of data governance to facilitate digital 
trade with other regions. As part of the wider Belt and Road Initiative81 involving more than 
100 countries, there is a major focus on Chinese firms providing digital infrastructure such as 
fibre-optic cables as part of a ‘digital silk road’. Chinese companies have installed internet 
and mobile network equipment in more than 38 countries82; and more than 200 Chinese 
companies are involved in a Moroccan smart city project83. This may provide useful data for 
the Chinese companies – for example Guangzhou-based facial recognition company 
Cloudwalk have a reported agreement to use image data from Zimbabwe to train better 
facial recognition algorithms for darker skin tones84 (see Section 8). 
 
This approach could be driven by a focus on security and sovereignty across 
technical, industrial and social state policy. For example, there are requirements for the 
most sensitive critical IT infrastructure to use only domestic products85, and China has led 
agreements to increase state control over internet regulations86. 
 
Overall, the Chinese data system is aligned to wider stated political and economic 
aims. Legislation discussed above is part of this, but also industrial initiatives, such as the 
2017 AI development plan, Made in China 2025 and Internet Plus, aim to make China a 
global leader in advanced data-driven technologies such as AI and ICT87. The 13th 5-year 
plan mentions opening-up, sharing and coordination as key policy drivers88. The country’s 
approach to data also aligns with reported aims to maintain social order and state security 
using a centralised systems-based approach, for example using technology and monitoring 
to encourage good behaviour89. 
 
3.2 EU: fundamental individual rights and a stable internal market 

3.2.1 Privacy and data protection are fundamental rights 

In the EU, privacy and data protection are fundamental rights, equal to others such as 
freedom of expression, and are protected as such in law. They are not absolute rights, 
and are balanced against other rights, EU laws and priorities such as national security – but 
they must be provided for by national governments90 and are expressed in EU-wide 
regulations including the GDPR. These rights can be seen as integral to the formation of an 
integrated digital single market across the EU, enabling free flow of personal data, and a 
harmonised approach that provides stability for business operators, as well as empowering 
citizens and building trust in data use91. However, these rights can present a barrier to free 
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flow of data between the EU and third countries that adopt a different approach to data 
protection. They impose a cost of compliance and restrict the scope of data collection and 
use for affected organisations, including many public sector and government actors92 (see 
Section 5). This position has been interpreted either as a signal that these rights are 
prioritised above other (e.g. economic) outcomes, or as evidence of a belief that their 
prioritisation can be ‘win-win’ and a competitive advantage for the region. It is also seen by 
some as a mechanism to export ‘EU values’ elsewhere (see Section 3.2.5)93,94,95,96.  
 
The 2002 Privacy and Electronic Communications Directive (commonly known as the 
ePrivacy directive) complements the EU data protection regime and was last updated in 
2009. The directive sets out specific privacy rights on electronic communications such as 
marketing communications and use of online cookies, which are then implemented 
nationally97. The European Commission propose to replace this directive with a new 
ePrivacy Regulation, which will align with GDPR and will aim to further reinforce trust and 
security in the digital single market98. 
 
While values and opinions vary across Europe (see Section 4.1), a possible driver of 
the EU’s robust approach to data protection regulation is the sensitisation of 
European citizens to the collection and use of personal data following WWII99,100. 
Concerns over intrusive census questions in Germany in the 1980s led to the German 
Federal Constitutional Court declaring self-determination over personal data as a 
fundamental right in 1983101, which was mirrored in EU law. 
 
3.2.2 Competition policy can consider data acquisition and use 

EU competition policy has been developed alongside the Single Market. It is 
sometimes seen as wider in scope than the systems in other regions, with a greater focus on 
promoting competitive market structures102, including fair competition across EU Member 
States such as maintaining an EU-wide state aid regime103. While National Competition 
Authorities have jurisdiction to apply both EU and national competition law in cases that 
produce, or may produce, anti-competitive effects within individual Member States, the 
European Commission has jurisdiction to investigate and impose penalties in relation to 
suspected anti-competitive conduct capable of affecting trade between EU Member States. 
The European Commission also has exclusive jurisdiction to enforce the State aid rules 
(albeit that national courts play a role with respect to illegal State aid)104. 
 
Data acquisition and use has been considered as a potential cause of harm by EU 
competition authorities. For example, Apple’s acquisition of Shazam raised concern about 
acquisition of commercially sensitive data on users of rival services, although this was still 
approved105. The German competition authority found Facebook had abused a position of 
market power in the manner and scope of the collection and use of user data from third 
parties106. This decision was initially suspended on appeal107, but the decision was upheld in 
June 2020 by the German Federal Court, which decided that the ban on Facebook 
processing user data without the further consent of private users imposed by the German 
competition authority could be enforced108. In the UK, the aforementioned market study of 
online platforms and digital advertising by the CMA found a range of concerns in these 
markets, and asserted that the inability of smaller platforms and publishers to access user 
data creates a significant barrier to entry21. They recommend that new legislation is needed 
to establish a pro-competition regulatory regime. A ‘Digital Markets Taskforce’ has since 
been established, led by the CMA, which will develop advice around what interventions, if 
any, are necessary to protect and promote competition and innovation in digital markets 
more broadly109. In addition, in June 2020, the European Commission launched a 
consultation for a Digital Services Act package of regulations, and a new competition tool 
intended to address concerns around competition in markets such as lack of access to data 
and data accumulation110. 
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EU competition aims are also reflected in other areas of data policy. For example, 
measures such as data sharing requirements in Payment Services Directive 2 (PSD2)a and 
the right to data portability in GDPR are often cited as ways to improve competition by 
facilitating switching between different service providers, or expanding/creating markets for 
third-party services111. However, others have raised the risk that, more generally, GDPR 
may have raised regulatory barriers to entry in data-driven markets and entrenched 
incumbents’ positions (see Section 5). 
 
The EU’s data strategy announced in February 2020 aims to create a single market for 
data112. Its stated aim is to improve the EU’s global competitiveness while respecting EU 
rules and values of personal data protection and competition. The strategy includes plans for 
EU-wide common and interoperable data spaces for strategic sectors and domains (e.g. 
healthcare, mobility), and to make ‘high value datasets’ from the public sector available 
across the EU for free, particularly to improve data access for SMEs. The Commission also 
intends to publish extra guidance on existing EU competition law to enable compliant data 
sharing and pooling arrangements.  
 
3.2.3 Data use for national security is balanced with fundamental rights and oversight 

EU Member States must balance individual national security policy with EU laws and 
rights, but there is no harmonised approach to national security policy across the EU. 
In the EU, ‘national security remains the sole responsibility of each Member State’113, so 
each Member State is responsible for policy on law enforcement and surveillance, for 
example. However, laws and actions taken by EU Member States can be referred to the 
European Court of Human Rights (ECHR) or the Court of Justice of the EU (ECJ), 
particularly where there is interaction with fundamental rights. 
 
The approaches of individual countries, and the findings of the ECJ and ECHR, have 
varied114. In 2014, the ECJ found the Data Retention Directiveb to be invalid because of 
‘wide ranging and serious interference with fundamental rights’115. Similarly, both 
agreements for the transfer of personal data to the US (Safe Harbour and its successor, 
Privacy Shield) have been found to be invalid (see Section 3.3.3 for details). The ECJ has 
also found that EU Member States cannot impose a general and indiscriminate data 
retention requirement, as this may be incompatible with EU law and fundamental rights116. 
The ECHR has found that bulk interception of communications is a “valuable means”117 to 
achieve the legitimate aims of preventing terrorism or serious crime, as long as there are 
adequate and sufficient safeguards against abuse118. In 2018 it found that Sweden’s 
surveillance law provided adequate safeguards and was not in conflict with the right to 
respect for private life. In contrast, in 2016 it found that Hungary’s legislation did create a 
conflict, as sufficient safeguards (such as assessment of the necessity of interception, and 
presence of remedial/judicial measures) were not provided. Some of these cases are being 
re-examined119. Recently the importance of addressing emerging threats such as online 
disinformation has been highlighted by the EU120. As the nature of threats constantly 
evolves, the measures pursued and acceptable to the courts and the public are likely to 
change. 
 
The impact of recent events, public support, and a need to balance this with wider 
values and developments, have driven this balanced approach. Post 9/11, numerous 
European countries (and the US) passed legislation on national security, including data 
access. This is the first of the legitimate aims identified in the ECHR that could justify 

 
a Implemented within the UK via the Open Banking initiative. 
b Which aimed to harmonise EU Member States’ approach to the retention of citizen communication 
data. 
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balancing with fundamental rights121. Public attitudes to privacy and security are likely to be 
nuanced and may be sensitive to recent events (see Sections 4.1 and 9.3)122, or differ 
across demographic groups. There is evidence for this in both the EU and US123, as 
discussed in Section 4.1. 
 
3.2.4 The EU encourages open government data, but implementation varies 

The 2019 Open Data Directive sets the EU-wide legal framework for government-held 
data. It replaces previous directives and sets rules to encourage EU Member States to 
“make as much information available for re-use as possible”, for example through application 
programming interfaces and by increasing the transparency requirements for public-private 
agreements involving public sector information124. The European Commission has also 
clearly recognised the beneficial potential of data held in the private sector in both business-
to-business and business-to-government contexts. However, action has remained at the 
level of principles rather than legislation125. Open data from EU institutions is available 
through a portal126. 
 
EU Member States, regions and cities vary in their approach to open data. For 
example, a recent OECD index ranks France and Ireland far higher than Lithuania and 
Sweden for the availability, accessibility and support for re-use of government data, with UK 
approximately in the middle, just below the OECD average127. Similarly, EU Member States 
can have different approaches to the intersection of open data and national security or be 
more concerned about public bodies losing out on benefits from commercial partnerships 
with data, for example with the UK’s NHS128. 
 
Drivers of the EU’s open approach include transparency and fair competition across 
the single market129. There is a long history of advocacy and support for open data in 
Europe from the perspective of government transparency and more effective governance130. 
Newer initiatives focus on the potential value of data for innovation and the economy, with 
the European Commission suggesting that high-value datasets should be provided free of 
charge to support industries such as AI.  
 
3.2.5 International and trade policy aims for free data flow without compromising EU 

standards 

The EU prioritises free trade within the internal market, and harnessing globalisation 
while preserving and promoting EU data standards globally. EU trade policy has 
evolved through the centralisation of trade authority at EU level and creation of the Single 
Market, which prohibits tariffs and limits and reduces non-tariff barriers between EU Member 
States. The EU Single market policy seeks to harmonise regulations for goods and services 
throughout the EU131. More recently, this has developed with plans for the digital single 
market, including measures to remove barriers to flow of personal (GDPR) and non-personal 
data within the EU132.  
 
In most cases, broad alignment with EU standards such as GDPR is required to 
enable international free flow of personal data with the EU, although there is variation 
on what this means in practice across EU member states. Some countries have adapted 
their privacy and data protection law to enable this (e.g. Argentina133) or have addressed 
adequacy alongside broader trade negotiations (e.g. Japan134). Some argue that the EU 
prioritises fundamental citizen rights (e.g. to privacy and data protection) over 
trade/economic outcomes135, and that GDPR is an inadvertent trade barrier136. In any case, 
a desire to protect citizen rights and the integrity of the single market can be seen as key 
drivers of the EU approach to increasing international data flows and digital trade. This can 
be seen in a recent ruling of the ECJ, which upheld the validity of standard contractual 
clauses to allow continued international data transfers, but placed an obligation on 
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businesses and regulators to suspend or prohibit transfers when there is a conflict with the 
law of the destination country137. 
 
EU Member States impose different national security restrictions on international 
data. While some measures such as GDPR apply across the EU, implementation and 
enforcement can vary across EU Member States; and there can be other national 
requirements such as restrictions on outsourcing storage or processing of sensitive public 
data, or retention/access requirements related to investigatory powers. In the UK, the GDPR 
has been implemented through the Data Protection Act 2018. As of August 2020, the level of 
protection provided by the UK Data Protection Act is currently being assessed by the EU, in 
a process known as a data adequacy assessment, in order to facilitate free flows of personal 
data from the EU to the UK138. The UK will be carrying out similar data adequacy 
assessments of the EU Member States and Institutions to facilitate flows from the UK to the 
EU. 
 
The European Centre for International Political Economy (ECIPE) have developed a ‘Digital 
Trade Restrictiveness Index’ based on an assessment of digital trade policies in four broad 
areas they define as: fiscal restrictions and market access; establishment restrictions; 
restrictions on data, and trading restrictions75. They found that within the EU, France and 
Germany were overall the most digitally restrictive Member States and Ireland was the most 
digitally open, and suggested that overall, the most digitally open countries were small 
economies with larger services sectors.  
 
3.3 USA: individual and economic freedom, and national security 

3.3.1 Privacy and data protection rights exist in some states and sectors, with calls for 
comprehensive federal regulation 

Privacy and data protection are not considered to be clear fundamental or 
constitutionalc rights in the US, nor are they protected by comprehensive federal law. 
Some use- and sector-specific federal laws provide enhanced rights or protections for the 
use of certain types of data (see Table 6), but otherwise, regulations provide relatively little 
restriction on business and government in the collection and use of citizen data. The 
possibility of private litigation or reactive government action provides some deterrent against 
misuse139, but case analysis indicates that US courts have tended to prioritise freedom of 
speech and national security above privacy and data protection140. The US was an early 
leader in privacy regulation such as with the Privacy Act of 1974141, however this was 
focused on federal agencies’ data use. At the same time, it is worth noting the substantial $5 
billion fine levied by the Federal Trade Commission (FTC) against Facebook in 2019, for 
consumer privacy violations142. 
 

 
c Although an implicit right to privacy has been found by the supreme court in some cases, e.g. 
related to the 4th amendment right against “unreasonable searches and seizures” 
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Table 6 – Examples of federal privacy and data protection related laws within the United States, from the US 
Congressional Research Service143 and references. 

Federal law 
Covered information 
(Covered sectors) 

Nature of regulations 

Children’s Online Privacy 
Protection Act 

Identifiable information 
collected online from a child 
under the age of 13 

Consent for data collection 
and sharing; disclosure and 
security requirements 

Communications Act Personally identifiable 
information, customer 
proprietary network 
information 
(Common carriers, cable 
and satellite 
operators/carriers) 

Consent for data sharing; 
disclosure and security 
requirements 

Fair Credit Reporting Act 
(FCRA) 

Consumer reports 
(Credit reporting agencies, 
suppliers and users of 
consumer report 
information)  

Accuracy, use and 
disclosure requirements 

Family Educational Rights 
and Privacy Act (FERPA) 

Educational records 
(Federally funded 
educational institutions) 

Consent for data sharing; 
disclosure requirements 

Gramm-Leach-Bliley Act 
(GLBA) 

Non-public personal 
information 
(Financial institutions) 

Opt-out for data sharing; 
disclosure and security 
requirements 

Health Insurance Portability 
and Accountability Act 
(HIPAA)144 

Protected health information 
(Healthcare providers and 
care plans) 

Consent for data sharing; 
disclosure and security 
requirements 

Video Privacy Protection Act 
(VPPA) 

Personally identifiable 
information 
(Video tape service 
providers) 

Consent for data sharing 

Other relevant laws  Authorisation requirements to intercept communications145 
or access data on a “protected computer”146; requirements 
for privacy/security policies not to be unfair or deceptive147 

 
Some US states have recently passed or are developing privacy laws which may be 
stronger or more comprehensive than federal laws. As of August 2020, at least 12 states 
were in this position, with signed laws in California, Maine and Nevada148. Of these, the 
California Consumer Privacy Act (CCPA) is the most comprehensive signed law, providing 
many similar rights and obligations to the EU GDPR although only applying to organisations 
‘doing business’ in California and not applying to government. For example, it provides rights 
to individuals to access personal data and to opt-out of the sale of personal data149. There 
are also existing state laws focussing on specific types of citizen data, such as the Illinois 
Biometric Information Privacy Act, which regulates the collection and storing of biometric 
data specifically150. A law related to COVID-19 and use of citizen data is also being 
developed; see Section 10.  
 
Possible drivers of the less interventionist approach to wider regulation in the US 
include a prioritisation of free speech and liberty, a historically narrower role for 
government in addressing social issues, and a desire to avoid stifling innovation and 
economic growth. Although there have been increasing calls for further regulation, in 
response to concerns over privacy and misuse scandals151, this may be balanced by a 
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desire to protect the competitiveness of the US tech industry152. Recently, the federal nature 
of the US political system, and differences in party control over various branches of 
government, may have also hindered attempts to pass more comprehensive legislation.  
 
3.3.2 Competition enforcement has not typically considered data acquisition and use  

Competition policy is based on a prosecutorial system that can lead to financial and 
custodial penalties against individuals. Federal enforcement is led by the Department of 
Justice (DoJ) and FTC, and actions may also be brought by US states or private parties104. 
Since 1979, US antitrust policy has focused on a ‘consumer welfare standard’ which finds an 
act anticompetitive if it “harms… both allocative efficiency and raises the prices of goods 
above competitive levels or diminishes their quality”153. There has been debate about 
whether this approach can be applied successfully to companies which occupy a dominant 
position in an industry while continuing to provide services to consumers cheaply or even for 
free (e.g. by selling advertising to create revenue instead)154. Here, the strategic advantages 
of monopoly power in a market may not take the familiar form of an ability to charge higher 
prices to end-users and restrict output of narrowly defined quality of service. It has been 
argued that it is indeed possible to assess the behaviour of and impact on consumers within 
digital markets using this framework, but that differences in decisions between the US and 
EU – which also uses the consumer welfare standard approach – are partly the result of 
differing judgements made about the importance of a wide range of potential consumer 
outcomes155. Such outcomes could include the risk of limiting future choice in one market by 
shutting out potential rivals in a different, linked market today.  
 
The intensity of antitrust activity in the US has varied over time and has been 
declining in recent years. The number of monopolisation cases brought by US agencies 
was 15.7 per year between 1970 and 1999, falling to 2.8 per year between 2000 and 
2014156. This overall trend of reduced antitrust enforcement has continued into the Trump 
administration157. Comparable cases against online platforms appear less likely to be 
brought in the US than in the EU. For example, in 2013 the FTC entered into a settlement 
with Google and closed an investigation into suspected anti-competitive conduct relating to 
Google’s self-preferencing of its own content within the Google search results page158. In 
contrast, the European Commission fined Google €2.42 billion in 2017 for promoting 
Google’s shopping comparison services by placing Google Shopping at the top of search 
results159. The European Commission found that this was an abuse of Google’s dominant 
position in online search. Google is currently appealing the decision.  
 
No cases have been brought by US antitrust agencies based solely on data 
acquisition160. Data has however been an important factor in some merger 
enforcement, where, for example, licensing of data to third parties has been required for 
deals to be approved161.  
 
There are now increasing calls for expanded competition rules or enforcement in the 
US, particularly for big tech companies and where there are perceived data 
monopolies. The FTC has conducted a series of hearings on competition in the 21st 
century162, including the appropriateness of the consumer welfare standard163. Many 
commentators and some prominent political figures have called for updated rules or greater 
enforcement164. In July 2020, the CEOs of Amazon, Apple, Google and Facebook all 
testified at a Congressional antitrust hearing; this demonstrated increasing momentum for 
regulatory action around antitrust and the big tech companies, but specific details on what 
such actions might be are still unclear, and may be further complicated by party political 
differences in opinion on appropriate approaches165. 
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3.3.3 Data for national security is a clear priority 

US authorities have tended to prioritise national security – a stance that has 
commercial and international implications. Following 9/11, legislation in the US 
expanded surveillance powers, particularly through the 2001 USA PATRIOT Act. The 2015 
USA FREEDOM Act extended some of these powers, although with additional limits on bulk 
collection of phone metadata, following Edward Snowden’s leaks about this in 2013. There 
is evidence that programmes under these frameworks have been effective, but the 
magnitude of effectiveness is debated. For example, a 2014 report by the Privacy and Civil 
Liberties Oversight Board (PCLOB) found that at least 12 of 54 counterterrorism success 
stories citied by the US intelligence community used the National Security Agency’s (NSA) 
domestic phone metadata programme (under Section 215 of the PATRIOT Act), but 
suggested similar results might have been achieved with other approaches166. It has been 
claimed that the programme helped prevent at least 10 terrorist attacks167. However, the 
NSA have reportedly recommended dropping the programme as the logistical and 
governance burdens do not justify its impact168, and proposed bipartisan legislation would 
reform oversight of Section 215 and end the legal authority for the programme169. 
 
Law enforcement data access requests have sometimes faced tensions with the 
privacy policies of companies. For example, Apple refused to allow FBI access to the 
iPhone of a suspect in the 2015 San Bernardino shooting, although access was eventually 
secured through other means170. More recently, an increasing emphasis on privacy by online 
platform companies has led to concerns that measures such as end-to-end encryption could 
jeopardise legitimate law enforcement access, and in turn public safety171. 
 
Perceived differences in approach to national security data use have caused some 
tensions between the EU and US data systems (see Section 3.4). For example, the 
European Court of Justice found in 2015 that the EU-US Safe Harbour agreement for 
transfer of personal data was invalid, because “national security, public interest and law 
enforcement requirements of the United States prevail [over the scheme]”172 in a way that 
enabled “interference… with fundamental rights”. The replacement for the Safe Harbour 
scheme was the Privacy Shield framework, but this was recently invalidated as a lawful 
transfer mechanism in the Schrems II case by the ECJ137, on account of US national security 
laws and practices, such as a lack of effective redress mechanisms. The CLOUD Act 
clarifies US law enforcement access to data held by US companies overseas and enables 
bilateral agreements to facilitate cross-border data sharing in the investigation of serious 
crime. The first of these agreements was signed between the US and UK in 2019173, and 
further discussions have begun with the EU, and formal negotiations with Australia174. The 
European Data Protection Board suggested in 2019 that a further international agreement 
may be necessary to clarify the legality of US access to data stored in the EU under the 
CLOUD act175. 
 
3.3.4 Open government data is a recent federal priority 

The OPEN Government Data Act mandates federal agencies to publish information 
openly in standard, machine-readable formats176. This includes an expectation that data 
is open by default unless there are clear reasons for it not to be (e.g. confidentiality or 
national security). Initiated in 2017, the bill had bipartisan support and was signed into law 
by President Trump in 2019177. Before this, federal government data had been provided 
through data.gov since 2009, growing to over 200,000 datasets178. In the most recent 
available rankings, which pre-date the 2019 law, the USA was ranked 11th (Global Open 
Data Index179) and 9th (Open Data Barometer180). The latter, in 2017, ranked the US notably 
higher for economic than government or social impact181. In line with this, other metrics find 
that the US has a particularly high number of for-profit companies utilising open data182. 
Challenges in realising the ambition of recent legislation have been noted, including lack of 
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buy-in, shortage of capability and resource, challenges in working across silos, and 
difficulties in implementation of best practice183. 
 
Some local governments in the US also prioritise use and sharing of data. At least 34 
cities in the US maintain open data portals, but there is significant variation in data collected, 
intended uses and outcomes, and the mechanisms by which data is made available184. For 
example, cities vary in the degree to which they monitor how and how often data is being 
used185. Some cities, including Seattle186 and Louisville187 are focused on public 
accountability through data and make data generated by the city openly available to the 
public. Some cities also aim to use data to support ambitions such as smarter traffic 
management. Standardised metrics may be required to further assess the impact of city data 
initiatives on social and economic outcomes. 
 
Driving factors for open data have expanded from addressing calls for transparency 
to a broader focus on government effectiveness and the potential of data to support 
the economy. Freedom of information requirements have existed in the US since the 
1960s188, with a long history of amendments expanding or restricting coverage, for reasons 
of privacy or national security for example. More recently, the importance of accessible and 
usable electronic data for this purpose has been emphasised189, and federal data strategy 
now clearly recognises secondary use by “researchers, entrepreneurs, and the public” as a 
benefit190. Potential benefits of use of open data are discussed in Section 7.2. 
 
3.3.5 International openness and free data flows are prioritised in trade deals, but digital 

barriers are used for other strategic goals 

The US has prioritised market-led approaches and removal of digital trade barriers 
domestically and globally, in line with domestic objectives. The US’s international trade 
strategy seeks to include measures to promote an open, interoperable internet191 within 
potential and existing trade agreementsd of which the US is a part, with a view to ensuring 
cross-border data flows and preventing policies restricting this such as data localisation192. 
(See the next section for further detail.) 
 
Alongside this, the US has restricted the import, export and use of certain data-
related technologies, particularly those that carry a perceived security risk. For example, 
Chinese telecom company ZTE has been banned for 7 years from buying US 
tech/software193 in response to alleged sanctions violations, and Huawei and its suppliers 
have also been barred from using US tech/software194. Historically strong restrictions on 
export of potentially sensitive technologies such as encryption tools have been somewhat 
relaxed over time but still exist195, while further controls on data-related technology such as 
AI have been considered196. 
 
Historically, the US approach to digital trade has been characterised by a desire to 
protect the free market of the internet and digital services197, but that is seen as 
consistent with privacy protection. For example, US-led trade agreements often require 
some level of privacy protection and recognise that governments may take different 
approaches to data protection (as discussed in the next section). This may reflect a balance 
between supporting the US tech industry and the values and rights of citizens198. 
 
3.4 International agreements and cross-border regulations 

These discussions of the Chinese, EU and US data systems have highlighted the 
range of stances that can be taken by mature systems globally. They show that very 

 
d Even where the US is no longer a party (e.g. the Trans-Pacific Partnership, which was replaced by 
the Comprehensive and Progressive Agreement for Trans-Pacific Partnership (CPTPP)). 
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contrasting approaches are possible, through varying uses of government levers in order to 
achieve differing social, economic and security aims. These are however not the only 
approaches that are possible, and we have shown that there are also some substantial 
differences in national or local approaches within each regional system.  
 
Data flows internationally, and individual regional systems don’t exist in isolation. The 
approaches of individual regions exert pressure elsewhere, groups of countries may 
compromise or reach agreements to facilitate beneficial data use, and individual regions 
may take actions in an attempt to reduce perceived international privacy or security risks.  
 
The number of international data regulations is increasing, driven by a variety of 
economic, security and privacy concerns, and affecting all domains. The cumulative 
amount of data regulation has been increasing more rapidly recently, including the 
modification of older regulations to account for new technologies, uses and risks12.  
 
Recent regulatory changes affecting cross-border digital trade have mostly been 
restrictive. According to the OECD, among measures affecting digital trade between 2014 
and 2018, 79% were restrictive and 21% liberalising199, and this overall trend continued up to 
the end of 2019200. Measures affecting infrastructure and connectivity, including data flows, 
are seen as the most important. Real and perceived differences in values and approaches, 
including the levels of protection and assurance offered to citizens, could drive some of this 
restriction on international data flow, as we have seen above between the EU and the US. 
 
There are existing and proposed international frameworks to promote interoperability 
between data systems, but none are comprehensive (see Table 7 for details). World 
Trade Organization rules (WTO) could also apply to digital trade frameworks, although 
assessing the suitability of data regulation under the General Agreement on Trade in 
Services (GATS) or General Agreement on Tariffs and Trade (GATT) is complex and would 
be sector-dependent12. Proposed or considered changes at the WTO include reform to 
GATS to cover data flows, and a plurilaterale agreement on e-commerce between over 75 
countries201. The latter could include measures on data similar to recent Regional Trade 
Agreements (see below) but could be opposed by emerging digital economies such as India 
looking to first develop their own independent national e-commerce policies202 (see Sections 
2.5 and 6.3). Similarly, while for now a WTO moratorium on tariffs for electronic transfers of 
data is maintained (and has been made permanent in some of the regional agreements 
discussed below), several WTO members have recently expressed concerns that this might 
not be in their economic interests203. There are also varying opinions globally on the use of 
digital services taxes, levied according to where service users are located. Multilateral efforts 
to develop a tax framework are ongoing at OECD level but progress has been slow, while 
some countries have recently proposed or implemented unilateral measures204. Such taxes 
and the extent to which they vary, might affect cross-border digital business models, with 
implications for international data flows. 
 
Recent Regional Trade Agreements (RTAs) often include harmonising and/or 
liberalising data measures, at least between the parties involved. Such measures are 
present in CPTPP and USMCA205, and other existing/proposed RTAs such as the Peru-
Australia Free Trade Agreement, the Australia-Singapore Digital Economy Agreement, the 
US-Japan Digital Trade Agreement and the New Zealand-Singapore-Chile Digital Economy 
Partnership Agreement. International agreements tend to have some similarities but are not 
always consistent in their strength and direction (see Table 7 for some examples and 
comparisons with different international frameworks). EU-led agreements typically require 
full compatibility with international standards on personal data and privacy (and allowing 
parties to freely adopt these – e.g. GDPR), whereas the US is more likely to include stronger 

 
e With a narrower group of signatories than all WTO members.  
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wording on prohibiting localisation, and referencing privacy frameworks such as APEC 
CBPR and OECD206, which are often considered to be lenient in comparison to GDPR. 
These agreements often include exceptions for particular policy objectives such as crime or 
security. 
 
The nature of international agreements and their harmonisation or fragmentation 
across the world will have profound implications. If international frameworks and trade 
agreements can lead to interoperable data regulation between regions with currently 
differing approaches, this could enable much greater flow and use of data – but it could also 
increase the risks and requirements around trust, and the need for verification of common 
standards. In the absence of large multilateral approaches, a proliferation of regional 
agreements and standards could strengthen regional blocs and their influence on emerging 
data economies. A continued trend towards restrictive regulations without multi- or 
plurilateral developments could support growing fragmentation and data nationalism. 
Developing countries and less developed countries may have specific governance issues to 
address. For example, it has been argued that developing countries should be more able to 
adopt restrictive data measures in order to create domestic business opportunities207, 
although others claim that any benefit would be outweighed by wider economic losses208. 
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Table 7 – Key international agreements and frameworks with conditions on citizen data. 

International Agreement 
Signatories 
(Aug 2020)  

Key Features 

Asia-Pacific Economic 
Cooperation Cross-
Border Privacy Rules 
(APEC CBPR)209 

9 

Voluntary, non-binding; requires certification with 
minimum enforceable standards. 9 principles:  
accountability; notice; choice; collection limitation; 
integrity of personal information; uses of personal 
information; security safeguards; access and 
correction; and preventing harm 

African Union 
Convention on Cyber 
Security and Personal 
Data Protection210 

14 
Guidelines on consent, fair processing, purpose, 
accuracy, transparency, confidentiality and security 

Council of Europe 
Treaty 108 (C108)211 

55 

Binding principles, requirements and rights for data 
processing. Parties “shall not, for the sole purpose of 
the protection of privacy, prohibit… transborder flows 
of personal data going to the territory of another party” 

Council of Europe 
Treaty 223 (C108+)212 

41 

Binding principles, requirements and rights for data 
processing; limitation in international transfer to other 
parties only if serious risk of circumventing provisions, 
or party bound by harmonised rules of international 
organisation (e.g. EU and GDPR) 

Comprehensive and 
Progressive Agreement 
for Trans-Pacific 
Partnership (CPTPP)213 

11 

RTA; parties “shall allow the cross-border transfer of 
[personal] information”; prohibits data localisation 
requirements; requires legal framework for data 
protection 

ECOWAS (Economic 
Community of West 
African States) 
Supplementary Act on 
Data Protection214 

11 
Regional act specifying required content of privacy 
and data protection laws of member states 

General Data Protection 
Regulation (GDPR)f,215 

43g 

Comprehensive data protection framework, 7 
principles: lawfulness, fairness and transparency; 
purpose limitation; data minimisation; accuracy; 
storage limitation; integrity and confidentiality; 
accountability. Requires adequacy with this to enable 
transfers to countries outside the EU/EEA 

OECD Privacy 

Guidelines206 
37 

Non-binding. 8 principles: collection limitation, data 
quality, purpose specification, use limitation, security 
safeguards, openness, individual participation, 
accountability. Countries should “refrain from 
restricting transborder flows of personal data between 
itself and another country where (a) the other country 
substantially observes these Guidelines or (b) 
sufficient safeguards exist… to ensure a continuing 
level of protection consistent with these Guidelines.” 

United States-Mexico-
Canada Agreement 
(USMCA)216 

3 

RTA; requires parties to have a legal framework for 
data protection, not prohibit or restrict cross-border 
transfer of information; recognises APEC privacy 
principles 

 
  

 
f GDPR is an EU regulation rather than international treaty with signatories, but is included here for 
comparison. 
g Includes countries in the EU/EEA and countries that have recognised adequacy with this data 
protection regime. 
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4 Wider data systems: people and businesses 

The evolving nature of citizen data use has played an integral role in economic development 
across the globe, including beyond the formal data economy. Citizen data is generated, held 
and used by many actors – not just governments – for a huge range of beneficial and 
malicious purposes. In this section we explore the role of citizens and businesses in shaping 
data systems, as providers and customers of citizen data. We investigate how variable 
citizen values are reflected in the data systems that citizens operate in, and the uncertain 
evidence around the relationship between reported values and observed behaviour. We also 
explore how business models of data-driven online companies have developed alongside 
differences in data governance, with US and Chinese companies particularly dominant. 
 
4.1 Citizen values and behaviour 

Differences in attitudes to data governance and use across the world – and 
underlying values such as privacy and trust – could be a key driver of differences in 
data systems. A large amount of survey evidence is available on attitudes to data use and 
privacy, particularly in the US, UK and EU. Responses have typically varied over time and 
between demographic groups. For example, one survey showed that concern over data 
privacy fell in the UK between 2012 and 2015, and a study from 2017 found that concern 
over data privacy correlated strongly with increasing age217. 
 
Fewer surveys have directly compared attitudes beyond Europe and the US. Where 
they have been done218,219,220, China has often been among the countries where citizens 
report higher levels of trust and lower levels of concern in data use and privacy. Citizens in 
economically advanced countries sometimes report having less knowledge of how data 
about them is held and used by companies and governments, and some of these surveys 
report that citizens in developing economies have higher and rising levels of overall concern. 
In one recent global survey219, only a minority of people tended to say they trusted a range 
of organisations with how they handle their personal data, with only 20% suggesting so for 
foreign governments and 39% for national governments. Only around a quarter said they 
had a good idea of what authorities held about them in the first place. Concerns and 
attitudes about privacy and data issues vary within and between countries, as shown in 
Figure 5. 
 
Attitudes are also affected by the extent to which people believe they will benefit from 
sharing their data. Some of the surveys referenced above found that consumers in 
developing countries tended to value perceived benefits such as saving time and money, 
discovering relevant products, and better products and services, more than European 
consumers did. They also show significant variation between countries. One survey found 
that 40% of British respondents agreed that allowing companies to use data they collect 
about them "helps them provide you with products, services and information that better meet 
your needs", whilst only 27% did so in France and 58% did in India. 
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Figure 5 – Citizens’ expressed concern about their online privacy for selected countries. Data from 2019 CIGI-

IPSOS Global Survey219. 

Survey evidence has limitations. Questions are framed in different ways, there may be 
differences in the availability of contextual information to participants, and recent events or 
the existence of social desirability effectsh could affect the accuracy of responses. A 2018 
evidence review focused on the UK217 found inconsistent terminology and definitions, a 
reliance on self-reporting for factors, such as level of understanding of data use, and a lack 
of qualitative data and demographic breakdowns. Where studies compare multiple countries, 
there are additional challenges: in some countries certain questions are not askedi, and 
surveys in regions with low internet uptake can over-represent more urban and educated 
populations. 
 
These limitations can be seen in conflicting views on Chinese citizen values 
regarding data use. There is survey evidence to suggest that Chinese citizens are more 
willing than others to share personal data in return for services220, and that they have 
relatively high reported levels of interpersonal trust. However, it is also sometimes claimed 
that a deficit of social trust means that the population supports action by the government to 
address gaps and promote honest behaviour (as with the Social Credit System, Section 
3.1.2)221. Qualitative evidence suggests that citizens may be less concerned about use of 
such systems as they assume data is already available to government222. Others have 
claimed that citizens may not always understand the risks related to privacy and data 
protection, that survey data is skewed by the setting (see above), or that events such as 
data breaches are underreported. 
 
Asserting that ‘Chinese citizens don’t care about privacy’ may be simplistic and 
misleading. Recent reporting from within China indicates at least some level of concern 

 
h Where participants may be more likely to report a socially “correct” answer for their culture or region. 
i E.g. questions about trust in government use of data in China and Saudi Arabia. 
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over blacklisting through the Social Credit System223, and there have certainly been 
concerns around use of consumer data (for example, legal action against Baidu224). 
 
Even where citizens indicate high levels of concern about privacy and data 
governance, it can be unclear whether this concern translates into to action. Some 
behavioural and empirical studies, mostly conducted in the US, identify a ‘privacy paradox’, 
with discrepancies between reported concern about privacy and observed actions. For 
example, one study found that that small incentives, such as free pizza225, can significantly 
affect the likelihood of participants providing correct personal details, independent of their 
reported levels of privacy concerns. The cause is unclear, but explanations offered include a 
sense of resignation and common corporate practices around data use226. The 
aforementioned recent study of online platforms and digital advertising by the UK 
Competition and Markets Authority found many examples where online platforms’ choice 
architecture and use of defaults inhibited users’ ability to make informed choices about the 
way their data was used21. Where studies have attempted to measure the value of privacy to 
consumers, results are typically low. Estimates include a $0.75 premium to purchase from 
websites with greater privacy, to $44 to protect against improper access and use of personal 
data227,228,229,230,231,232.  
 
The way choices about data use are framed may affect behaviour. One study233 found 
that participants were 5 times more likely to choose to protect their privacy for $2 when this 
was the default – that is, participants were more likely to be willing to accept the cost than to 
actively pay it. Also, several studies have indicated that citizens are unlikely to read terms 
and conditions before engaging with online services that may use their data234,235,236. This 
may be associated with a lack of understanding, and a lack of trust – which may contribute 
to the sense of resignation referenced above. Other contextual factors may also be 
important in determining citizen behaviours; a recent study from the American Marketing 
Association found that consumers were more willing to self-disclose personal information on 
smartphones than personal computers237. The authors suggested this might be due to 
feelings of comfort associated with smartphones, and a tendency to narrowly focus attention 
on the task at hand when using a smartphone due to the relative difficulty of working on a 
smaller device. 
 
Privacy and security concerns could affect consumer behaviour, with potential 
economic impacts. An OECD analysis12 suggests that privacy and security concerns play a 
key role in determining whether consumers shop online, although with significant 
geographical variation, for example with respondents in Switzerland and Slovakia far more 
likely to not order online due to privacy concerns (over 60%) than those in Ireland, Poland 
and Czechia (under 10%). 
 
Citizen perspectives on the balance between privacy and security may be influenced 
by global events and change over time as historical memories fade. In surveys by the 
Pew Research Center between 2004 and 2016, most US respondents were more concerned 
that US anti-terrorism policies (see Section 3.3.3) had “not gone far enough to protect the 
country” than “had gone too far in restricting civil liberties” – with the notable exception of 
2013, shortly after the Edward Snowden leaks238. However, the evidence is uncertain in this 
area. One UK survey in 2014 found that 90% of respondents thought that surveillance 
technologies improved national security, and 80% thought governments should use them239, 
while another in 2016 found that a majority were not comfortable with surveillance of their 
communications without consent, in the context of a terrorist threat240. There may also be 
parallels with public perceptions around citizen data use for biosecurity and public health, 
and how this is balanced with privacy considerations, in the context of the COVID-19 
pandemic. This is explored further in Section 10. More broadly, citizen values could also shift 
in response to increased awareness and experience of data use for public benefit, which 
could be felt differently by citizens across and within different regions. 
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Citizen attitudes, and behaviours around use of data about them, are likely to vary 
with the type of data being used, and the wider context of how it is used. Some 
different types of citizen data that might be collected, analysed and used by businesses or 
other organisations were discussed in Section 1.2 and illustrated in Figure 2. These can vary 
in (for example) sensitivity, value to different actors, and in how much information they can 
reveal about individuals or groups. A recent UK project based on focus groups and 
workshops found that participants expressed more nuanced values around the use of their 
data, once they explored the topic considering different types of data241. This variation is 
perhaps most clearly demonstrated by citizen attitudes to use of health and medical data, 
which can be complex, different to other types of data, and particularly dependent on who 
the data is being shared with and for what purpose242. Similarly, a recent study found that 
citizens assigned a higher monetary value to protecting financial and medical data than 
electricity usage and physical activity records243. As discussed elsewhere in this report, 
different types of data can be linked and aggregated to produce outcomes that may not be 
anticipated by citizens when consenting to sharing their data, further complicating attitudes 
and the ability to make an informed choice. 
 
It is unclear whether reported attitudes and values are a driver of, or reaction to, 
existing differences in data systems. If genuine differences in citizen values related to 
data use across the world exist and persist, this could create challenges for convergence 
and harmonisation of data systems, for example through international agreements as 
discussed in Section 3.4. At the same time, countries can collaborate together and 
recognise that different cultures have different ways of delivering high standards of data 
protection and privacy.  
 
A greater understanding of the likely behavioural response to measures intending to 
address data issues could be key to their success or failure. For example, policy 
interventions increasing transparency or individual control over use of data could have 
varied impacts depending on factors such as timing, framing, and existing norms. The ability 
of companies, governments or others to set the defaults around data use may play a major 
role in determining attitudes and setting data norms – particularly in emerging data 
economies and where existing models are exported through trade or by international 
governments (see Section 6.3).  
 
4.2 Business models and use of citizen data 

Service offerings and business models partly determine what types of citizen data are 
collected, how datasets are linked, and how data is used. Businesses may generate 
revenue directly from data, for example by selling targeted advertising space or aggregated 
data and associated insights. Businesses may also use citizen data to drive efficiency or 
maximise profit elsewhere, for example by informing product or service development, 
predicting demand, or identifying cross-selling opportunities. A company with broad service 
offerings across social media, e-commerce and payments will collect data in all of those 
areas. Data brokers may prioritise collection and linkage of broad citizen datasets that are of 
value to many sectors or focus on specific datasets of interest to a certain domain such as 
health and life sciences.  
 
Citizen data is important to business models and is an input across many sectors, 
from automotive to life sciences. Businesses across sectors can also directly and 
indirectly create value by sharing the data they have collected with other businesses. This 
value could be from encouraging open innovation, building trust, improving market reach, 
addressing sector challenges, optimising supply chains, or gaining other insights through the 
shared data244. In the UK, regulated sectors, such as financial services, telecommunications, 
and energy provision, are examples of sectors where effective data sharing (when 
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customers want to switch providers) has made the customer experience better. Through 
Smart Data initiatives regulators and government are working to enable consumers and 
SMEs to make even better use of the data that firms hold about them, by allowing them to 
get help from third parties to make use of their own data, facilitating innovative new services, 
greater consumer choice, competition, and innovation245. 
 
Here we focus on technology companies and those operating online platforms, where the 
explicit use and analysis of citizen data forms a core part of their business models. Some 
emerging alternative business models, and the potential impacts of the COVID-19 pandemic 
on them, are discussed in Section 9.1. 
 
Where revenue is generated from data itself, the need for customers can create 
privacy risks by widening access, or otherwise incentivise behaviour that could harm 
consumer welfare. It can incentivise actions such as selling access to datasets that could 
be de-anonymised (with or without the vendor’s knowledge), or third-party data access for 
research or political advertising246. Where revenue is not directly linked to data, there may be 
more of an incentive for businesses to restrict access. For example, Apple relies 
comparatively less on advertising revenue than other tech giants such as Facebook and 
Google, instead making the majority of its revenue from hardware sales. Some have 
suggested they use privacy as a selling point to increase customer retention247. For 
businesses that offer free services and generate revenue from digital advertising, customers 
pay indirectly by providing their attention and data248.  
 
Today’s dominant business models are shaped by the systems they grew in. Globally, 
US and Chinese companies dominate. US companies have typically relied on fewer revenue 
streams249 at least initially, but their rapid rise to global dominance in certain areas has 
enabled them to diversify and consolidate data sources (see below). Some Chinese firms 
have developed wider offerings; coming slightly later to the market with favourable domestic 
conditions and a lack of existing infrastructure, many companies developed multiple revenue 
streams and data sources that link and reinforce (e.g. messaging, mobile payments, cloud, 
marketplace)250.  
 
Europe generally does not have data-driven businesses of the same size, despite 
having a higher population than the US and having an economy comparable with the 
US and China on most measures. EU citizens are therefore often reliant on US companies 
for some services, such as online search. In the top 30 internet companies by market 
capitalisation, there is only one European showing, Spotify, with a valuation of $26 billion251 
in 2019252. Among the world’s 2000 largest public companies in 2019, none of those focused 
on online retail or computer hardware were European, and large European companies in 
software and computer services were mainly focused on business customers (e.g. SAP and 
Accenture). 
 
SMEs form a large part of the European data economy. One study indicates that the 
majority of data users and revenue for companies in the EU data economy was associated 
with companies of less than 250 employees. This is to do with the large numbers of SMEs in 
Europe (99% of all businesses)253, as average investment and revenue is much higher for 
larger companies and their number is growing faster than SMEs254. As of July 2020, 59 out 
of a total of 479 ‘unicorns’ (private companies with a valuation over $1 billion) were located 
in Europe (not just the EU), including 25 in the UK. In almost all of these, data was a major 
element of business or operations (34 of these companies are fintech, AI, internet, e-
commerce, data management, cybersecurity or hardware focused)255. However, the US and 
China had far more than Europe, with 228 and 122 respectively, which were again mostly in 
data related sectors such as AI and fintech. The UK has strengths in AI in particular, with 
established players and start-ups such as Babylon Health in the healthcare sector and 
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Darktrace in cybersecurity. Increased access to data from both the public and private sector 
(as well as improved skills supply) could further support growth in this area256. 
 
There is debate as to how much the European data system is a driver of, or reaction 
to, its data economy. There is evidence that more restrictive data policies, including privacy 
and data protection, have a cost to trade and productivity (see Section 5). However, some 
have suggested that wider factors, such as access to funding and attitudes to risk, have 
played a more important role in the development of the European data economy257. One 
suggestion is that “a market economy cannot function without trust, and the data economy is 
no exception”258. The potential of trust and ethics as a competitive advantage for Europe is 
often emphasised, for example in the development and adoption of AI259. This is sometimes 
challenged by those who highlight the power of access to larger datasets (see Section 8.1), 
or the potential for regulation to create barriers to positive innovation260. To some extent, 
policy may also be a reaction to the state of its data economy: the EU may be able to afford 
to lead the way in data protection regulation because it lacks the dominant tech giants that 
may be vulnerable or resistant to such regulation (although see further discussion on this 
below).  
 
In the US, many internet companies initially relied on narrow revenue streams to build 
global scale. In 2018, the majority of Google and Facebook’s revenue was from advertising 
(>80%; >90%), Apple and Microsoft’s from product sales (>85%; >70%), and Amazon’s from 
retail (>75%)261. This is not always the same as major sources of profit. For example, in 
2018 over 50% of Amazon’s operating income was from cloud services262. US companies 
are dominant in UK online search, social media and mobile operating systems5. At a global 
level, these trends persist, with Google dominant in search (>90%) and Facebook in social 
media (>60%)263. The scale and user base developed through the core offerings of such 
companies has supported later expansion, shifts or pivots into e.g. cloud computing, 
subscription services264, digital currency265 and projects in sectors from health to mobility266.  
 
The US data economy has developed alongside permissive, free market policies in 
areas from privacy to competition. While US companies received early government 
support, often in the form of public R&D programmes267, there has been relatively little 
intervention in the collection and use of citizen data, mergers and antitrust, and similar policy 
areas1 (see Section 3.3). Many companies have grown by acquiring competitors or 
potentially valuable companies, often significantly increasing the volume of data held. From 
2009-2019, the 5 largest firms (Google, Amazon, Facebook, Apple, Microsoft) made over 
400 acquisitions, none of which were blocked by competition authorities, and very few of 
which were scrutinised5. Often large firms have acquired a highly capable firm operating in 
an adjacent or overlapping space, for example Google acquiring Youtube in 2006 and 
advertising technology business Doubleclick in 2007, and Facebook acquiring Instagram in 
2012268. As discussed in Section 2.2, it has been speculated that some acquisitions of 
smaller companies have been motivated by a desire to acquire their data assets or 
complementary sources of data. Companies that offer a range of services have more 
opportunities to gather rich varied data on consumer behaviour, which can then be used to 
improve services and better target advertising and so may provide a competitive advantage.  
 
More recently – alongside increased consumer and policy interest – the largest 
internet companies all support some increased regulation, including forms of federal 
privacy law in the US269. There are concerns that this support comes from the belief that 
such regulation could serve business rather than consumer interests, by acting as a barrier 
to entry for smaller enterprises and consolidating the market positions of big tech 
companies270. There are also concerns that that online platforms are incentivised to interpret 
existing data protection regulation in a way that entrenches their own competitive advantage, 
for example by denying third parties access to data that is necessary for targeting, 
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attribution, verification and fee or price assessments, while preserving the right of third 
parties to use this data within their own platforms21. 
 
In 2019, Chinese companies made up 9 of the top 30 global internet companies by 
market capitalisation, with Alibaba and Tencent both valued around $500 billion, up by 
about 100% since 2016251. Chinese business overall has seen huge growth: the share of 
total revenue among Chinese companies tracked in the Fortune Global 500 has increased 
from 6th ($1.1 trillion) in 2008 to 2nd ($7.9 trillion) in 2019271. Spending on all R&D, largely 
financed by business, has increased rapidly in China, reaching $463 billion in 2018 (second 
only to the US) but still only 2.1% of GDP272.  
 
Internet companies in China often developed wider infrastructure alongside their 
early core business, providing diverse data and revenue streams. For example, in the 
early 2000s many companies developed payment systems to overcome challenges with 
patchy online banking and credit/debit card coverage. Alipay overtook PayPal to become the 
largest mobile payments system in the world in 2013273, and non-bank online payments 
exceeded debit card expenditure in China after 2015274. These factors may have played a 
part in China’s recent plans for a central bank digital currency, although the role of Alipay 
and others in this is uncertain275. Similar businesses include Meituan which has expanded 
from a group-buying app to providing more than 30 services from food delivery to travel. This 
starting point has positioned many companies for further expansion, for example with 
Alipay’s rebranding as ANT Financial in 2014276 and subsequent moves into credit scoring277 
and facial recognition payments278. 
 
Chinese companies dominate the domestic market and are expanding and competing 
elsewhere. Domestic firms dominate virtually every citizen-data-related sector in China279. In 
many cases companies still rely on domestic activity for the bulk of their revenue (92% for 
Alibaba280 in 2018) but recent shifts are towards acquisitions and expansion overseas. For 
example, Tencent and Alibaba are investing heavily in India and Southeast Asia281. Wider 
programmes such as the Belt and Road Initiative support this (see Section 3.1.5). More 
recently, companies such as ByteDance have had increasingly rapid success in Western 
markets (ByteDance’s TikTok was the 4th most popular US iPhone app in 2019)282. This can 
come with political pressure and regulatory challenges – for example in the US, TikTok 
agreed to pay $5.7 million to settle FTC allegations of a violation of the Children’s Online 
Privacy Protection Act283. 
 
Rapid growth and expansion of data businesses in China has occurred alongside 
protectionist international data and digital trade policy; and perceived risks may be a 
barrier to expansion in some markets. China has data and trade policies that can act as 
barriers, and it has been suggested that this, along with the large domestic user base, strong 
government support for “national champions”, wider industrial policy, and favourable 
government procurement284, have supported the growth and expansion of domestic 
companies. More recently, perceived economic security risks and political developments 
may be leading to trade policies in other countries that could slow expansion into their 
markets285. 
 
Data brokers operate in all these regions. Companies such as Acxiom, Oracle and 
Experian use citizen data from many online, offline and cross-device sources to develop 
insights and products from consumer segmentation286 to credit scoring. In 2016 most large 
data brokers were based in the US and make the majority of their revenue there287. US data 
brokers are subject to scrutiny from the FTC288 and others, and regulated in some specific 
cases (see Section 3.3) and states (such as Vermont289), but are not subject to 
comprehensive regulation regarding use of citizen data in all contexts. In the EU, where 
such activities are subject to regulation such as GDPR, some data brokers and those 
providing them citizen data have faced complaints290, assessment notices291 and fines292. 
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These have been in response to perceived or actual violations such as sharing sensitive 
personal data with other organisations without obtaining informed consent. In China, 
companies are subject to provisions in the Cybersecurity law and others (see Section 3.1) 
regulating the collection and sale of citizen data293, with penalties including fines and prison 
time for offences. Data brokers often claim that they keep individual consumers’ identities 
anonymous. However, critics suggest this is misleading, as the sensitive data that brokers 
gather and link together, such as device location, can effectively be used to identify people 
and should be considered personal data under GDPR294 (see Section 7.3 for a discussion of 
the evidence around this).  
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5 Impacts of data regulations  

Regulations regarding the use of data can be effective in achieving desired outcomes or can 
have unintended negative consequences in other policy areas. Effectiveness may depend 
on the resources dedicated to enforcement and involve partners and agencies in other 
countries or regions. This section explores emerging evidence on the enforcement and 
effectiveness of recent data regulations, their economic and social impacts, and how they 
might affect business practices, international trade, and interactions between regional data 
systems.  
 
5.1 Enforcement and effectiveness 

Some evidence is emerging that major data regulations are being effectively enforced. 
In the first year of GDPR, most national authorities registered an increase in data regulation 
activity, with more than 280,000 cases, including more than 140,000 complaints and more 
than 89,000 data breach notifications, and over 440 cross border cases295. As of July 2020, 
almost €176 million of fines have been issued in at 24 countries, with the largest single fine 
being a €50 million decision against Google296. There has also been a reported increase in 
awareness about data protection rights among EU individuals compared to 2015295. A recent 
report from the European Commission evaluating GDPR after two years297 suggested that 
overall it was considered to have successfully met its objectives, but expressed concerns 
also shared by others over country-to-country differences in enforcement and associated 
dedicated resources, and a lack of effective cooperation between national data protection 
authorities on cross-border cases298.  
 
There is evidence that the GDPR right of data portability has been implemented very 
differently by organisations. In response to requests in one study, some organisations 
provided machine-readable data, others provided screenshots or paper, and in one case the 
request caused a data breach as data relating to other people was provided9. Initiatives such 
as the Data Transfer Project (DTP) could help to standardise approaches to data portability. 
The DTP is a collaboration of organisations including Apple, Facebook, Twitter, Google and 
Microsoft, aiming to build an open-source, service-to-service platform to enable users to 
move their data easily and securely between service providers299. This could support new 
entrants to the market, as with the recent integration of Solid (Tim Berners-Lee’s model of 
control for online social data) and Mastodon (an open-source social media platform similar to 
Twitter), but may not address all perceived concerns around effective competition and 
consumer choice300. Data portability initiatives and rights more broadly could also support 
uptake of some alternative models of data governance as discussed in Section 9.2, 
especially when collectivised. 
 
Impacts of regulations on accepted standard business practices remain unclear. For 
example, the effect of GDPR on online advertising practices is still to be seen. Very early 
and limited data suggested that GDPR reduced the number of trackers per webpage. 
However, it was found to have a disproportionately negative effect on smaller advertising 
technology companies compared with the tech giants301. A more recent study found that 
there was a temporary reduction in the number of ‘ID syncing connections’ (e.g. cookie 
syncing) around the time of GDPR implementation, but that this later stabilised and that 
overall the amount of tracking was unaffected. The study authors suggest this may be due to 
companies not significantly changing their business practices but taking time to make their 
existing processes compliant with GDPR302. In June 2019, the UK Information 
Commissioner’s Office (ICO) found that the sharing of personal information by advertising 
technology companies’ ‘real time bidding’ practices remained “disproportionate, intrusive and 
unfair” and parts of the industry needed to improve in order to ensure compliance with 
GDPR and other data laws303. It is still to be seen what impact this will have in the industry, 
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and in May 2020 the ICO paused their investigation due to the COVID-19 pandemic304. A 
study on Internet of Things devices located in the US and UK found that most network traffic 
from both US and UK devices terminated in the US – although UK devices contacted slightly 
fewer third parties – while Chinese devices were more likely to send traffic to China (e.g. to 
cloud providers)305. 
 
5.2 Economic and wider social impacts 

Evidence is also beginning to be explored around the system-wide economic impacts 
of different approaches to data regulation. Estimates generally suggest that restrictions 
on data flows and use impose costs on trade and productivity306. More recent evidence has 
attempted to look at these separately, with a study from ECIPE suggesting that trade in 
services is mostly negatively affected by restrictions in cross-border data flow307. Particularly 
restrictive countries such as China and Russia could be limiting services imports because of 
this308. Restrictions on both cross-border data flows and domestic data use may also have a 
negative effect on domestic productivity. Another ECIPE study found that more restrictive 
policy regimes had a significant negative effect, particularly for data-intensive sectors such 
as retail and information services309. Even in an internationally isolated system, there may be 
some productivity benefits from lower restrictions on data use. This could also apply for 
public good uses of data such as research. 
 
The choice of regulatory model must also account for ethics, privacy and security, 
and how these could feed back to the economy and data use. Both privacy and security 
concerns could affect consumer behaviour (see Section 4.1), so there is an economic and 
business case for data protection. There are also costs and risks related to cybercrime and 
national security. Reports claim that cybercrime may have global annual costs of up to $600 
billion310, which may be partly mitigated by data policies that reduce vulnerabilities to such 
crimes311, and that enable appropriate data sharing between enforcement organisations. A 
lack of controls to ensure data is used appropriately could increase other risks such as 
targeted disinformation (see Section 7.3). As such, some economists have suggested that 
deciding the optimal amount of privacy should not be led by economic, trade or innovation 
concerns alone312. 
 
We are still developing approaches to understand the impacts of different regulatory 
approaches, and particularly how to balance economic, social and security outcomes. 
Fundamental concepts, such as how to measure international data flows in trade statistics313 
and how to value data across sectors and uses4, are not yet well defined and agreed. While 
there is emerging evidence on individual areas and outcomes as described above, there 
does not appear to be a clear way to compare outcomes across all these areas. Some have 
suggested that international policymaking could be based on a triangle between openness, 
efficiency and security. Well-designed data infrastructure (from datasets through to 
standards, and the organisations and communities involved with data) could help to manage 
potential trade-offs between citizen privacy, national security, economic productivity and 
international trade and competitiveness314. 
 
5.3 Impacts on data systems and interactions 

Emerging regulatory models may be taken up in other regions, with impacts on how 
global data systems interact. If a major initiative such as GDPR is globally successful, 
then companies, business models and regions set up early to work within it could have first-
mover advantages as the standard spreads. Alternatively, there could be a first-mover 
disadvantage if there are unforeseen negative effects such as trade barriers or higher costs 
of compliance for smaller businesses, restricting use of data and stifling innovation. This 
could lead other regions to take new approaches, potentially creating new regulatory blocs 
and requiring rollback or changes to existing models. At the moment, GDPR is already 
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having an impact on standards outside the EU; countries such as Argentina and Japan have 
reached adequacy agreements, and similar laws have been developed in California315 and 
Brazil316, as previously discussed. For developing countries in particular with more limited 
resources, there is a risk that they implement data regulations initially designed for higher 
capacity countries, but without the requisite capabilities and resources to put in place 
effective enforcement and accountability mechanisms; this could negatively affect the level 
of trust in and overall effectiveness of such regulations317. Potential future trends are 
discussed in more detail in Section 6.3. 
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Part 2: Future paths 

6 Global trends are likely to be mirrored in data systems 

Shifts in demographics and politics, increased uptake of technologies and other megatrends 
will affect the dynamics of data systems. This section explores how such changes could 
interact and impact future paths, focusing on: how macroeconomic shifts could change the 
power of certain data blocs; how changes in demographics and internet uptake may affect 
the number of internet users and associated volumes of data; how wider geopolitical trends 
may play out in data systems; and how rising energy demands and environmental concerns 
could affect computing, communication and use of data. 
 

 
Figure 6 – Summary of some key global trends that are likely to be mirrored in data systems discussed in this 

section. 

6.1 Shifts in economic gravity 

In recent years emerging markets and developing economies have become 
increasingly important in the global economy, and now account for over 75% of 
global growth in output and consumption318. China and India have had consistently 
higher GDP growth rates than the USA or Euro Area since 2001319. Projections from 2017 
suggest the global economy will shift eastward to 2050, with the largest 7 emerging 
economies surpassing the G7 in their share of the global economy320. 
 
From 2005 to 2017, developed countries’ importance as suppliers of both goods and 
services declined, although in services they still accounted for about two thirds of 
exports321. Similarly, the proportion of trade between developing countries has been higher 
than that with developed countries since 2011322. Between 2017 and 2018, the largest such 
trade growth measured by UNCTAD (United Nations Conference on Trade and 
Development) was seen in the East Asia regionj. Much of the growth within this region was 
due to trade with China, and China itself outpaced all other regions tracked321. 
 

 
j Although the largest percentage growth rates relative to 2016 were seen in Sub-Saharan Africa, 
South Asia and West Asia/North Africa 
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If current trends hold, the influence of emerging and developing economies, 
particularly China and India, will increase relative to the US and Europe. The incentives 
for global businesses to operate within and trade with the data systems of these economies 
may increase in parallel. This could mean that other regions lose some of their soft power 
over data, or lead to protectionist moves in economic or data policy. The impact on data 
systems may depend on how far any regulatory measures affect digital services and data 
standards. 
 
The models of data governance and use that emerging economies are adopting now 
are likely to affect these dynamics, and the power of certain blocs. For example, while 
Europe’s overall share of the global economy might decline, the spread of GDPR elsewhere 
could give the EU a long lasting influence on rules and norms in data systems, potentially 
dependent on whether any updates and modifications to GDPR are also followed elsewhere. 
Alternatively, further uptake of a Chinese model of data governance would create a different 
scenario. 
 
More recent evidence highlights uncertainty. A business-as-usual projection would 
assume China continuing to grow faster than other regions, and overall continuing 
international actions to reduce global trade barriers. However, both of these show signs of 
slowdown or change – GDP growth in China has slowedk from an average of 7.1% (2011-
18) to 6.2% (2019), and a series of trade barriers (such as new tariffs) introduced since 
2018l appear to be affecting trade flows and prices323. The ongoing impacts of the COVID-19 
pandemic may also have long-term and as yet uncertain impacts on the global economy and 
growth in different regions. 
 
6.2 Internet demographics 

A large proportion of citizen data is generated through interaction with the internet. 
More than half the world’s population is now online, according to 2018 International 
Telecommunication Union (ITU) estimates324. The impact of internet usage growth on the 
trajectory of global data systems is complex, because of variation at the level of regions, 
countries and users, and the relationship between internet uptake and data generation and 
use. 
 
At the level of ITU regions (see Figure 7), internet use is near saturation in Europe, 
with 80% uptake in 2018, and joint lowest regional growth rate since 2005 along with 
the Americas324. In contrast, 2018 uptake in Africa stands at only 26%, but it is the region 
that has shown the strongest growth since 2005, when uptake was only 2.1%. In absolute 
terms, Asia-Pacific had far more internet users in 2018 than either Europe or the Americas, 
despite having the second lowest uptake (46%). However, there is considerable variation on 
smaller scales within these regions, between and within countries. For example, in 2017 
Eritrea had 1.3% uptake while Morocco had 61.8%. In 2017, China and India were the 
countries with the largest number of internet users, and China alone had more internet users 
than Europe or the US325. 
 
In 2030, at median UN population projections326, Africa would only need to increase 
uptake to just over 40% to have more people online than Europe (assuming no change 
in European uptake). Even with no change in uptake across the board, the difference 
between Europe’s user base and the largest region, Asia-Pacific, would increase, while the 
gap between Africa and Europe would decrease. Figure 7 shows projections for number of 
internet users in different regions in 2030 for different levels of internet uptake. The Global 

 
k Although other developing regions such as India and Brazil have not experienced similar slowdowns 
l Particularly between the US and China 
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System for Mobile Communications Association estimate that Sub-Saharan Africa will have 
a mobile internet penetration rate of 39% by 2025327.  
 
As with the wider economy, the internet and global data economy are likely to 
experience a shift eastward and towards developing economies. This could mean 
businesses and governments must deal with differences in data governance between a 
wider range of countries or regions. This could increase the impact of these differences, 
particularly if they create barriers to exchange or processing of data, or privacy/security 
tensions as data flows across borders. 
 
It is not clear how internet user numbers will translate into other factors, such as 
volume of data generated, breadth of activity, or market size. For example, in Q4 2018, 
Facebook reported far more total revenue and revenue per user in the US and Canada than 
any other region, despite having about 4 times as many monthly active users in Asia-
Pacific328. This was because revenue per user was more than 11 times as high in the US 
and Canada. Similarly, bandwidth use may differ markedly between regions. More broadly, 
even if increasing volumes of data are produced by emerging economies, the commercial or 
other value extracted from such data may still be mainly realised by advanced economies 
with substantial existing data sources, infrastructure and dominant businesses329.  
 

 
Figure 7 – 2030 projections for number of internet users in millions in each ITU region330 at median UN 

population projections326 and different levels of internet uptake. Note that ITU regions do not cover all countries 
included in UN population projections, and only those countries within each ITU region have been counted. CIS 

is the Commonwealth of Independent States. 
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Figure 8 – Changes in internet uptake (top panel) and number of internet users (bottom panel) across the world in 2007 and 2017. Data from the World Bank325. Microsoft 

product screen shots reprinted with permission from Microsoft Corporation. 
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6.3 Geopolitics and data governance 

Data systems have developed partly as the expression of geopolitical aims, and partly 
in reaction to the actions of other regions. For example, at the time of the emergence of 
the global internet, which mostly grew from US initiatives, European and US governments 
and private actors advocated a multi-stakeholder governance model, while China and 
Russia advocated a data sovereignty model, giving more power to national 
governments20,331. The former approach prevailed when management of unique identifiers 
transferred from US oversight to the Internet Corporation for Assigned Names and Numbers 
(ICANN) in 2016332. EU and US values around data governance generally diverge more 
elsewhere (see Section 3). 
 
An expanded model of data sovereignty may now be spreading, with measures that 
affect both internet freedom and wider data use. Such measures include data localisation 
and retention laws, restrictions on the use of encryption, requirements for stronger user 
identification, mandated access to citizen or company data, censorship and controls on 
international data flows. This is commonly described with reference to China, but elements 
can be seen in many countries, from a Russian sovereign internet bill333 adding to existing 
localisation requirements334, to proposals in India which originally required local storage of 
personal data335, which some have seen as a way to counter US dominance in the data 
economy336,337.  
 
According to Freedom House, elements of the Chinese data system are being actively 
exported. Companies have exported network equipment to at least 38 countries, technology 
such as facial recognition to at least 18 countries, and government training on data 
governance to at least 36 countries82. 
 
Extraterritorial aspects of the GDPR338, such as its application to data processing outside the 
EU when related to targeting of subjects inside, and adequacy requirements for international 
data transfer, could be viewed similarly as exporting EU data governance and values. Its 
influence on emerging regulation elsewhere, and as a factor for EU market access, can also 
be viewed through a geopolitical lens. Conditions on data have also formed part of major 
trade deals as described in Section 3.4. 
 
The approaches of existing and emerging data economies may be influenced by 
pressure from external data systems and businesses. Of the countries tracked by 
UNCTAD339, as of August 2020 66% have clear legislation on data protection, reduced to 
55% in Africa and Asia. Far fewer have full or partial adequacy with GDPR340. Geopolitical or 
economic pressure, whether direct or indirect, could contribute to the spread of systems 
aligned to certain values; and the potential for reaction against this by other regions or 
systems. 
 
The data collected in systems aligned to certain models may be more readily available 
to companies or governments within that system. For example, Chinese companies may 
gain access to more diverse data for algorithm training from external regions adopting the 
Chinese model (as mentioned previously, Guangzhou-based company Cloudwalk have a 
reported agreement to use image data from Zimbabwe to train better facial recognition 
algorithms for darker skin tones). Companies operating in regions with GDPR adequacy may 
be more easily able to consolidate and use European data for analysis.  
 
Businesses may have to comply with conflicting rules in regions with different 
models or miss out on market access in some countries. Where market access has a 
financial burden, this may challenge newer entrants and strengthen the position of 
established players. In addition, in the case of stringent EU data regulations, internationally 
operating companies may adopt compliant policies across their global operations as the 
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price of participating in the large EU market, in order to avoid the costs associated with 
running separate compliance regimes341. For example, Facebook, Google and Microsoft 
have each adopted a single global privacy policy that mirrors the GDPR. This can lead to 
what law professor Anu Bradford has termed ‘the Brussels Effect’, where EU regulations 
become widely adopted even outside the regulatory region. This could be considered 
another form of exporting EU data governance and values internationally.  
 
Shifts in values and politics across the world, and the success of new multilateral 
approaches, may affect all these geopolitical processes and interactions. If political 
leadership changes in one or more regions, that could drive harmonisation or divergence. 
For example, presidential or other election results in the US might affect the likelihood the 
US aligns with or diverges further from current or proposed approaches to competition of 
digital markets in Europe. If certain regulations are seen as having negative impacts on 
businesses or citizens, this could lead to rollback of existing regulations and lack of further 
uptake. This is explored in our ‘Deregulation’ future scenario in Section 11.6.  
 
6.4 Energy and environmental impacts 

Data-driven technology is seen by many as vital to enabling more efficient use of 
resources and supporting sustainability. For example, DeepMind have developed an AI-
driven system to improve the efficiency of Google’s data centres, with claimed energy 
savings of 30%342. This approach required large amounts of data, with more than 75 million 
training examples needed. Machine learning could benefit climate change mitigation, for 
example in forecasting energy supply and demand, supporting electric vehicles, and 
optimising systems within buildings to reduce the amount of energy used343. 
 
However, communication, data storage and processing also have energy demands 
and could lead to increased environmental impacts. If digitisation, communication and 
data use continue to grow, then specific technologies, infrastructure, policies and incentives 
will help determine these energy and environmental impacts, and how they feed back to 
shape other elements of data systems. By some recent estimates, global digital energy 
consumption is increasing about 9% a year, and its share of global greenhouse gas 
emissions could reach almost 8% by 2025, in a worst-case scenario344. Another study 
estimates it could reach 14% by 2040345. The energy intensitya of the digital industry may be 
increasing, one estimate suggests by almost 4% per year344, while overall world energy 
intensity is decreasing. Related greenhouse gas emissions could vary considerably around 
the world, depending on energy mix and carbon intensities. For example, developing 
countries investment in clean energy fell in 2018346, and the emissions of comparable digital 
infrastructure (data centres, laptops, etc) are estimated to be larger in China and the US 
than in Europe344. 
 
Data centres have been estimated to contribute around 19% of digital energy 
consumption344. Their energy demand could actually decrease in the near term despite 
increasing use, due to factors including a shift to larger scale data centres with higher 
capacity, bringing improvements in efficiency347. However, theoretical or practical limits may 
curb the potential for further progress348. Future improvements may require more radical 
developments in computing technology (see Section 8.2) or data centre infrastructure. 
 
The interplay between data use and energy consumption could be both a driver and 
outcome of specific data systems. Increasing energy demands could drive innovation and 
efficiency, but these could lead to rebound effects further increasing demand349. If attitudes 
and approaches vary across the world, this could affect the dynamics between data 
systems. For example, domestic incentives (or stringent restrictions) to encourage 

 
a Units of energy per unit of GDP 
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sustainable processes in specific regions could lead to offshoring of data processing and 
emissions, and/or cause an imbalance in approaches to data processing that are available in 
different regions, potentially leading to wider economic and commercial impacts. 
Alternatively, concerns over environmental impact and different approaches between 
regions could limit international data transfer. General global or domestic progress around 
wider energy and environmental impacts could reduce the need for data-specific 
considerations, for example if there is a large shift to renewable energy, or if broader energy 
policies incentivise ‘green’ computing. 
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7 Data growth is likely to increase opportunities and risks 

Recent measures and predictions suggest rapid growth in the number of data-generating 
devices, and the associated volume of citizen data they generate. This section explores the 
potential impacts of growth in data volume and variety, including economic, social and other 
benefits, and risks related to malicious and unintended misuses of data. We focus on 
managing privacy risk associated with larger datasets, the benefits of data use and re-use 
for the economy, research and public services, and risks related to data security, online 
targeting and system vulnerabilities.  
 
7.1 Growth in data volume and variety 

Most reports have recorded and continue to project significant increases in the 
volume of general data generated, and the number of devices involved – although 
estimates and projections are inconsistent and often revised. For example, in 2011 
Cisco projected that there would be 50 billion connected devices by 2020350, but in 2019 
they revised this down to 28.5 billion by 2022351. The widely cited statement that “90% of 
data was created in the last two years” has been in circulation since at least 2013352 and is 
hard to verify. Despite a general lack of high-quality evidence with clear sources and 
methodology, almost all reports agree that there will an increase in the number of devices 
and amount of data created. As an example, global internet traffic has increased significantly 
in recent years (see Figure 9). However, several of our interviewed experts highlighted an 
unexpected reversal of this trend as a potential significant disruptor to expected future 
trajectories. 
 

 
Figure 9 – Global internet traffic in pb (petabytes) per month, from the year 2000 to 2017. Data from Cisco353. 

The variety of devices that collect, process or transmit citizen data is increasing, both 
in the consumer market and beyond. For example, it has been reported that over 180 million 
people in the US now use connected TV devices354, and emerging smart city projects will 
use large numbers of data-gathering sensors monitoring aspects of human behaviour and 
activity355. This will contribute to what has sometimes been referred to as “datafication” of 
society, whereby an increasing proportion of peoples’ everyday lives are recorded and 
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represented as data, for example through interactions with objects that previously were not 
digitally-enabled such as listening to music or reading books. This has potential implications 
not only for individual privacy, but also for the many industries and organisations which may 
benefit from access to this data, and wider society through how this data is used356. 
 
New technologies are likely to create entirely new sources and types of citizen data. 
For example, brain-computer interfaces could collect very sensitive citizen data. These have 
great potential for applications, from mind-controlled prostheses to enabling generation of 
speech from thought. However, they already raise ethical questions over the privacy of 
thought, individual agency and personal identity357.  
 
Existing data sources may also be used in new and unexpected ways in future. For 
example, image data from social media sites can be used in training facial recognition 
algorithms358, and potential future uses of genomic data include predicting behavioural traits. 
New uses of existing data may come about as new approaches to analysis are developed, 
as discussed in Section 8.1. 
 
This growth in data could bring enormous benefits (see Section 7.2), such as increased 
effectiveness and efficiency of public services, better outcomes from research and 
development programmes, and direct improvements in consumer welfare. The size and 
scale of these benefits may not be evident immediately, for example with the long-term 
research and health potential of collecting DNA data alongside routine care359.  
 
It may also bring increased risks (see Section 7.3), including security and privacy risks360, 
and new malicious uses of data. If many more organisations are collecting and collating 
citizen data through more devices and sensors, that may create unforeseen challenges to 
interoperability, liability or control over data. 
 
The balance of these benefits and risks will depend on the interaction between 
commercial incentives, consumer behaviour and regional regulatory and data 
governance environments. Advertising driven business models may enable more services 
to be delivered for zero price to consumers but may increase the likelihood of tracking or 
targeting using citizen data, including data sharing with third parties. 
 
Growing volume and variety of data is likely to increase the potential of re-
identification from datasets now considered anonymous or de-identified. Many studies 
have already demonstrated re-identification of individuals from supposedly anonymous 
datasets361. Well-known re-identifications include Netflix subscribers in a large “anonymised” 
ratings dataset362, and the identification of the governor of Massachusetts by linking 
“anonymous” medical data with voter lists363. While many of these cases were due to poor 
anonymisation practices, even datasets published at a high level of aggregation (such as 
census data), using well-established statistical disclosure control methodsb, are increasingly 
at risk of re-identification unless effective measures to protect privacy are used. 
Technological developments to attempt to mitigate these issues are discussed in Section 
8.3. Advances in computing power and algorithms mean that database reconstruction 
attacks, where underlying data can be computed from aggregate tables, are now feasible for 
some large releases364. Recent studies have also challenged the assumption that the 
release of partial or incomplete de-identified datasets provides plausible deniability and 
protects anonymisation, by demonstrating that it is possible to estimate the likelihood of 
correct re-identification even from heavily sampled datasets365. These developments may 
challenge current distinctions between personal and non-personal or anonymised data, 
which will have technical as well as policy implications. For example, GDPR has strict 

 
b Such as suppressing summary data where there are small groups of respondents 
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definitions saying that if data can possibly be used to re-identify individuals, then it counts as 
personal data and is protected as such. 
 
New techniques are being developed to enable data disclosure and analysis while 
protecting privacy366,367 (see Section 8.3), but this may have to be continuously 
balanced with changing risk. In future it is unlikely to be sufficient to satisfy some pre-
defined threshold of anonymity and then release a dataset, because the appropriate 
threshold may change with the availability of new data to link to, or new analysis techniques. 
The potentially variable definitions of personal and identifiable data across the world will 
affect the balance of benefits and risks felt in these regions. 
 
7.2 Increasing benefits from use of citizen data 

Increased volume, variety and linkage of data could support a wide range of social 
good and benefits to citizens – often far beyond the original purposec of the collected 
data.  
 
Data is an increasingly fundamental input to the economy, supporting jobs and 
productivity and benefiting consumers. While it can be hard to measure its specific 
contribution to such complex outcomes, information has always been used to improve 
performance, and data-related activity has become more central to many businesses (see 
Section 4.2). Recent estimates of the global digital economy range from 4.5-15% of GDP, 
accounting for 39 million jobs in 20151. Studies have estimated the combined value of “free” 
services (often involving data-driven business models) provided to consumers in the US at 
thousands of dollars per person per year368. However, emerging literature is challenging 
these findings, particularly for social media services where it is complicated to assess overall 
value to users369.  
 
Citizen data is being used to develop new products and services across most sectors. 
For example, Transport for London’s (TfL) open data supports development of apps such as 
Citymapper and brings estimated total savings and economic benefits to travellers, 
businesses and TfL of up to £130 million per year2. Data portability initiatives that enable 
standardised mobility of citizen data could enable greater consumer choice and drive 
innovation. For example, the Open Banking initiative in the UK already has over 130 third-
party providers of services including financial managers and account aggregators. Further 
proposed uses for this initiative could have wider benefits, such as rapid determination of 
eligibility for legal aid, new services to help financially vulnerable people, and enabling 
charities to access data that support their activities370. Similar approaches are now being 
explored in other countries around the world, including the US, the EU, India, Japan, Mexico, 
Nigeria, and Singapore.  
 
Administrative citizen data can drive research for the public good. In New Zealand, the 
Integrated Data Infrastructure links a wide range of data about citizens across education, 
health, justice and beyond, providing insights into society and the economy to aid 
policymaking371. In the UK, the Digital Economy Act gives the UK Statistics Authority and the 
Office for National Statistics (ONS) powers to provide accredited researchers with better 
access to administrative data to support research projects for the public good372. 
Administrative Data Research UK works with ONS to support use of de-identified data in 
research projects, providing evidence to address societal challenges, and where public 
service provision could be improved across areas such as education and crime373. Citizen 
data can be used to discover and understand potentially hidden inequalities experienced in 

 
c Note the purpose limitation principle under GDPR requires that personal data is not processed for a 
new purpose unless it is compatible with the original purpose, there is new consent, or a there is a 
new legal obligation 
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societies. The UK government’s Race Disparity Unit collects, analyses, and publishes 
government data about ethnic disparities, and supports departments to ‘explain or change’ 
any observed disparities. 
 
Citizen data generated and held in the private sector can also be valuable beyond its 
original purpose. In the UK, the Consumer Data Research Centre manages research 
access to data from private and public organisations, to provide insights into consumer 
behaviour that can drive economic growth and improve society, for example using smart 
electricity meter data to identify and support vulnerable energy consumers374. 
 
Wider use and sharing of citizen data can have direct benefits to public service users 
and providers. Digitalisation of public services is already delivering benefits to governments 
and citizens, from Estonia’s digital ID supporting 99% of services to be online375, to use of 
AliPay reducing waiting times for public services such as booking hospital appointments in 
China252. In the UK, a report from the National Audit Office said that better use and sharing 
of data within government more broadly could bring a huge range of benefits for 
government, businesses and citizens, including: reduced fraud, better decision-making, 
improved efficiencies, innovation, and economic benefits376.The report also discusses 
potential risks of harm associated with not using data effectively, giving the Windrush 
situation as an example, where data about individuals’ status was not adequate to identify 
those without rights to live in the UK. Barriers to effective data sharing and use within 
government may be legal, technical, cultural, or be associated with lack of public trust, 
potentially due to lack of transparency, accountability, or citizen control in how their data is 
used377. Effective data sharing between government agencies and other public and charity 
sector organisations is also essential in protecting vulnerable children and families378.  
 
More sophisticated linking and analysis of citizen data may be particularly beneficial 
in healthcare provision and research. This could include linking of different types of 
citizen data from across the public and private sectors, for example linking clinical data with 
user data from commercial wearable or IoT devices, to provide new insights and enable 
innovation. Deep-learning approaches to medical diagnosis have the potential to match or 
exceed the performance of healthcare professionals379. Charities may facilitate the collection 
of data from individuals with specific diseases in order to inform research into that disease 
and improve patient outcomes; for example the UK Cystic Fibrosis Registry, to which over 
99% of people in the UK with cystic fibrosis have consented to submitting their data380. New 
models of data governance may emerge (see Section 9.2) which further enable this kind of 
targeted data gathering for healthcare research. The global COVID-19 pandemic has 
demonstrated the importance of effective data use and sharing across borders for public 
health; see Section 10 for a case study describing the differing international approaches to 
use of citizen data in the pandemic, particularly around digital contract tracing methods. 
 
Wider linkage and re-use of citizen data may be key to monitoring and evaluating 
development initiatives. For example, an analysis of over 170 household and census 
datasets in Africa has enabled estimation of female educational attainment at the district 
level, revealing within-country and regional differences that could help in planning better 
targeted interventions, supporting the Sustainable Development Goalsd,381. Mobile phone 
data has been used to support more accurate mapping of migration following natural 
disasters, allowing creation of proxy census maps and estimation of poverty levels382. More 
recently, location data has been used to develop higher resolution maps of economic 
inequality in the US383. 
 
While volume and variety of citizen data grows, it is likely that so will potential 
benefits from its re-use. What is uncertain is how this will interact with risks, externalities 

 
d UN Sustainable Development Goal 4 – “ensure inclusive and equitable… education for all”. 
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and other factors, and feedback to shape the nature of data systems. Higher citizen 
engagement and awareness of beneficial uses could drive support for wider data use or 
increase anxieties over risks. Even if data systems continue to differ between regions and 
nations, international agreements on data sharing for specific uses such as public health or 
natural disasters could develop, involving both public and private organisations384.  
 
7.3 Increasing risks from use of citizen data 

Data breaches and incidents of malicious access to citizen data have been increasing 
overall over the past decade. According to one central monitor, data breaches have 
generally increased in frequency between 2005 and 2019 (see Figure 10). Recent increases 
are mostly driven by hacking, the largest cause of data breach each year since 2009. Even 
where the total number of recorded breaches declined in 2018, the number of exposed 
consumer records actually increased 126% from 2017, to over 446 million385. Large data 
breaches, of more than 30,000 records, have mostly increased year on year since 2009386. 
 
Use of citizen data to create and target disinformation appears to be increasing. There 
is increasing evidence of social media manipulation across the globe, with one estimate 
suggesting 70 countries had organised manipulation campaigns in 2019, up from 28 in 
2017387 – although this may be due to changing methods of analysis. Of these, at least 19 
appeared to be using data-driven strategies such as the purchase of targeted advertising on 
social media, or illegal micro-targeting with online and offline data, to direct messages to 
specific groups. There are also geographical differences in the use of certain platforms – for 
example while Facebook is the most common platform overall, organised use of platforms 
such as WhatsApp and YouTube may be more common in low- and middle- income 
countries. Previous reports noted that disinformation originating in China mainly used 
domestic platforms such as Weibo, but more recently platforms including Facebook and 
Twitter have taken down accounts or attributed campaigns to China, including some with 
foreign influence aims388. As with other elements of data governance, there is evidence that 
countries currently pursuing data sovereignty are training organisations in developing data 
economies389. 
 
While disinformation is not a new phenomenon, the ability to use citizen data to 
attempt targeting at this scale and scope of impact was not previously possible. Using 
citizen data such as Facebook likes, it is possible to infer demographic and commonly used 
psychological profiles. The accuracy of results varies: in one study, some categories (e.g. 
openness) were predicted more accurately than others (e.g. satisfaction with life); but 
predictive accuracy generally increased with access to more data390. In some circumstances, 
the use of such inferred profiles to deliver targeted messages has been shown to be 
effective in changing behaviours, for example adverts targeted to introverted or extroverted 
audiences, as inferred from data, had significantly higher click-through rates391. It has been 
reported that targeted ads linked to the Russian Internet Research Agency had almost 10 
times the click through rates of typical Facebook adverts392.  
 
However, the impact of data-driven targeting on complex behaviour such as voting is 
much less clear. Studies have reported that personality traits shape responses to different 
types of targeted online messaging393, so for example some people may be more 
susceptible to specific targeting methods; but there is also evidence that the general effects 
of political campaigning might be very small394. In many cases, engagement with 
disinformation or fake news may be highest in subgroups already sharing some of these 
views395,396, but studies have also reported that repeated exposure to such material can 
increase its perceived accuracy397. Attempts to evaluate the impact of targeted 
disinformation on often-discussed events such as the 2016 US election have reached 
conflicting conclusions398, and there is a lack of high-quality causal evidence399. 
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Malicious actors may be able to use citizen data to target other kinds of attack. For 
example, existing attacks are already combining multiple payloads that can be activated at 
different times. Access to citizen data such as emails could be used to automate and 
prioritise which type of attack may be more successful – for example prioritising silently 
monitoring (of e.g. email or financial) information on a machine used by senior executives 
vs. locking or installing crypto-mining tools in others400. 
 
Even in situations that are not illegal or directly malicious, online targeting using 
citizen data may create risks not just around individual privacy, but also autonomy, 
discrimination and beyond. A recent review of online targeting by the Centre for Data Ethics 
and Innovation discusses in detail the potential risks and benefits associated with online 
targeting, and how the proposed online harms regulator in the UK can attempt to mitigate 
some of these risks401. Some of these risks may be more significant for people in vulnerable 
groups such as children and those with poor mental health. People may be targeted (even 
unintentionally) based on such vulnerabilities, for example by repeatedly suggesting specific 
content with personal negative associations or supporting addictive behaviours such as 
gambling. The report also suggests that online targeting may lead to social fragmentation 
and polarisation by narrowing the range of content recommended to people, and further 
recommending content that reinforces existing beliefs. At the same time, there are benefits 
to online targeting that service users appreciate, predominantly in navigating otherwise 
overwhelming volumes of online content, and easily discovering relevant information. 
 
New technologies, and increasing access to existing ones, are expanding the scope 
of risks and enabling entirely new kinds of attack. For example, approaches to AI such 
as Generative Adversarial Networks have potentially malicious uses, including to guess user 
passwords402, and creating realistic false images or video (e.g. for deepfakes403 or to 
manipulate medical imaging404). If these technologies continue to become more readily 
available and easy to use for an average person with limited resources, for example with 
editing based on simple text commands405, this could expand the range of malicious actors 
and threats. At the same time, the volume of data they require could decrease, as for 
example in recent approaches that have enabled generation of video from a few 
photographs406, further increasing the potential availability and use of such technologies. 
 
Increased reliance on machine learning technologies, and widening scope of use, 
could also introduce new vulnerabilities407. Existing examples include “data poisoning” 
attacks to manipulate training data used by machine learning systems and using “adversarial 
examples” which are designed to be misclassified by deployed machine learning systems408. 
Both approaches enable malicious results. For example, a recent study showed the potential 
to manipulate an autonomous vehicle’s classification system to mis-identify a stop sign as a 
speed limit sign if an attacker places a simple sticker on it409. These approaches could also 
be used where sensitive citizen data is analysed with machine learning, for example in facial 
recognition or genomic databases. Defences are developing: technical ones such as 
increasing robustness by using adversarial examples in training datasets410, and governance 
ones such as pre-publication risk assessments408. The degree of openness of datasets and 
capabilities could have positive and negative impacts on risk: more open approaches in 
areas of high risk could allow a wider range of expert review of potential vulnerabilities but 
could also risk exposing data or information to malicious actors. 
 
The future interaction between advances in technology, and wider social, behavioural 
and other changes is uncertain, and has important consequences for how such 
malicious uses of data might be addressed. For example, there are attempts to develop 
automated technological approaches to identify and mitigate disinformation411, while 
programs to increase media literacy could help people identify and resist its effects412. 
Changes in the type and scale of attack could affect social behaviour. At present, people 
continue to engage with many online systems despite frequent data breaches, but a shift 
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towards integrity attacks where data is manipulated – say large-scale changes to medical 
records – could potentially change that behaviour. 
 



 

65 
 

This is not a statement of government policy 

 
Figure 10 – Number of data breaches tracked by ID Theft Resource Center413 by cause, 2005-2018.
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8 New technologies 

Developments in technology could change the challenges and opportunities related to 
citizen data. This section focuses on the relationship between analytical capability and 
access to large and varied data; how developments in computing could affect citizen data 
issues; and the potential of privacy-enhancing technologies and methods to manage risks 
around re-identification in anonymised datasets while enabling greater data use. 
 
8.1 New approaches to analysis, and the value of large volumes of data 

Access to larger volumes of data is generally thought to come with some analytical, 
commercial or other benefit to the data holder. Improvements in machine learning so far 
have been driven by increases in available dataset size, as well as computing power and the 
complexity of algorithms414. For example, increasing dataset size has been found to 
significantly improve performance of deep learning for vision tasks415, although with 
somewhat diminishing returns. Organisations with access to the largest datasets are likely to 
therefore have some advantage. However, the blanket assumption that ‘more data is better’ 
does not always hold and is likely to depend on the context, timing and use of the data4. 
 
Now, dataset diversity is becoming increasingly important. Groups of people that are 
poorly represented in datasets used for research or training algorithms could see less 
accurate results when systems are deployed. Lack of diversity is a familiar problem in 
genomics: in 2009, 96% of participants in genome-wide association studies (GWAS) were of 
European descent, only decreasing to 81% in 2016 and 78% in 2019416,417. This reduces the 
quality of research based on such data, meaning important insights will be missed. Benefits 
arising from such studies may fall disproportionately to those who are overrepresented. In 
facial analysis, a 2018 study found that 2 datasets used for developing and benchmarking 
gender classification tools contained images from overwhelmingly lighter skinned subjects 
(80-86%)418. The study also showed that 3 commercial tools (from Microsoft, IBM and 
Face++ respectively) all had far higher error rates when classifying images of darker-skinned 
females (21-35%) than light-skinned males (up to 0.8%). A follow-up study published in 2019 
found significant reductions in these error rates (2-17% for darker-skinned females), and that 
this was particularly stark when compared to other tools that were not targeted by the first 
study (from Amazon and Kairos). The authors suggested that by highlighting the issue and 
raising public awareness, the targeted companies had been motivated to address this issue 
through technical, governance and transparency changes. Another 2019 report evaluating 
over 100 available facial recognition systemsa found that many had large differences in false 
positive rates between demographics, with higher (worse) rates for African and East Asian 
people. Many algorithms developed in China reversed some of these trends, with lower false 
positive rates for East Asian faces419.  
 
In many cases, acceptable error thresholds for such uses of citizen data have not 
been defined or accepted in policy or among citizens. Companies and governments are 
taking different approaches to address concerns, with potentially important implications for 
data systems. Example approaches include efforts to increase the diversity of commonly 
used datasets420,421, investments in expansion of data access, data infrastructure and 
standards in different regions (such as the previously mentioned Chinese export of facial 
recognition software to Zimbabwe)84, methods to measure bias and fairness in algorithmic 
systems422,423, and restrictions by national or local government on particular uses of such 
tools424. The technical accuracy of such systems is only one factor to consider when 
deciding the appropriateness of their use. Even large, comprehensive datasets can be 

 
a These differ from classification tools as they aim to identify whether an image is of a known person, 
rather than estimating a classification such as gender  
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biased by reflecting biased real-world practices that the data is based on, leading to the risk 
that such bias becomes embedded into algorithmic systems26. 
 
There is also much research on improving the generalisability of algorithms and their 
performance with smaller datasets. For example, in transfer learning, features of existing, 
pre-trained models are transferred to a new, related use, reducing subsequent data and 
training requirements. This is often used for new computer vision applications425. Research 
is also ongoing in few-shot or one-shot learning, where a new concept or rule is learned from 
just a few examples, or a single example. This is something that humans can easily do in 
many situations, but machine approaches have typically struggled with426. Between 2015 
and 2019, a benchmark test showed progress on classifying handwritten characters using 
one-shot learning, but less progress on other tasks such as generating new characters427.  
 
Synthetic data is one approach to address lack of data for training or developing 
algorithms. Synthetic data is data which is generated using a model in order to have the 
overall properties of a real dataset, but composed of artificial individual data points rather 
than through real-world events or experiments. This has the potential to reduce resource 
intensive requirements to collect and/or label new data for a specific algorithm use. 

However, there are various concerns around the efficacy of synthetic data. A synthetic 
dataset is effectively only as good as the model underpinning it366, and such models can 
be complex to create, requiring a detailed understanding of the system being modelled. If 
any important properties are not captured, analysis of the dataset can be misleading or 
inaccurate. A recent Royal Society report on machine learning methods suggested that 
“considerable caution is needed before relying too heavily on simulated data in many real-
world settings”428. Synthetic data can still be used in ways that negatively impact people and 
potentially invade their privacy, even though their individual data is not in the dataset. For 
example, inferences, predictions or inaccurate decisions can be made about the groups of 
people being represented by the synthetic data.  
 
In future, the approaches discussed above could reduce the need for large citizen 
datasets. However, this may not apply to all stages of deployment or development, as many 
of the methods above still require lots of data at least to develop initial models or 
approaches. In addition, these approaches are mainly focused on training algorithms rather 
than deployment, where real citizen data would presumably still be processed.  
 
In some cases, more simple approaches that use less data could perform as well as 
newer data-hungry methods. One recent study of criminal behaviour argued that both a 
simple logistic regression model and human predictions, using as few as two pieces of 
information about a case, were as accurate in predicting reoffending as a commercial 
algorithm using 137 features429. While huge progress in data science and AI is likely to 
benefit society, some have taken results like these as an indicator that simpler approaches 
may be just as effective for some (often complex, social) problems430. 
 
As these methods and approaches develop, access to the most data may not be a key 
advantage for regions or organisations. Instead, the quality, diversity and type of 
information available could become more important, as could access to and effective use of 
the best algorithms or hardware. This would have significant implications for policy. For 
example there may be a need to improve the quality and diversity of public sector data (e.g. 
through improved collection mechanisms) rather than just enabling access, in order to 
achieve greatest public benefit; and competition interventions may need to target potential 
advantages other than sheer volume of data assets that benefit some online platforms. 
Timeliness of data may become particularly important; disruptive events such as the COVID-
19 pandemic or climate change could have long-term impacts on people’s behaviour, which 
would then limit the value of historically recorded data for AI systems and predictive 
technologies aiming to understand and model behavioural trends. 
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8.2 Hardware and computing 

Over the last 50 years, the power of traditional computers grew exponentially, but 
now physical limits are slowing this trend, and new approaches to computing are 
being explored. Systems that use more than one kind of processor are becoming more 
popular, for example graphics processing units (GPUs), which are particularly useful for 
machine learning431. Many companies are developing and using application-specific 
integrated circuits, or new architectures to support tasks such as machine learning, for 
example Google’s Tensor Processing Unit and Graphcore’s Intelligent Processing Unit. In 
2019, the US and China made up a just under 70% share of the performance of the top 500 
supercomputers432. While such supercomputers are often used to process non-personal 
data, for example in physical sciences research, they also represent a huge capability in 
analysis of citizen data. One of the world’s fastest supercomputers, Summit in the US, 
announced it had broken the ‘exascale barrier’ (speed of calculations greater than one billion 
billion per second) in 2018 analysing genomic data433, and as of August 2020 was being 
used to support COVID-19 research434. 
 
Radically new types of computer could have a large impact on data systems in future. 
For example, quantum computers can in theory perform some types of calculation far faster 
than any classical computer. While small-scale demonstrations exist435, a full-scale quantum 
computer is likely several years away436. Such a machine could have a profound impact on 
the use of citizen data, both negative and positive. It would be able to break many common 
encryption schemes based on factorisation, such that new methods to protect sensitive 
citizen data would be required. Such computers could also aid analytical tasks, as they will 
be able to search very large unstructured databases at high speed, which may become 
increasingly important as data volumes grow. Quantum computers may also have 
advantages in machine learning, optimisation problems and scenario planning. The benefits 
and risks that come about may depend on which organisations or governments first develop 
the technology, which due to the scale involved is currently only likely in global technology 
companies, major research institutions and national government programmes437.  
 
Another new type of computing is neuromorphic computing. This is inspired by biological 
nervous systems, for example with the use of electrical spikes similar to those in biological 
neurons. It has been suggested that neuromorphic approaches could reduce energy 
requirements and be particularly useful for some machine learning applications, supporting 
more powerful inference in smaller devices438,439. 
 
The history of computing has seen shifts in the use of centralised and decentralised 
models, from mainframes, to personal computers, and more recently to storage and 
processing of data in the cloud440,441. This could continue, with implications for where and 
how citizen data is stored and processed. For example, there is a resurgent focus on the 
potential of computing at the “edge” of the network: on or much closer to end devices and 
end users.  
 
A shift towards more edge processing could address several problems. For example, 
increases in the number and variety of devices and the volume of data generated by these is 
a challenge, with potentially huge bandwidth requirements if this data is all transferred to 
central servers. Local processing could reduce the amount of data sent to the cloud. It could 
also enable processing that has to be done rapidly or in offline settings – for example in an 
autonomous vehicle processing vision data to avoid a crash, or the operation of drones in 
varied environments. Others propose that it could address privacy and security concerns, for 
example by reducing the amount of sensitive data held in large, centralised databases and 
enabling greater control over access. However, there are uncertainties around the burden 
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this could place on citizens to manage the privacy and security of their data (see Section 
9.2). 
 
With any shift away from the centralised cloud model, policymakers will need to 
consider several issues, such as ensuring the physical and cyber security of infrastructure 
that may be in less secure locations than cloud data centres; supporting development of 
standards for security and interoperability; and supporting methods to enable legitimate 
analysis use of data when it is distributed across devices and locations441. If increasing 
decentralised processing of data is beneficial for particular policy objectives such as energy 
or privacy, governments may be able to incentivise this via procurement requirements or 
other levers. Conversely, if the centralised cloud model continues to dominate, the location 
and scale of dominant cloud-based services may become more important from both a data 
governance and business competition perspective. For example, the Gaia-X project is a 
European cloud computing infrastructure initiative intended to enable European companies 
to compete globally and maintain EU data protection standards442. 
 
8.3 Privacy engineering methods and technologies 

New privacy engineering methods and technologies could mitigate many risks and 
enable uses of sensitive citizen data that are currently impossible in some data 
systems. These focus on enabling wider processing, analysis and use of data without 
having to give access to all of it. Often referred to as privacy enhancing technologies (PETs), 
they are often very broadly defined – a recent Royal Society report notes a scope from “tape 
masking a webcam to advanced cryptographic techniques”443 – and aim to preserve privacy 
in different stages of data collection, processing and release. The field of PETs is developing 
quickly, and while elements of some of these emerging technologies are very promising, 
further research will likely be needed before they can be utilised widely and effectively.  
 
Differential privacy is a formal way of defining and managing privacy risk when 
releasing aggregate statistics and analysis relating to a dataset. It provides criteria for 
technologies and methods to satisfy444, providing a mathematical guarantee against a wide 
range of privacy attacks, such as differencingb and reconstruction attacks (see risks 
previously discussed in Section 7.1). A particular criterion is that when an analysis of a 
dataset is released, it should not enable inference about an individual person that would not 
be possible if they were not included in the dataset. With repeated queries of a dataset, 
more information can be leaked, so there is often a prescribed limit of information disclosure 
after which a user is not allowed to make more queries. This limit is known as a privacy 
budget and is a quantitative measure of the level of accepted risk to an individual’s privacy. 
Differential privacy is usually achieved by adding a carefully tuned amount of random noise 
to a dataset, either when collecting the data or when it is released – the latter requiring more 
trust in the data holder or intermediary. Differential privacy could be used to create 
differentially private synthetic data which retain properties of the real data, and can be used 
for repeated analyses or training of machine learning models. 
 
Differential privacy could also be used to support release of national statistics such 
as census data. The US Census Bureau will use differential privacy to protect citizens’ 
privacy for the first time for their 2020 census, although they have faced numerous 
challenges in doing so, including in sourcing qualified personnel, bespoke technical 
implementation, and in terminology443. Deciding an appropriate privacy budget has also 
been difficult, given the inherent trade-off between accuracy and privacy, both of which the 
Census Bureau are legally required to provide445. There are concerns that inaccuracies 
could particularly affect statistics relating to smaller populations living in remote areas, which 
could have equality impacts in areas such as funding allocations and health research446. 

 
b Using background knowledge about someone to infer their individual data from multiple statistics 
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Meanwhile in the UK, the National Statistician recently announced that the 2021 census 
might be the UK’s last of its kind, as the Office for National Statistics are investigating 
whether existing sources of administrative data such as GP records can be used instead to 
get the same accuracy and richness of data at lower cost447. This approach will likely have 
its own methodological challenges in implementation, for example in quality assurance. 
 
Some technologies are beginning to enable the useful processing of data without 
revealing sensitive information in other environments: 
 

Homomorphic encryption, in contrast to standard encryption which protects data only 
during storage and transmission, enables some processing of data while the data remains 
encrypted. Fully homomorphic encryption would enable the widest range of computations to 
be performed on encrypted data but is currently at the research stage and is often inefficient. 
More restricted methods – referred to as somewhat, or partially homomorphic encryption – 
enable a limited number or type of computations. Partially homomorphic encryption is 
already used in a number of products, including by the NHS, to support de-identification of 
patient records across the health service448. Homomorphic encryption could enable more 
secure outsourcing of data processing to untrusted cloud providers or third parties, 
potentially between regions with differing data systems. 
 

Secure multi-party computation, which may utilise homomorphic encryption, is a 
subset of cryptographic approaches that enable computations on data from multiple parties, 
without revealing the input data of one party to another. For example, data could be 
analysed from multiple banks or financial institutions to identify fraudulent activity, without 
the individual datasets being revealed to each other. This could enable a wider range of 
positive data use, such as proportionate security access to wider public sector databases, 
where private information is revealed only after agreed criteria, or only if there is a match 
between two datasets. It could also enable public good use of commercially or otherwise 
sensitive datasets, for instance joint analysis of public and privately held genomic data449. 
 

Trusted execution environments (TEEs) are secure areas inside main computer 
processors where code is isolated from the rest of the system. They have the benefit of 
having relatively low costs to utility and performance, as computation is performed on 
unencrypted data. This also means any computation can be performed easily. Products that 
use TEEs are widely available. However, there are security vulnerabilities, particularly ‘side-
channel’ attacks which use other routes to gain information, such as memory and caches. 
Many current TEEs also have low memory, so only limited data can be processed at one 
time. 
 

Federated learning is an emerging approach which can allow the training of machine 
learning models without centralising the data in a datacentre (e.g. while data remains on 
user mobile devices)450.  
 
These approaches have the potential to enable greater use of citizen data for good, 
but all come with trade-offs. They bring costs in utility, accuracy or performance compared 
with use of data without privacy protection. For example, with differential privacy, the need to 
add noise incurs a cost to accuracy (as some useful information is lost), and with 
homomorphic encryption more computing resources, time and power are required. They 
may also be less effective or appropriate for certain types of citizen data, such as 
unstructured data (e.g. unformatted video and text files). 
 
Even with huge development and adoption, technology alone would not solve all 
problems regarding the use of citizen data to perform analyses relating to individuals. 
Where privacy is not the main or only concern, analyses may still be seen as unwanted or 
unethical even with use of PETs or synthetic data, as previously mentioned. For example, 
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several methods to deliver online behavioural targeting while preserving privacy have been 
suggested, from the use of metadata451 to privacy-preserving targeting architectures452. 
While this may protect the privacy of individuals’ data, this would not address often-cited 
concerns around manipulation or discrimination as discussed in Section 7.3. Development of 
global standards around socially acceptable uses of citizen data or the ability to audit may 
be required, particularly to build trust in international uses.  
 
While differential privacy can provide guarantees for managing privacy risk, in many 
situations there is no agreed way to decide what level of risk is acceptable for a certain use. 
All the above means is that such technologies cannot be considered in isolation, and must 
be designed and operated in the context of the wider business or government processes 
they are being used for, considering the intended purpose and aims, types of data involved, 
and risk appetite. Further guidance may also be required to explain to organisations how 
these technologies can be used in compliance with existing and future privacy and data 
protection regulations. 
 
There could be unforeseen or unwanted consequences from over-reliance on 
technological solutions. For example, a large sample size may be needed to implement 
differential privacy in practice. This could have implications where privacy and competition 
policy intersect, as incumbent dominant businesses with access to large datasets would be 
more easily able to implement this approach. Established privacy enhancing methods such 
as end-to-end encryption have already raised concerns over competition453 (consolidating 
operations across a business in a way that makes interventions harder to enforce) and 
national security454 (preventing access to data for law enforcement). New security threats or 
vulnerabilities could emerge alongside these technologies, and further emerging 
technologies or approaches could render the solutions proposed now ineffective in future. 
Without both the correct expertise and education around key concepts, such as the privacy 
budget, techniques could be misapplied in practice. Alternatively, the use of such 
technologies could face public resistance if, for example, a well-understood risk associated 
with a use of differential privacy occurs without effective communication of this risk 
beforehand.  
 
Overall, the different emerging technologies presented in this section serve to 
demonstrate the range of potential disruptors to the nature of citizen data systems. 
These technologies variously have the potential to further enable citizens, governments and 
businesses to realise the benefits associated with citizen data, bring about new risks, and 
shift the balance of power between different actors in the system. It will therefore be 
important to pursue research, development and investment into key disruptive technologies, 
while being mindful of what they can and cannot achieve. 
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9 Political, social and economic shocks 

Before the COVID-19 pandemic, we asked experts to outline potential disruptors that were 
either likely or had the potential to significantly change the path of data systems (even if 
unlikely). Many were mentioned, from large-scale social or employee pushback against 
technology to conflict between major geopolitical powers. This section focuses on three 
areas that were frequently raised: economic shocks and changing business models; 
disruptive models of data governance which could shift power balances; and conflict or rapid 
political change. 
 
9.1 Business models and socioeconomic shocks 

Alternative models for data-driven businesses are constantly emerging. Existing 
business models have developed alongside rapid increases in the availability and value of 
citizen data, as previously discussed in Section 4.2. New models are being developed, some 
of which focus on addressing privacy and security issues for users. Table 8 gives examples 
of businesses that make money from citizen data in novel or shifting ways. Some of these 
use new models of data governance described in more detail in the next section. This 
business innovation is likely to continue – but the exact future shifts in models, and their 
degree of success competing with or replacing current approaches is to be seen. 
 

Table 8 – Alternative emerging models for data-driven businesses, with differing revenue sources. 

Company Source of revenue 

Hub of all things (HAT)455 Personal data store where third-party organisations pay a fee 
to access/use data 

Digi.me456 Personal data store where third-party organisations pay a fee 
to access/use data; company shares in revenue from 
premium services 

Brave457 Web browser that replaces targeted ads / trackers with 
privacy-preserving adverts; some revenue could be shared 
with users 

Cocoon458 Social network limited to groups of max 12 (e.g. for family 
groups) with planned subscription business model  

Jumbo459 Service that manages user privacy settings in other services 
and apps; “freemium” subscription model 

 
Changes could be driven by the market, or by governments or citizens. Existing or 
future regulation in some regions could incentivise, or prohibit, certain business models. For 
example, as discussed in Section 5.1, real-time bidding in online advertising may be 
incompatible with GDPR and lead to changes in the industry. Commercial incentives could 
also cause shifts. Initial empirical evidence on the advertising revenue of a large publisher 
showed that the use of tracking cookies (which affects the ability to perform targeting) had a 
modest effect, increasing revenues by only about 4%460. As tracking measures are likely to 
have privacy compliance costs, the authors questioned whether these apparently minor 
potential benefits would always be enough to outweigh this. External pressure from 
consumers, lobby groups or wider citizen action could also have direct impacts – for 
example if citizens become more concerned over privacy and individual agency, and more 
resistant to targeted advertising. In January 2020, Google announced plans to phase out the 
use of third-party cookies on its Chrome browser in response to user calls for greater control 
over privacy461. 
 
A resurgent subscription model, alongside the continuation of free ad-driven services, 
could exacerbate concerns around “privacy as a luxury” and digital inequalities, as services 
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may offer extra privacy provisions at a price that is prohibitive to some users. Alternatively, 
measures to address concerns such as privacy might not actually change the main revenue 
models (e.g. encryption techniques enabling targeted advertising which preserves 
privacy452). 
 
Unexpected macroeconomic shocks could lead to rapid shifts in market dominance 
and business models. Before the COVID-19 pandemic, the recent tech market shared 
some features with previous bubbles. Leading up to the dot-com bubble and crash in 2000, 
the proportion of US tech companies having an initial public offering (IPO) that was profitable 
declined rapidly, from around 70% in 1994 to under 15% in 2000 (see Figure 11). At the 
same time, the average price-to-sales ratioc of these companies increased from under 4 in 
1994 to over 30 in 2000462. In 2018, the proportion of profitable IPOs was 15%, down from a 
recent peak of 71% in 2009. Notable within these were the IPOs of Uber (which lost $1.8 
billion in 2018 and saw a share price fall of over 7% on the first day of trading463) and Lyft 
(which also had losses of almost $1 billion in 2018). However, the price-to-sales ratios of 
these were less than many of those seen prior to 2000464, and the average was 7.6 in 2018, 
only modestly higher than relatively stable fluctuations in most of the years since 2002. 
Around the time of the dot-com bubble, there were also other likely contributing factors to the 
market crash, such as a rise in interest rates465 and the 9/11 terror attacks in 2001466. 
 

 
Figure 11 – Price-to-sales ratio and percentage profitable of US technology company IPOs, 1980-2019. Analysis 

of data from University of Florida462. 

Current large incumbents may survive an economic shock and be able to expand 
easily, or they may have a large enough user base to be able to pivot to new models – 
see for example Apple’s shift towards services in recent years467. This could be particularly 
true for approaches that rely on a two-sided market, where a high number of consumers and 
businesses are needed for a platform to be successful. This may be the case for personal 
data stores and management platforms468. 
 
Remaining infrastructure following a shock could be repurposed by new entrants or 
global competitors. Following the dot-com bubble, it has been reported that the cost of 

 
c Market capitalisation divided by last 12 months sales; based on offer price 
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bandwidth fell by more than 90%, with the majority of US broadband capacity unused469. A 
similar regional or global economic shock hitting the data economy could similarly reduce 
barriers to use of infrastructure for new companies. 
 
The financial turmoil sparked by the COVID-19 pandemic has further caused 
uncertainty in this area. As of May 2020, the tech sector overall and large incumbents in 
particular were performing better than some market analysts anticipated following the initial 
economic downturn. Vastly increased numbers of citizens working and socialising from 
home increased demands for the services provided by companies such as Amazon, 
Facebook and Google470. This effect so far has mainly served to cement incumbents’ market 
power, but the long-term impacts on dominant business models remains to be seen. The 
video-conferencing software company Zoom is an interesting example of a business 
operating a “freemium” model which experienced huge success since citizens’ behaviour 
was changed by the pandemic, despite initial security and privacy concerns with the 
service471. 
 
9.2 New models of data governance  

New models and mechanisms of governance of citizen data could disrupt current data 
systems. Recent shifts in governance and regulation around the world have expanded 
individual rights around data, and the responsibilities of data holders. However, in most 
cases the core features of who collects and holds data about citizens, and how it is used, 
have not changed radically. Companies and governments are still the major data holders, 
even if the scope and rights around this are constrained or expanded. In many 
circumstances citizens don’t feel they have agency to exert control over how their data is 
used (see Section 4.1). However, this could change with proposed and developing ideas on 
data governance. 
 
Data ownership is one commonly discussed concept. It usually refers to the idea that 
individuals should have control over data about them and share in the benefits that others 
derive from their data, and that a model analogous to property rights could be a way to 
ensure this. For example, a citizen may agree to share their data with a particular company 
only in return for some monetary or other benefit. Proposed models of data ownership have 
been particularly popular in the blockchain and distributed ledger community, as the 
decentralised nature of these mechanisms may be able to support fine-grained access 
controls without the need for a trusted third-party holding or managing the data472, although 
this is debated473. This would also arguably align with the attitudes and behaviours of private 
companies which consider data to be a valuable strategic asset. 
 
However, many experts see the concept of data ownership as problematic474, and do not 
feel individual property rights to data are appropriate. Unlike most property, data is non-rival, 
meaning different people can use it many times for many different purposes, even 
simultaneously. Data may also be about many people – your date of birth represents 
information about your parents; your genome could be used to match relatives to another DNA 
sample – which would complicate such a concept. Advances in DNA technology and the 
increasing prevalence of commercial genomic databases make this an increasing privacy 
concern; a recent study suggested that in the near future nearly every US citizen of European 
descent would theoretically be able to be identified even if they have not participated in genetic 
testing, through comparison with distant relatives’ results475. 
 
A model of data ownership could also place unreasonable burden on citizens to agree 
to or deny every single potential use of their data. This may be unwanted, and individuals 
may not always be in a position to give informed consent. The terms of this debate around 
data ownership might shift if other measures are taken to ensure that individuals who provide 



  

75 
 

This is not a statement of government policy 

data experience the benefits of its use, for example through a better balance of benefits versus 
risks around online targeting as discussed in Section 7.3. 
 
Relatedly, an individual can be affected by the data of other people. Inferences could be 
made about an individual who belongs to a specific group, by analysing data about that group, 
even if the individual is not himself or herself in the dataset being analysed. This could result 
in harm, for example through negative online targeting as discussed above. Because of this, 
an idea is emerging that we need to shift away from just focusing on individual rights and 
behaviours such as informed consent to data processing. Instead, some suggest we should 
also consider the potential collective rights of groups, for example ‘group privacy’ rights, and 
the legal and social implications associated with this shift476. As previously discussed, this can 
similarly still be an issue when using synthetic data, as even though individuals’ data may not 
be directly stored or analysed, inferences can still be made about them that may impact their 
privacy or otherwise negatively affect them.  
 
Many argue there is a need for new organisations or mechanisms to manage data use 
on behalf of citizens in a more trustworthy, accountable or democratic way, while 
encouraging and enabling data sharing and use for public and commercial good477. Such 
organisations may be variously referred to as data institutions or stewardship bodies, or 
other terms. We note that as this is a rapidly developing area of research, there is very 
varied use of language amongst the community, which can sow confusion478. Some 
commonly proposed mechanisms for this are data trusts, cooperatives and commons. 
Again, these terms are often used loosely and with varying degrees of nuance by different 
organisations to describe a range of mechanisms for data governance, management and 
access operating on behalf of data contributors, but some features typically distinguish 
different approaches: 
 

Data trusts are inspired by legal trusts and are generally defined as involving a 
fiduciary duty (a legal responsibility of impartiality, prudence, transparency and undivided 
loyalty) for a trustee to manage data on behalf of those contributing data. The UK Biobank479 
could be considered to be a form of data trust. It is a charitable company with company 
directors who also act as charity trustees, and manages genetic and other health data 
contributed by 500,000 volunteer participants for health research purposes. 

 
Data cooperatives are inspired by mutual organisations. They can be owned and 

democratically controlled by members. Data is then managed by those members in a 
delegated manner. For example, the MIDATA cooperative is a Swiss non-profit organisation 
where members have individual control over the use of their health and education data for 
research projects, and each has a single vote towards the organisation’s decision-making480.  

 
Data commons are inspired by the management of common pool resources such as 

forests or fisheries. People or organisations collaborate to create and maintain shared data 
assets for mutual benefit. For example, the Data Commons for UK Tech is an open-access 
database holding information on start-up businesses, investors, accelerators and service-
providers across the UK, which can assist both investors and entrepreneurs in business 
decision-making481. Users are also encouraged to contribute relevant data to the commons.  
 
Data trusts, cooperatives and similar mechanisms have been proposed to deal with 
data misuse, overuse and underuse. This includes problems such as conflict of interest 
between data holders’ duty towards citizens and their duty to others such as shareholders; 
and lack of beneficial and trustworthy data sharing and use, such as an input for AI 
algorithms256. They could also be used to better align trust and trustworthy behaviour, such 
that trustworthy agents are more likely to be trusted by users, through greater transparency 
and accountability482. Data trusts, institutions or stewardship bodies could be constructed in 
a top-down manner, for example mandated by law for certain kinds of data. They could also 
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be constructed bottom-up, created in response to the demands of citizens by individuals or 
businesses, and therefore can offer choice in line with varying user values, priorities and risk 
appetites483. It was recently reported that a group of UK Uber drivers are attempting to 
establish a data trust, which would be administered by a union, and into which drivers could 
port their personal data currently held by the platform for collective bargaining purposes484. 
As with many of these alternative data governance models, this would require effective 
portability of the data.  
 
There are already many small to medium scale examples of these mechanisms485,486, 
but little evidence on whether and how they could gain major uptake, for example 
becoming the main model of data governance in a region. Adoption is a challenge, despite 
anecdotal evidence of a huge appetite for such approaches486. A lot of data collection at 
present is passive (e.g. through online trackers) or a by-product of engagement with other 
services. It is not clear if there is currently enough interest for data trusts or stewardship 
bodies to gain use simply by existing as an alternative for the average citizen. However, this 
could change with potentially changing citizen values and behaviours, as discussed in 
Section 4.1. Even if uptake is seen, it might be skewed towards the most engaged and 
digitally literate groups, who may not be the people most at risk from misuse of citizen data. 
This may particularly be an issue with a bottom-up approach requiring citizens to join and 
potentially manage aspects of a trust or cooperative482. At the same time, a top-down 
approach could create new issues around the selected default data sharing and processing 
options, and ability to opt-out or switch.  
 
Given this current uncertainty around the effectiveness of different models, a 
diversity of approaches in different contexts might be most appropriate. Further 
research may be needed to more clearly identify which models might produce social or 
economic benefits. More broadly, any effective large-scale changes to the existing complex 
data governance landscape are likely to require a high capacity for developing data 
infrastructures, skills and standards487. 
 
A wider set of data rights, or more radical changes in control of data, could also shift 
how data is shared and used. Some regions may take steps to restrict current or future 
uses of data seen as having an overall negative impact or high risk. For example, the 
German Data Ethics Commission proposes a total or partial ban on algorithmic systems that 
are likely to use citizen data, which have an “untenable potential for harm”488. Depending on 
how risk levels are defined, such approaches could disrupt current systems and business 
models. 
 
Some have suggested a broader bill of data rights, with provisions such as “no person 
shall have his or her behaviour surreptitiously manipulated” and “no person shall be unfairly 
discriminated against on the basis of data”489. Such a bill could attempt to address the issues 
discussed above around the collective rights of groups, by focussing more on how citizen 
data is used rather than individual rights and protections. This could include increased 
transparency and accountability, empowered public participation, and strong sanctions for 
non-compliance490. Others focus on the potential for citizen data as a public good, perhaps 
owned and managed by a public organisation, to maximise social benefit or realise financial 
value491; but such a model could be in tension with existing individual rights, for example to 
opt out, as in many cases analysis and outcomes would be improved with all citizen data 
used. An extension of this is nationalisation of citizen data, where data is seen as a national 
resource and access could, for example, be sold to a company on behalf of the nation. This 
is suggested by some as a means to protect lower- and middle-income countries from 
perceived unfair collection and use of data by companies in other regions492,493. 
 
There is some evidence on the potential economic and behavioural impacts of new 
models of governance. These are mostly theoretical or modelling studies. For example, 



  

77 
 

This is not a statement of government policy 

one economic modelling study investigated how different models of data control could affect 
how far data is shared when consumers prioritise both their privacy and gains from use of 
their data. A scenario where consumers control their use of data was closest to optimal, with 
maximised benefits from data sharing and privacy. Consumers kept some data private, but 
shared other data with many more organisations and companies, compared to a scenario 
where firms controlled data. In that scenario, individual companies used more data without 
respect for privacy, but did not share it widely with others494. Other studies have suggested 
that if this was a model of data ownership (see above), it may only lead to limited gains for 
consumers from selling their data, as the non-rival nature of data could limit the incentive for 
intermediaries to compete on price495. There have also been doubts over the effectiveness 
of competition interventions such as data portability496; and any intervention that increases 
access and re-use of data could increase security risks without the proper protections and 
oversight (see Section 7.3). 
 
9.3 Conflict and rapid political change  

The experts we consulted for this work frequently cited conflict and radical political 
shifts as among the events that could have the highest impact on data systems. This 
includes physical and cyber conflict, terrorism, reactions to perceived overuse of citizen data 
for security. In addition, political changes, such as increases or decreases in authoritarian 
governments across the world, could shift the balance and number of countries aligned to 
particular models of data governance and use. 
 
Such events could radically change opinions and approaches to use of citizen data, 
or the level of influence of different groups. For example, a large-scale malicious attack 
on the integrity of important citizen data could shift support towards restricting access and 
data flows and lead to more restrictive regulations. In Section 4.1 we discussed evidence 
that in the US, survey respondents reported being more concerned about US anti-terrorism 
policies restricting civil liberties after the Edward Snowden leaks in 2013238. Increases in the 
frequency and severity of terrorism and conflict could increase support for surveillance and 
state use of citizen data at home and abroad – potentially with longer term consequences 
and reactions. In addition, a convergence in the types of political system (e.g. liberal 
democracy) and views of those in power across the world could increase the likelihood of 
international agreements and standards for data-sharing to be developed. 
 
Data-driven businesses may also change their practices in response to political 
shifts. In summer 2020, after the growth of the Black Lives Matter movement, Microsoft 
announced it would not sell its facial recognition software to police departments until federal 
regulations were introduced, Amazon announced a one-year moratorium on police use of its 
facial recognition software, and IBM announced it would stop developing its facial 
recognition software altogether497. In Section 10 we discuss the potential impacts of the 
COVID-19 pandemic on opinions and approaches to use of citizen data by different groups. 
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10 Case study: COVID-19 and citizen data  

The COVID-19 pandemic has brought into sharp focus many of the key issues around 
citizen data systems that are discussed throughout this report. This includes individual 
privacy, national security and public health, technological advances, economic impacts and 
social values and behaviour. In this case study, we explore different international 
approaches to use of citizen data in the pandemic response, using the example of digital 
contact tracing to demonstrate the interplay of all the above factors. We also consider 
potential consequences of the pandemic for the future of citizen data systems, though at this 
relatively early stage any such assessment is subject to a high degree of uncertainty.  
 
COVID-19 may be an event that causes a radical shift in global citizen data systems. 
Collection, processing and sharing of citizen data within and across domestic borders has 
been fundamental to the pandemic response, and divergent international approaches have 
highlighted existing differences between regional data systems. The emerging economic 
impacts have influenced the dominant business models that process citizen data, and 
citizens’ values and attitudes may change in response to emerging events, and the 
perceived success or failure of different approaches. In answering whether public health 
requires a diminution of privacy, national responses show parallels to prioritisations between 
individual privacy and national security.  
 
COVID-19 has raised numerous issues around the use of citizen data, particularly with 
the range of digital technologies that have been used in the response498. This case 
study focuses on the development of digital contact tracing as an exemplar of the 
interplay of economic, security, and privacy factors discussed in this report. Digital 
contact tracing – automatically recording when you are close to someone else, usually 
through mobile phones – has emerged as a key aspect of contact tracing strategies, which 
aim to maintain low transmission of the disease while lifting lockdown measures499. While 
also conducted manually, pervasive smart phone usage enables a digital approach, which 
shares the same aim but differs in the volume of data that can be collected, the scalability of 
resources, and information with which this data can be linked. Ways in which contact tracing 
approaches have diverged between states are rooted in differences in national data policies, 
technological capabilities and resources, and public acceptability of trade-offs between 
private data and public benefit.  
 
10.1 Divergence in digital contact tracing approaches from China, the US, and the EU  

The Chinese response is an example of strong state control of citizen data to monitor 
compliance and encourage desirable behaviour. Utilising a highly centralised design, 
movement in public places has been authorised by colour coded QR codes created by 
Alipay and WeChat with local and national governments. Algorithms assign restriction levels 
based on information such as location500, travel history and body temperature that the users 
input499,501. Those without a code can be denied entry to public places, offices, malls, and 
transport facilities502,503. In some provinces, officials are reportedly looking to continue504, 
adapt and expand the app after the pandemic to promote healthy behaviours505. Chinese 
authorities have also used facial-recognition software and location tracking to monitor 
quarantine violators505. 
 
The US data response has capitalised on low restrictions on business and 
government in the collection and use of citizen data. The US Center for Disease Control 
and Prevention has used data gathered by the mobile advertising industry on the location 
and movement of individuals. This data is pseudonymised, but not aggregated, and as such 
has, technically, potential for re-identification506. In response, despite a historical lack of 
protection of privacy and data by comprehensive federal law, a COVID-19 Consumer Data 
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Protection Act has been proposed to require data privacy and security measures from 
businesses that handle personal data specifically related to COVID-19507,508. Proposals 
appear to draw heavily on GDPR including opt-in consent, data minimisation, and right to 
deletion principles507,509,510. 
 
The EU response has reflected its value of privacy and data protection as 
fundamental rights. GDPR provides legal grounds for processing personal data in the 
context of COVID-19, for example for public interest in the area of public health511. In the UK 
notices were issued to further require certain healthcare organisations and local authorities 
to process information, also compliant with GDPR512. From the first weeks of the pandemic, 
many European countries were using anonymised or aggregated data from major 
telecommunications companies to understand population movement506,513. More than 20 
countries and territories in Europe have launched or plan digital contact tracing apps514. 
Originally the optional connectivity of national apps was preferred by many nations, with the 
Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT) initiative aiming to allow 
different nations’ tracing apps to communicate with each other515. Most EU nations that have 
launched apps have now opted for the Apple-Google collaboration discussed below, and the 
ambitions of PEPP-PT are now being taken forward by other institutions516.  
 
Apple and Google’s collaborative COVID-19 exposure notification system is one of 
the most conservative designs, prioritising privacy. Its decentralised design transmits 
unique, rotating codes from phones via Bluetooth based on cryptographic keys that change 
daily517. Operational from May 2020518,519, Apple and Google have made their interface 
available only to national, state, and regional authorities, which uses Bluetooth and disallows 
governments to collect location data517. The choice to maximise individual privacy reflects a 
prioritisation of consumers, which may contribute to a positive public image for these 
companies. However, some see this as a unilateral policy decision made by a private 
company which could have significant ramifications on public health globally, without 
effective routes for government challenge.  
 
10.2 Tension between data nationalism, globalisation and technological dominance 

National approaches to data sit in tension with the inherently global threat of the 
pandemic. The early impetus to develop national apps was driven by concerns about data 
ownership, data type requirements, national opinion, and timescales. For example, many 
national apps aimed to centralise data and include location information, to potentially identify 
‘hotspots’ to support local health responses and regional decision-making. Connectivity 
between countries – a design strength of the Apple-Google model – was a secondary 
priority. Many countries, including the UK, have switched from developing their own apps to 
utilising the decentralised Apple/Google framework520. 
 
The primary driver behind the shift to the Apple and Google collaboration has been 
technical barriers. A pilot on the Isle of Wight revealed that the NHS app only recognised 
4% of Apple phones and 75% of Google Android devices521, which had been noted in 
Australia’s deployed app522. By contrast, the Apple-Google model logged 99% of both 
Android mobiles and iPhones523. This was due to Apple operating system restricting 
Bluetooth communication by phones when an app was running in background mode, which 
has been rectified for the Apple-Google app only and not nationally developed tracing apps.  
 
10.3 Concerns around efficacy and equality of digital contact tracing 

The efficacy of these apps is yet to be proven, and dependent on high public uptake. 
Modelling studies that have estimated the potential impact of app-based tracing on 
transmission (e.g. reduction in the reproduction number of the disease) find any effect is 
substantially dependent on uptake level524. However, many countries have failed to achieve 
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high app uptake, with both Singapore and Australia achieving around one sixth of the 
population505,525,526 and Germany achieving one fifth527, though Ireland has achieved one 
third528; though overall it being challenging to ascertain exact numbers. The UK 
Government’s Scientific Pandemic Influenza Group on Modelling indicated in April 2020 that 
under simple assumptions the proportion of contacts an app-based approach could detect is 
proportionate to the square of the population using it. They indicated that even if there was 
very high uptake it would be unlikely to detect more than 50% of contacts529. 
 
Public trust may affect uptake of any digital contact tracing apps and their 
corresponding efficacy. In the UK, the ethics advisory board reviewing the contract tracing 
app prioritise of trustworthy data use, including value and impact, security, accountability, 
transparency, and control530. There are also concerns surrounding equality, with reach of the 
software limited to people who own smartphones, which often excludes lower-income 
people, racial minorities and people over 65531,532. Some countries have circumvented this by 
lending phones or wearable devices the elderly or to those tested positive to COVID-19 
during their quarantine period533.  
 
10.4 International approaches to COVID-19 and privacy 

Internationally, government and local authority use of data during COVID-19 has 
potential to shape citizen values, particularly where re-identification, surveillance, and 
privacy breaches have occurred. Conversely, effective deployment may support future 
digital governance initiatives. 
 
Public publishing of the movement of individuals to combat COVID-19 has resulted in 
re-identification. South Korea’s response involved linking GPS phone tracking, credit card 
records, surveillance video and interviews with patients531. It published places that 
individuals who tested positive had been, resulting in a number of high-profile cases of re-
identification in the media534,505. Singapore has also been publishing detailed data about 
every infected person including age, gender, workplace, and where they had visited535.  
 
State surveillance is being repurposed for COVID-19, being used to police lockdown, 
and to gather sensitive data on citizens. In Israel, the existence of mobile data which had 
been collected secretly to combat terrorism was made public and repurposed to trace 
contacts of COVID-19 cases536. Russia is using an app to police lockdown, which requests 
access to calls and location to ensure that individuals who have tested positive to COVID-19 
obey quarantine515. The Colombian app reportedly asks people to answer questions about 
participation at protests and ethnicity537. 
 
Privacy breaches have occurred in a number of states. India’s app tracks individuals 
using GPS, has been made mandatory for many workers538, and the country has 
experienced several privacy breaches539,540. Pakistan, which has no data protection laws, 
has had similar breaches resulting in attacks on health workers541. Qatar’s app, which linked 
to sensitive personal information and was mandatory to download, was found to have design 
flaws which made it vulnerable to hacking542. 
 
10.5 Potential future implications  

It is likely that COVID-19 will cause a shift in data systems, as changes made during 
the pandemic have the potential to become embedded, and to change public 
perceptions. All the approaches outlined above reflect that there may be benefits for the 
economy, innovation or public services to be gained by sacrificing some level of privacy 
during a pandemic. This is explicitly acknowledged in the UK’s COVID-19 approach:  

“In the end, the choice you have to make is a balance between individual, group and 
national privacy, and the public health authorities having the minimum information 
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necessary to manage the spread of the virus.” – Ian Levy, National Cyber Security 
Centre, 4th May 2020543 

In the UK, it is already legally specified that an infected person's privacy may be trumped by 
the risk they pose to other peoples' livesd, with medical workers having a statutory duty to 
report incidences of certain diseases such as Cholera, Mumps and Rabies, as well as 
COVID-19544,545. 

 
It is possible that some changes, technologies, or systems will become embedded, 
and used in future development and delivery of public services. This could support the 
response to potential future health emergencies, and spill-over effects may increase the 
prominence and acceptability of behavioural and social measures in public health 
interventions. In the future, similar approaches could be adapted outside viral pandemics, 
which hypothetically could include managing antimicrobial resistance prior to novel drug 
development. Conversely, these could be repurposed for national security by nations where 
not already in use, with the technology used to monitor citizens with or without their 
knowledge for various domestic aims. Such systems will need to continue to be reviewed to 
ensure new data uses are ethical and proportionate, and the appropriate governance and 
legal frameworks are in place. 
 
Some commentators raise concerns about the ability to reverse any privacy 
infringements embedded during the scaling up of systems during a pandemic505,513. 
More than 100 groups signed a joint statement setting out human rights conditions that must 
be met before the surveillance technology is used to fight the pandemic546. It is perhaps not 
insignificant that most of the technology quickly repurposed in early stages of the pandemic 
was originally used for national security and counterterrorism505,547.  
 
In many countries, it is still unclear as to how this will affect public perceptions of 
government data use. In most cases the full extent is yet to be recognised, but is likely to 
continue to evolve over the coming years, and may be affected by the observed efficacy and 
transparency of such approaches, and how information about them is communicated to 
citizens. 
 
Overall, the COVID-19 pandemic has brought about significant changes to the way 
citizen data has been used across the world. These changes might have profound 
implications for state versus personal privacy, with a lasting legacy.  
 
 

  

 
d Under the Public Health (Control of Disease) Act 1984 and the Health Protection (Notification) Regulations 2010. 
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11 Citizen Data in 2030 – four scenarios  

Previous sections illustrate the high level of uncertainty in factors likely to affect the future of 
citizen data systems across the world. To consider these uncertainties in a manageable and 
structured way, we have developed four future scenarios. These illustrate possible 
alternative versions of the future in 2030. They are based on a range of possibilities for 
drivers of change and the interactions between them. 
 
11.1 Scenarios creation process 

To construct our scenarios, we anonymously surveyed around 40 international 
experts for their perceptions of the current and potential future states of global citizen 
data systems. These experts were drawn from across industry, academia and the voluntary 
sector. We took the results of this work, alongside our own research, to a workshop of 
around 35 policy experts from within government and the wider public sector. They were 
asked to identify the key future trends that are both uncertain and likely to affect the policy 
issues raised in this report. Key trends that are assumed to be true in all futures, such as 
increasing volume of data and data linkage, were also identified. 
 
For each key uncertain trend, workshop participants identified a number of possible 
future states. Participants then considered which combinations of future states were 
theoretically possible and had the most significant consequences for global data systems 
and were therefore most worth exploring. 
 
Based on these discussions, we distilled the range of uncertainties down to four key 
areas: social norms, values, and behaviours; domestic and international regulations 
and global data norms; technological advances; and business models and 
commercial incentives of data use. For each of these key areas we identified multiple 
potential future outcomes. For each scenario we then considered possible further drivers of 
change and implications covered in this report, including in malicious uses of citizen data, 
and how data use and energy demand might interact. 
 
The four scenarios are based on combinations of the four key uncertainties that are 
internally consistent and create plausible futures relevant to UK policymakers. The 
outcomes within each key uncertainty used to construct each scenario are shown in Figure 
12. The scenarios were also designed to reflect a sufficient breadth of future directions, and 
to be challenging enough to be worth policymakers exploring. As such the scenarios are not 
comprehensive, and we acknowledge many other futures are possible. 
 
11.2 How to use these scenarios 

These scenarios are not predictions and should not be used as such. Instead, they are 
tools to help policymakers rigorously consider the range of potential futures, understand 
potential long-term implications of different interventions, and how these might interact with 
each other. Doing this can lead to decisions and policies that are more resilient and 
coordinated. Policymakers can explore each scenario in turn, and consider questions in the 
context of their policy area such as: 
 

• What strategic choices would the UK have to make in this scenario? What might our 
‘red lines’ be? 

• What UK systems and sectors would be vulnerable in this scenario? 

• What impact would this scenario have on UK prosperity and security? 

• How would UK citizens feel in this scenario? 

• What could the UK do now to steer towards or avoid this type of scenario? 
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11.3 Scenarios summary  

 
 
Figure 12 – A summary of the 2030 future scenarios, showing for each scenario the future outcome within each of the four key uncertain areas, and a short overall description 

of the scenario. 
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11.4 Scenario 1 – Divergent Data Nationalism 

11.4.1 Domestic and international regulation, and global data 
norms 

It’s 2030, and the global flow of citizen data is restricted. 
There has been a proliferation worldwide of data nationalism 
– domestic policies with the common feature of reducing 
international data flows. Example policies include data 
localisation, mandated government access to valuable citizen 
data from companies, and nationalised data stores in some 
countries. Less populous countries with significantly reduced 
access to data form strategic bilateral data-sharing alliances. 
 
These broadly nationalistic policies are motivated by the rise of populism, commercial 
protectionism, security concerns, geopolitical tensions and a reaction to data use by large 
foreign companies. In more authoritarian countries, nationalistic policies have arisen due to 
a desire for greater social stability. In the US they have been prompted by protectionism, 
and a response to a perceived AI arms race. Some policies are in direct response to a large-
scale malicious event influencing public opinion. For example, a data poisoning attack on 
NHS medical records by a foreign actor leads to an expansion of data sovereignty rules in 
the UK designed to protect critical infrastructure.  
 
Across the world, the volume and types of citizen data being collected, processed 
and stored is growing, increasing energy demand and environmental impact. There is 
considerable variation between countries on whether and how this is mitigated. Some 
countries use increased access to local citizen data to reduce carbon emissions, for 
example by better forecasting consumer energy demand and supply, and optimising energy 
use in buildings. They also implement domestic policies limiting energy-intensive uses of 
data. In other countries, a lack of action leads to less sustainable data systems, which may 
be cheaper to operate. Concern over energy use is another driver limiting the transfer of 
data between countries, with different approaches and national priorities. 
  
11.4.2 Social norms, values and behaviours 

The experience of data use has become very different for people in different 
countries. In some, the state uses data-based surveillance and personalisation to nudge 
populations towards preferred behaviours, leading to increased state intrusion on personal 
lives. Similarly, some countries create mandatory nation-wide DNA databases of all citizens. 
Nominally for use in criminal justice, these have wider potential applications, for example, in 
determining citizen access to insurance, education and employment opportunities. 
 
Some countries are almost completely disconnected from the global internet, with 
only limited government-controlled access points. This leads to an asymmetry with 
more open nations, that have more varied sources of information, and reduced global 
engagement between citizens. In a few countries, government attempts at more nationalistic 
data policies provoke anger and social unrest, leading to instability and a rejection of some 
government control of data. 
 
There is more deceptive manipulation of data including deepfakes and online 
disinformation, in the UK and worldwide. Without globally effective mechanisms to 
counter them, such as agreed enforceable standards, individual countries to develop 
mitigations of their own. They do this with varying degrees of success depending on the 
available resources and level of priority. 
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Particularly for the few systems that remain relatively open, malicious and 
opportunistic actors exploit the divergence between systems to develop and test new 
data-intensive services and manipulative methods. Data-related crimes, including 
personalised cyberattacks, become more widespread and more effective in these open 
regions. 
 
However, for the majority of citizens, individual behaviour and trust in data systems 
does not substantially change in response. This is partly due to apathy, a lack of 
understanding of potential consequences of effective alternative options, and a willingness 
to continue to use data services for personal benefit. This further reinforces nationalist 
behaviour by governments looking to restrict external access and protect citizen data.  
 
In countries with mandated government access to citizen data, relevant data from 
private companies provide government with new insights into behaviours. These are 
used to improve and reform public services. For example, data on private taxi journeys are 
used to improve transport infrastructure management, and consumer food purchasing 
behaviour inform healthcare treatment models. However, the difficulties in sharing data 
internationally inhibit progress in more globally focused research and development. 
 
11.4.3 Technological advances 

The restrictive international regulatory environment and lack of global coordination 
stifles innovation in some data-driven technologies and associated personalised data 
services. These include advanced wearable or implanted devices for health monitoring. This 
leads to variable uptake of sometimes incompatible technologies in different regions. There 
is also limited consumer interest in such technologies overall, further reducing incentives for 
businesses to invest heavily in their development. 
 
Governments focus more on developing and enforcing internal standards. Privacy 
enhancing technologies (PETs) are not widely used as a tool to mediate between different 
systems or manage trust across countries. System incompatibility and a lack of trust across 
borders and organisations undermine attempts to increase their use. However there is 
considerable variation in domestic approaches to privacy and security, from mandated use 
of cryptographic PETs for national databases, to bans on encryption of privately held 
datasets for security reasons.  
 
Within individual regions, more isolated data-driven systems based on access to local 
citizen data flourish, such as smart cities in Japan and autonomous vehicles in the UK. 
Public services are increasingly digitised in many countries. Robust digital identification tools 
are used for citizens to access these services securely, improving the efficiency and access 
to these services for most citizens.  
 
11.4.4 Business models and commercial incentives of data use 

Companies with business models based on global expansion struggle to cope with 
the higher operational and compliance costs associated with divergent national 
systems. This particularly hits smaller international companies, although all are affected to 
some extent. Some companies split into more local operating companies acting semi-
independently in different regions. There is increased collaboration between companies and 
governments to ensure compliance and gain access to data, for example in healthcare. 
 
There are increased opportunities for home-grown companies to emerge and more 
effectively serve citizens of a single nation or region, particularly if they benefit from direct or 
indirect government support. 
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A specific government intervention in one region, such as high taxes on digital services or 
the banning of behaviour-based targeting in the EU, further disrupts current business 
models. This leads to a shift away from free services towards subscription-based and 
‘freemium’ models, and more aggressive monetisation strategies. In some cases, this results 
in a degradation of service quality. 
 
Countries with more relaxed regulatory environments – so called data havens – 
become regional hubs for businesses based on development of tools and services 
built on citizen data. This exacerbates the differences between regions, perhaps increasing 
risks of misuse if these tools are deployed elsewhere on different populations. This is also 
associated with a migration of talented workers to these havens. 
 

 
 
  

To consider in this scenario:  
- What policies could achieve UK goals without international data flows? 
- Which would be the UK’s key partner countries? 
- How could the UK boost prosperity when unilateralism and security issues 

dominate? 
- Is there a way to support beneficial international data uses in this scenario? 
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11.5 Scenario 2 – Multipolarity 

11.5.1 Domestic and international regulation, and global data 
norms 

It’s 2030, and three main blocs of citizen data 
governance have emerged. Data flow is controlled in 
different ways in each bloc. Legal and technical 
interoperability between them is limited. The EU-led system 
continues to expand, with some African countries adopting 
rules modelled on EU regulations and individual privacy 
values. China’s international influence also grows through the 
Belt and Road Initiative. Meanwhile in the US no comprehensive federal laws are passed 
around data protection regulation. This leads to greater tension with the EU system, and a 
more sharply defined choice for countries with emerging digital presences of which bloc, if 
any, they should align with. As populous countries such as India and Indonesia make this 
choice, there is substantial impact on the overall balance of power in wider geopolitics.  
 
There is some progress towards international frameworks for legal and technological 
interoperability, but this is patchy and uncoordinated. International data-sharing 
agreements between blocs are generally limited to specific uses and types of data where 
consensus across systems is easier to achieve. For example, there is some progress in data 
for the management of natural disasters and that can be used to support the UN Sustainable 
Development Goals.  
 
By contrast, within blocs there is a higher level of data-sharing, for example with 
increased business-to-government sharing in the EU via sector-specific European data 
spaces.  
 
As the volume of citizen data grows, some blocs put increased effort into reducing 
the energy demands and environmental impacts of large-scale digital systems. This 
involves regulations and other interventions such as strategic investments, industry 
traceability requirements and data infrastructure standards. Data flow is further restricted 
between blocs with different approaches, for example with energy sustainability 
requirements being built into GDPR adequacy. 
 
11.5.2 Social norms, values and behaviours 

Between blocs there is some agreement on baseline citizen values around biases in 
algorithms, ethics and data manipulation. However, the legal and technological 
approaches used to enforce these standards vary widely between regions. This enables a 
moderate degree of trust in data systems by citizens in most regions.  
 
In general, citizens still prioritise short-term gains and economic benefits over other 
concerns when interacting with data systems. Commentators continue to be surprised by 
citizens’ willingness to share increasingly sensitive and diverse data with multiple companies 
in order to access novel products and services. This leaves governments with a difficult 
choice. Legislation, or other interventions, to protect against wider perceived harms risks 
lacking public legitimacy and being undermined by citizen behaviours. The appetite for this 
kind of intervention among governments also varies considerably between different blocs, 
with overall greater concern for individual privacy and ethics in the EU-led bloc. 
 



  

88 
 

This is not a statement of government policy 

11.5.3 Technological advances 

People feel empowered to engage with data-driven technologies in ways that benefit 
them. There is broad social acceptance of the role of such technologies in everyday life. 
This drives academic research, commercial investment and widespread uptake of some 
advanced technologies, such as personalised social robotic assistants based on advanced 
emotion recognition and prediction. In addition, the use of PETs becomes more widespread. 
This helps address issues around exchange and use of data internationally between 
systems with different privacy standards. 
 
However, wider regulatory (and to some extent social) differences between blocs 
hinder the transfer of some innovative technologies between regions. For example, 
advanced biometric technologies and technologies aimed at children don’t have global 
reach. This somewhat limits the extent to which advances gained in one region benefit 
citizens in others.  
 
Governments in blocs with less commercial innovation are compelled to fund more 
research directly in order to remain technologically competitive, and for national 
security purposes. Data access controls limit the ability of scientists to exploit large multi-
modal datasets from across blocs, which are required to understand and improve the 
resilience of digital societies and economies. Highly capable malicious actors are therefore 
better positioned to induce ‘cascading failures’ within digital societies and economies.  
 
11.5.4 Business models and commercial incentives of data use 

In the US and China, large tech and social media companies have grown and 
expanded laterally into new sectors such as financial services, with reduced 
operations in the EU. This further consolidates citizen data within the regional blocs in 
which these companies operate. There is only incremental progress in methods that 
increase machine learning performance with smaller datasets. As a result, businesses 
continue to be incentivised to combine large volumes of citizen data within blocs in order to 
be successful.  
 
Large tech companies generally have strong relationships with the governments of 
the blocs in which they operate. They have a powerful influence over the data norms in 
those regions. This has led to an asymmetry in regulatory environments between blocs. 
Stricter competition interventions (such as mandated data sharing between companies) are 
brought forward in the EU-led regime to support EU companies’ growth. 
 
States find balancing citizen desires with the desire to promote domestic companies difficult 
in regions where citizens in one region rely heavily on services from another bloc. In 
addition, large tech companies and their associated research ecosystems act as significant 
attractors of talent. This limits the ability for growth in some regions without incumbent large 
companies. 
 
In response to a perceived focus on privacy, particularly in the EU, internationally 
operating companies are increasingly protective of the citizen data they hold. 
Approaches include an increased use of encryption and employing differential privacy when 
collecting and sharing aggregate data. This reduces some privacy risks. However, in some 
cases it serves to consolidate market power – either by reducing interoperability or due to 
the requirements for large datasets for these approaches to be effective. This causes 
problems for legitimate security and law enforcement access, especially across jurisdictions 
where privacy regulations differ significantly. 
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To consider in this scenario:  
- Which bloc would the UK align with? What would the opportunity cost be of not 

aligning with each bloc? 
- What could the UK do to bridge between different systems? 
- How might policy interventions balance promoting competition, enabling 

domestic companies to be globally competitive, and services for consumers? 
- How might the differences between each system affect security vulnerabilities or 

resilience? 



  

90 
 

This is not a statement of government policy 

11.6 Scenario 3 – Deregulation 

11.6.1 Domestic and international regulation, and global data 
norms 

It’s 2030, and globally citizen data flows freely between 
most regions. This has come about due to a pervasive free-
market ideology and a perceived failure of previous 
regulatory efforts. These drove an uncoordinated rollback of 
regulations around data control and use in many digitally 
developed countries. 
 
GDPR is perceived by many as not supporting the development of industry. Instead 
it’s seen as having cemented the power of incumbent market players who have greater 
resource to dedicate to compliance. This reduces international support and adoption of 
similar data protection regulations. Some previously more restricted regimes are unable to 
maintain effective national online firewalls in the face of technological advances enabling 
new access routes. This further encourages sharing of data and information across regions. 
 
A few countries choose to maintain or adopt more highly regulated, nationalistic data 
policies. These countries operate autonomously and become more economically and 
socially isolated from the main global digital system, potentially with negative consequences 
for prosperity and transparency in those regions. 
 
11.6.2 Technological advances 

This relaxed international regulatory environment encourages large internationally 
operating businesses to put increasing resources into innovation. They develop 
increasingly advanced data-driven technologies, such as brain-computer and brain-to-brain 
interfaces that enable a form of direct thought expression, with cross-sector applications. 
There is also increased globalisation, particularly into countries with emerging digital 
economies. This brings new service options and benefits for businesses and consumers. 
 
However, increased globalisation of technologies also brings increased risks. For 
example, new types of very sensitive citizen data are being processed in regions with 
varying regulations and standards. Mechanisms to ensure due consideration of potential 
ethical and security consequences are scant. Some innovative, but potentially invasive and 
powerful, technologies are applied in sectors and geographical regions they were not 
originally intended for. Authoritarian governments, security organisations and other malicious 
actors seize on these new tools with limited oversight. This occurs without significant citizen 
engagement with or resistance to such technologies. Choice to opt out is limited in cases 
where there is a clear imbalance in the quality of technologies between regions.  
 
As part of this increased but variable innovation, some businesses use advanced 
data-driven approaches to optimise their overall energy use. Machine learning methods 
to improve efficiency of their data centres are commonplace. This reduces the environmental 
impacts of data systems in some industries. However, without global coordination there is 
considerable variation between businesses, and transparency for consumers and 
governments is reduced due to complex global supply chains.  
 
In countries with domestic sustainability incentives, data processing and the associated 
carbon emissions are sometimes exported to regions with lower standards. This reduces the 
overall effectiveness of data-driven solutions to climate change. There is also significant 
variation between regions in computer processing power and data analysis capabilities more 
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broadly. This has negative implications for local economies in regions with lower capabilities, 
where it is more challenging to realise value from data assets. 
 
11.6.3 Business models and commercial incentives of data use 

New digital tools such as high-quality synthetic data become more developed. This 
reduces the reliance on, and commercial power of, large citizen datasets in some sectors. 
Instead, there is increasing emphasis on access to diverse datasets and advanced analysis 
techniques. This somewhat reduces the incentive for companies to collect large volumes of 
citizen data to improve their algorithms. It also provides opportunities for smaller entrants to 
existing markets. A few of these have threated to grow sufficiently in economic power and 
skills to supplant established players, though their dominance may be unstable and vary 
significantly over time. 
 
Associated with this, there is a moderate market-led shift in business models towards 
paid-for personalised services, based on curation of an individual’s data. For example, 
new healthcare products and services have emerged. These are enabled through the easier 
sharing and linking of data from healthcare providers, wearable devices, fitness apps, public 
transport and even genetic information. More public sector data is open and freely 
accessible, allowing businesses to link datasets and gain insights that have applications 
beyond the original purpose of the collected data. The status of data held in the private 
sector is more varied. Some companies continue to protect datasets as competitive assets, 
others are now sharing as a means to realise wider benefits. 
 
Companies have increased flexibility to design their data privacy and security 
policies, and so some choose to compete for customers based on this. This creates a 
luxury market for products and services where privacy is valued more highly. This principally 
benefits the relatively few highly engaged and wealthy citizens for whom this is a personal 
priority. This comes at a cost to overall quality of services. Access to such services is 
unequal, as more vulnerable citizens with less resources are disadvantaged, and overall 
citizen engagement is low. 
 
To combat this, and other perceived market failures, some governments are 
compelled to act. They attempt soft domestic interventions to incentivise markets to behave 
in ways that benefit all citizens, setting up voluntary codes of practice for businesses, and 
funding citizen digital literacy programmes. Still, for the majority of citizens for whom privacy 
is not a priority, consumers consent to sharing increasingly sensitive data about themselves 
in return for access to advanced services and technologies. This carries the potential risks 
for where and how this data is used. 
 
11.6.4 Social norms, values and behaviours 

With sensitive data flowing freely between regions, some systems are more 
vulnerable to malicious attacks and deceptive uses of data. Identification of individuals 
in anonymised datasets and manipulation of data-driven autonomous vehicle systems both 
thrive. In the absence of strong national and international interventions, private companies 
are mainly considered responsible for responding to these threats and maintaining user 
security. 
 
This drives industry and academic development and deployment of mitigating 
technologies to limit online harms. New approached include automated media forensics 
tools to flag deepfakes on social media, machine learning systems that are robust to 
attempted data poisoning, and technologies that can identify illegal behaviours on digital 
platforms. These technological, industry-led solutions are considered more successful than 
government interventions. 
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However, they do not address some deeper perceived issues around the incentives for data 
use in particular business models and may result in other systemic harms. Still, in part due 
to the relatively positive relationships between commercial service-providers and 
consumers, these industry-led mitigations give citizens overall a moderate degree of trust in 
the data systems they use. 
 
In the absence of national and international regulations, city authorities and local 
governments play more of a role in determining the norms around data use, based on 
the values of the local citizens that elect them. This causes significant regional differences in 
technological and social environments even within individual countries. Some smart 
megacities prioritise interconnectedness and data-driven innovation, others individual 
privacy. The latter introduce local restrictions, for example on the use of surveillance 
technologies by local agencies and businesses. As people move to cities, this gives more 
citizens a choice about how and by whom their data is used in their local environment. 
 

 
 
  

To consider in this scenario:  
- What lighter touch interventions would be needed in the UK, for example in 

specific sectors or for critical datasets? 
- Should the UK fund or set up organisations that support positive data use – for 

example managing governance and commercial models around use of UK 
citizens’ data? 

- In the absence of regulation, how could the UK incentivise the use of 
technological solutions to mitigate legitimate risks, such as PETs? 

- What ‘red lines’ are there, indicating a case for the UK to maintain harder 
regulation, and how could these be enforced if such regulation is absent 
elsewhere?  
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11.7 Scenario 4 – Multilateralism  

11.7.1 Domestic and international regulation, and global data 
norms 

It’s 2030, and globally there is a controlled flow of citizen 
data between most regions. This is enabled by a set of widely 
accepted data sharing standards and privacy frameworks, 
reached through considerable international cooperation 
including the US and EU nations. This cooperation has been 
driven by widespread global citizen engagement on data and 
privacy issues, brought about in part by two things. First, the generational shift to citizens 
who have mostly grown up immersed in a digital environment. And second, the emergence 
of strong global leadership with similar world views. 
 
Even with this support, it is a challenge to maintain trust between such a disparate 
and wide group of nations and manage domestic risks. There is significant regional 
variation in capacity to put in place enforcement and accountability mechanisms. This makes 
it difficult to globally monitor compliance with agreed standards. There is also frequent 
compromise on appropriate and effective interventions in different policy areas. Progress 
towards agreements can be slow. Meanwhile some states remain outside this system 
entirely. 
 
As part of this wider international collaboration, there are stronger international 
regulations around global carbon emissions and climate change policies. This reduces 
the requirements for specific regulations or interventions to mitigate the energy demands 
associated with data processing, transfer and storage, even in data intensive industries 
where the volume of citizen data being used is growing. This flexibility, and the broader 
regulations on carbon emissions, generates a market for more sustainable data processing 
systems, such as energy-efficient neuromorphic computing hardware.  
 
11.7.2 Social norms, values and behaviours 

To further enable the controlled sharing of data between regions, internationally 
operating data cooperatives and trusts have been set up. Led by the communities they 
serve, they give citizens more individual choice on how their data is managed by the 
organisations they interact with. This increases the alignment between trust in organisations 
and the reality of data use for individual citizens. However, it also increases the burden on 
citizens to make choices about their data. This has served to fragment access to datasets 
with clear public good uses, such as public health or climate research. Governments share 
their data using similar governance models, reducing the amount of truly open data 
available.  
 
Internationally agreed technical standards and collaborative interventions make some 
systems more robust to some forms of malicious attack. For example, new critical 
infrastructure standards require that UK NHS computer systems be updated, reducing 
vulnerability to some types of data breaches. However, the high costs of compliance mean 
that strong local support is required in each country to justify this spending.  
 
In addition, there are internationally agreed restrictions on businesses and 
governments using data-driven technologies to personalise or micro-target 
individuals. When combined with the increased choice citizens have around the services 
they use, this enables citizens to act with a high degree of trust in the data systems they 
engage with.  
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11.7.3 Business models and commercial incentives of data use 

Competition policy related to data is part of multilateral agreements. There is 
compromise on measures to support smaller companies and companies in regions without 
large incumbents in order to maintain trade in services. These interventions include 
mandated shifts of dataset control to third parties who manage access, and in some cases 
the break-up of large companies, causing a loss of scale in some industries. 
 
More advanced and highly effective algorithms are developed in areas such as few 
shot and transfer learning, which enable powerful analysis to be done on smaller 
datasets. This reduces barriers to entry for new businesses with less access to varied 
citizen data. Together with pro-competition interventions, these developments support a shift 
towards business models such as privacy-preserving advertising, subscription services and 
cooperatives. Overall, there is greater interoperability between platforms, but fewer 
consumers on each platform. This gives consumers more choice, perhaps at the cost of 
quality and cost of some services.  
 
11.7.4 Technological advances 

Linked to this, increased citizen engagement on privacy and data ethics has led to 
restrictive government interventions on some data-driven technologies. This includes 
widespread moratoriums on use of facial and emotional recognition in public spaces, and 
artificial intelligence for decision-making in justice and education. 
 
This somewhat hinders technological progress, even in areas where appropriate use could 
be socially beneficial. However, risks of misuse have been minimised. This also makes the 
global system more vulnerable to those few countries and actors outside it, who are not 
limited by such restrictions. Such malicious actors make extensive use of new technologies 
to seek out and exploit vulnerabilities in a dynamic and adaptive manner. 
 
In general, there is increased citizen resistance to technologies associated with 
intensive data-gathering, such as smart home technologies and human-computer 
interfaces. This limits research and commercial development of these technologies, which 
hampers the economy and technological progress for the benefit of citizens. 
 

 
 
  

To consider in this scenario:  
- How would the UK deal with malicious state and non-state actors in regions 

outside this dominant global system? 
- What would be the UK’s ‘red lines’, which, if crossed, would lead it to choose to 

diverge from this dominant global system? What would the costs of divergence 
be, for example on export opportunities and access to foreign services? 

- How could the UK maximise influence in steering towards a preferred direction in 
such a large multilateral system, and monitor enforcement? 

- How far could the UK, including local government and cities, take different 
approaches to reflect the needs of citizens while within a larger global system? 

- How would the UK maximise positive data use? 
- Is there a way to accelerate responsible technological innovation? 
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12 Conclusions 

12.1 Summary of main findings 

Citizen data is increasing rapidly in volume and variety. The effective use and sharing of 
it has the potential to bring huge benefits to the economy and society as a whole: boosting 
productivity and trade, enabling innovative products, improving public service delivery and 
informing scientific research. It has already formed a significant driver of economic 
development and innovation in public services in the UK and elsewhere. 
 
The data landscape represents a challenge for policymakers, as data collected for one 
purpose can be used many times over for a range of purposes, and government policy in 
one area can have unintended impacts elsewhere. Many of the most promising uses of 
citizen data involve collaborations between the state and businesses. This is further 
complicated by the ease with which data flows across domestic borders, at least technically. 
Regional data systems need to interact with others successfully to achieve domestic goals, 
and trade negotiations are having an increasing impact on data systems.  
 
Varying citizen data systems have evolved in different parts of the world, driven by 
geopolitical aims, social values, and the balance of power between individuals, 
governments, and businesses. Differing prioritisations across the economy, national 
security and individual privacy in the EU, US and China have contributed to the formation of 
divergent data systems in these regions. More widely, citizen perceptions and values may 
play a role in shaping systems, but it is unclear how far they in turn are influenced by 
governments or the product of individuals’ experience of them in the first place. The views of 
citizens regarding trust in data use, privacy, and the role of governments vary significantly 
within and between countries.  
  
These and other data systems are likely to evolve and emerge in future, due to a range of 
factors:  

o The world’s economic centre of gravity is predicted to shift eastwards, and 
new growth in internet use will likely be concentrated outside of the West. This 
could increase the global influence of data systems different to those prevalent there.  

o Interactions between national and regional data systems may change, placing 
greater value on shaping international norms. If regional or other international 
data systems continue to grow in importance, individual nations may have reduced 
agency in designing their own policy frameworks if they wish to continue to benefit 
from data-enabled trade. The value of being able to influence international data 
institutions and norms is therefore set to increase.  

o National prosperity is likely to be increasingly tied to an effective data system. 
Almost all predictions suggest rapid increases in the volume and variety of citizen 
data, generated through increasingly varied devices and services, and held across 
the public and private sectors. Data systems that embrace this stand to benefit from 
higher productivity; improved public services; and a role in the advancement of global 
science.  

o Data is an increasingly critical tool in addressing grand challenges, but the 
growing volume of energy-intensive data processing raises its own 
sustainability issues. Whilst technological breakthroughs may help, the future of 
global data flows may therefore depend on making globally coordinated progress on 
climate change and sustainability policies. 

o New data and novel uses bring new threats to manage. Evolving risks include 
micro-targeting of cyberattacks and disinformation, the exploitation of vulnerabilities 
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in machine-learning systems, or inadvertent introduction of biases, and harms 
associated with online targeting. More nuanced conceptualisations of openness and 
risk will be needed, and technological change will mean that judgements about what 
is ‘safe’ will be subject to continual revision. 

In addition to long term trends, recent experience suggests that future data systems are 
likely to be determined by unpredictable shocks, and successful data systems will be those 
that can effectively and swiftly adapt: 

o Economic shocks and the associated rise and fall of particular business 
models could rapidly change the use of citizen data. These events can change 
the incentives for business data use, reduce barriers to entry or entrench incumbent 
positions.  

o Political shocks and conflict could change citizen beliefs and values, changing 
what national approaches can be sustained with public licence. 

o New models of data governance may take hold, from new sets of data rights 
through to models of data ownership and data trusts. These changes could be led by 
governments, individuals, or businesses, and designed with a range of different aims 
in mind.  

o Most immediately, the COVID-19 pandemic is changing the use of citizen data 
in ways which could have profound and long-lasting impacts. Its full impacts are 
still unknown; however, we can already see differences in national and international 
approaches to the use of citizen data in response to the pandemic, the role of 
technology companies in determining norms, and the debates being raised around 
prioritisations of individual privacy, security, and social aims.  

12.2 Implications of scenarios 

This uncertainty and complexity implies a wide range of possibilities for how the 
future may look in 2030. We described four scenarios, designed to be varied but plausible, 
which all raise challenging questions for policymakers to consider: Divergent Data 
Nationalism, Multipolarity, Deregulation, and Multilateralism. 
 
These scenarios demonstrate the powerful influence of social values and norms in 
determining overall outcomes and the policy regimes, implying that it will be increasingly 
important to engage with the public and citizen groups over potential benefits of use of 
citizen data and acceptable levels of risk.  
 
They also highlight the active role of emerging technologies such as new algorithmic 
tools and privacy enhancing technologies, suggesting that in future the research, 
development, investment and control of such technologies will be important in determining 
which benefits and risks emerge, and which actors experience them.  
 
In most cases, there will be a need for data skills and knowledge across government, 
academia, industry, and the public, to enable effective domestic data use and innovation, 
and to potentially boost international influence. Cross-disciplinary skills that can be applied 
at the boundary between legal, ethical and technological fields will be particularly valuable in 
future. 
 
These scenarios should help policymakers consider the potential interactions and 
longer-term implications of policy interventions, and so develop more resilient and 
coordinated policy approaches. 
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12.3 Policy recommendations 

What does this all mean for the UK’s approach?  
 
Navigating an uncertain future with appropriate agility is only possible with clarity 
about aims. The UK government should seek to clearly articulate what it wants to achieve 
with its data system: what economic, social and security-related ambitions it has for better 
use of citizen data and what objectives for security, inclusion and individual rights it will 
prioritise. 
 
It will be important to take a holistic approach to data systems. In developing its 
strategy, to avoid unintended consequences the government should take a ‘whole system’ 
approach. It will be important to acknowledge the complex interactions between businesses, 
government, the wider public sector, the third sector and the public. Commitments made in 
one area, for instance on the use of data for the protection of national security, can have 
important implications for the assurances that can be given elsewhere, such as for privacy. 
 
Given this, the trade-offs between competing policy objectives for a data system need 
to be made consciously. Policymakers should be transparent and realistic about such 
trade-offs. In particular, governments should also recognise that seeking to maximise the 
benefits its citizens gain from global trade will mean not being fully free to set their own 
citizen data arrangements unilaterally. Coherence with regional data systems, for example 
the EU and regulations including GDPR in the UK’s case, can be important for businesses 
seeking to export and consumer access to services. However, current international 
agreements do not encompass all aspects of domestic data systems. There are important 
variations in the way such agreements are implemented domestically, and the multilateral 
frameworks that have emerged do not necessarily preclude other forms of international 
coordination. 
 
The UK should take opportunities to steer the formation of new global norms, as well 
as respond to them. Combined with domestic strength in data-intensive industries, showing 
leadership in developing forward-looking data regulation approaches, and ensuring wider 
economic policies are fit for the digital age, would put the UK in a strong position to do so. 
There may be opportunities to shape and support emerging data governance frameworks in 
countries with less developed systems and aligning these with the UK’s could help to 
underpin future economic partnerships. 
 
Members of the public need to be an active and engaged part of the UK’s data system. 
Given the lack of consensus within and between countries on the issues discussed in this 
report, and variable levels of trust, governments need to actively engage with the public 
about data. A reliance on disinterest is unlikely to be sustainable long term. Governments 
should listen and respond to concerns, but also be willing to lead, educate and persuade 
where there is strong evidence in support of interventions. If a larger proportion of the public 
feel confident in our data system, more may engage with it in an informed way and access 
its benefits. The risks highlighted in this report need careful managing, and not all citizens 
will value economic gains equally, but an inability to harness data in a comprehensive way 
can, for instance, mean missed opportunities to help vulnerable families or improve public 
health. 
 
A successful data system will need to be flexible and react quickly to changes. Given 
the uncertainties highlighted in this report, resilience and agility should be built into data 
governance frameworks. All data policy should be developed with a range of futures in mind, 
and the scenarios developed in this report are intended to provide a starting point for this. 
More generally, it will not be possible for a strategy to foresee every eventuality. Error-
correction mechanisms need to be built in. Some policies or regulations will need to adjust 
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as new facts emerge and as the global data system develops. This should not necessarily 
be taken as a failure of the original vision. 
 
Finally, we will need to continually improve our understanding of the system. The 
integration of citizen data into businesses, public services and global interactions remains an 
emerging area of research. This should be prioritised by government and academia, building 
on the UK’s existing strength in this field. This could support innovations, for example in 
energy-efficient computing and privacy-enhancing technologies, that would make the trade-
offs described above easier to manage in future. This report highlights gaps, and some 
inconsistencies, in the available evidence. There is also a need for research into the impacts 
of our data system and alternative data governance models on social, economic and 
security outcomes; the economic effects of diverging from trading partners’ policy 
frameworks; and how to share the benefits of data-related innovations more widely.  
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Glossary  

Adequacy decision 
(in context of GDPR) 
 

A status that allows personal data to pass freely between non-EEA 
countries and EEA countries without further safeguards due to the non-
EEA country's level of personal data protection 
 

Aggregated data Groups of observations from data that have been gathered together and 
expressed in a summary form e.g. for statistical analysis 
 

Artificial Intelligence 
(AI) 

Systems that enable a machine to perform tasks that would ordinarily 
require human, or rational, thought processes or actions. This usually 
consists of computers running algorithms, drawing on data  
 

Algorithm A process or series of steps worked through to produce an output, often 
implemented by a computer 
 

Anonymised Information about individuals that has been modified in such a way that it 
cannot be related back to a given individual 
 

Brain-computer 
interface 

Systems that enable translation of brain signals to outputs in computers 
or physical devices 
 

Cloud computing A model of accessing computing infrastructure on-demand via the 
internet 
 

Confidentiality The agreed restriction of information about an individual or an 
organisation from being disclosed to certain parties 
 

Cryptography 
 

Secure information and communications techniques to keep information 
secret and protected from unintended observation using codes  
 

Data broker A business which collects certain valuable data (e.g. about consumer 
behaviour) sells it to other organisations 
 

Data cooperative An organisation through which members can store, manage and control 
access to the data that they contribute, in a democratic manner 
 

Data infrastructure  Existing datasets, technologies, and standards, and the people or 
organisations associated with processing the datasets 
 

Data localisation A requirement to keep certain data, or copies of such data, within a 
particular jurisdiction or region 
 

Data minimisation Limiting the data collected and stored to what is adequate for a specified 
purpose 
 

Data nationalism 
 

A broad set of domestic policies and approaches with the common 
feature of reducing international data flows 
 

Data poisoning 
 

Introducing training data to a machine learning system that causes it to 
make mistakes 
 

Data sovereignty 
 

The concept that data is subject to the laws of the country or region in 
which it is processed 
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Data system 
 

The people, organisations, processes and technologies involved in 
collecting, storing, analysing, linking, and sharing citizen data; the legal, 
ethical, and procedural frameworks that shape how this takes place; and 
the wider incentives, values, behaviour and other dynamics of these 
actors 
 

Data trust A data governance mechanism usually involving a fiduciary duty (a legal 
responsibility of impartiality, prudence, transparency and undivided 
loyalty) for a trustee to manage data on behalf of those contributing data 
 

Datafication The process by which subjects, objects and practices of real-life 
behaviour are transformed into digital information 
 

Deep learning A subset of machine learning that typically uses large artificial neural 
networks with multiple layers 
 

Deepfake The manipulation of visual and audio content using advanced algorithmic 

methods. Can be used to, for example, replace an existing video or 

image of a person with another's likeness 

 

De-identified Data where information that links the data to an individual person has 
been removed or masked. The term ‘depersonalised’ is also often used in 
this way, particularly regarding health data 
 

Differential privacy A formal way of defining and managing privacy risk when releasing 
aggregate statistics and analysis relating to a dataset 
 

Digital infrastructure 
 

Information and communications technologies including hardware and 
software, which together underpin the functioning of the digital economy. 
This includes for example data centres, computers and fibre optic cables 
 

Disinformation 
 

Information that is false and deliberately created and spread to deceive or 
harm a person, social group, organisation or country 
 

Edge computing 
 

An approach to computing which involves data storage and computation 
close to the ‘edge’ of the network, nearer to end users and sources of 
data 
 

Encryption The translation of data from a readable format into an encoded format 
known as ciphertext, readable only to those with a special access method 
such as a key 
 

FAIR principles 
 

A set of guiding principles developed by various stakeholders for scientific 
data management and stewardship to make data Findable, Accessible, 
Interoperable and Reusable 
 

Freemium A pricing model that provides access to a service initially for free with the 
option to upgrade to a premium paid option 
 

Homomorphic 
encryption 
 

A form of encryption that enables computations to be performed on the 
encrypted data 
 

Internet of Things 
(IoT) 

The interconnection of large numbers of devices via the internet allowing 
them to exchange data 
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Machine learning A form of artificial intelligence that allows systems to learn directly from 
examples, data, and experience. Instead of using pre-programmed rules, 
machine learning systems are trained on data, and use this to ‘learn’ how 
to perform complex tasks or detect patterns 
 

Metadata Information and documentation describing the properties of data and 
datasets 
 

Network effects 
 

When a product or service gains value as more people use it 
 

Neuromorphic 
computing 
 

Computing hardware that emulates the neural structure and operation of 
the human brain 
 

Personal data (In relation to GDPR) Any information relating to an identified or 
identifiable individual natural person 
 

Personal data store 
 

A system that provides an individual with access to data about them, and 
control over how it used and shared with others 

 
Personally 
identifiable 
information 
 

Information that can be used to identify a specific person 
 
 
 

Privacy A concept that can mean different things to different people, including the 
right to be let alone, and freedom from intrusion into matters that are 
considered personal 
 

Privacy budget (In relation to differential privacy) The quantitative measure of risk to an 
individual's privacy due to that individual's data being included in the 
inputs of an algorithm which is then released 
 

Privacy Enhancing 
Technologies (PETs) 

A collective term for a broad range of technologies and approaches that 
support in mitigating security and privacy risks associated with processing 
citizen data 
 

Privacy paradox The apparent discrepancy between an individual's stated intentions to 
protect their privacy and their actual personal information disclosure 
behaviours, especially online 
 

Pseudonymised Data where information that links the data to an individual person has 
been replaced or modified, such that the individual can no longer be 
identified without additional information (e.g. replacing names with 
reference numbers). The additional information is stored separately to 
prevent re-identification. See also ‘De-identified’ 
 

Quantum Computing Computational devices based on quantum phenomena, which would 
enable certain computations to be done orders of magnitude faster than 
existing digital computers 
 

Re-identification A process by which de-identified data can be linked back to an individual, 
sometimes through combining several sets of data 
 

Secure multi-party 
computation  

A subfield of cryptographic approaches that enables computation of 
combined data while concealing private input from different parties 
 

Supercomputer Powerful high-performance computer that can process large amounts of 
data very quickly and allow complex problem-solving 
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Synthetic data Data not generated by direct measurement, but artificially through 
algorithmic or other approaches. The data may be designed to replicate 
the statistical properties of a real-world dataset without including 
identifiable information 
 

Transfer learning 
 

A machine learning technique where features of existing, pre-trained 
machine learning models are transferred to a new, related use 
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